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#### Abstract

The paper, which is the first in a series of two, presents an approach by which it is possible to derive a family of homogenization approaches and assess the accuracy of any homogenization in the relation of given input data.
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1. Introduction. The study of periodic media is one application of partial differential equations that have highly oscillatory, periodic coefficients. Essentially, the problem is to solve the elliptic differential equation

$$
\begin{equation*}
-\sum_{p, q=1}^{n} \frac{\partial}{\partial x_{p}}\left(a_{p q}\left(\frac{x}{h}\right) \frac{\partial u^{h}}{\partial x_{q}}(x)\right)+a_{0}\left(\frac{x}{h}\right) u^{h}(x)=f(x) \tag{1}
\end{equation*}
$$

on $\Omega \subset \mathbb{R}^{n}$ with prescribed boundary conditions or $\Omega=\mathbb{R}^{n}$, in which $a_{p q}$ and $a_{0}$ are real-valued $2 \pi$-periodic functions and $h$ is a positive number that is small in comparison to the diameter of the domain $\Omega$.

The problem is to get the solution of (1) for relatively (to what?) small $h$. There is a large available mathematical literature that addresses the behavior of the solution of (1) as $h \rightarrow 0$. We mention here, for example, [3], [9], [10], and the survey [21].

One of the main applications for differential equations of type (1) is in the field of composite materials. Here the aim is to replace the composite by homogeneous materials with the bulk material properties. For various aspects we refer to [1], [2], [12], [13], [19]. A brief history is given in [2]. The accuracy of such replacement depends, of course, on the goals of the analysis. Hence many approaches are used in applications. The most obvious approach, namely, to use asymptotic analysis for $h \rightarrow 0$, is not always applicable because $h$ is given and cannot be changed and because of particular aims of the analysis. When numerically solving problem (1) directly, we face essential difficulties of how to represent the microstructure of the composite materials. This difficulty falls into the class of solution of elliptic equations with rough coefficients. For various aspects of this problem, we refer to [6]-[8].

As was said above, various approaches can be and are used for solving (1). These approaches often give very different results (see, e.g., [10]). In addition, some of them are formulated in an abstract or in more or less analytic form. These approaches give theoretical insight, but are not well suited to a numerical treatment of the problem.

This paper presents and thoroughly analyzes an approach directed to overcoming the various major difficulties mentioned above:
(a) It allows the design of an entire class of "homogenization" formulations and judges the accuracy and reliability of any homogenization approach. It also allows the

[^0]specification of the class of problems (e.g., loads) for which a homogenization approach is applicable. In addition, it leads to a hierarchal construction of the homogenization formulations.
(b) The implementation is completely numerical, and allows adaptive modeling (selection of the equations).

We will address here only the problem with $\Omega=\mathbb{R}^{n}$, although very important features of the solution occur near the boundary when $\Omega$ is a bounded domain. These problems have a special character and will not be addressed here. Some brief comments will be made in $\S 5$.

We will assume that
(i) $\Omega=\mathbb{R}^{n}$,
(ii) $a_{0}(x) \geqq \gamma_{0}>0$,
(iii) $f \in L_{2}\left(\mathbb{R}^{n}\right)$,
and that the problem is elliptic and self-adjoint.
The restriction of our analysis to a single differential equation is of a technical character only, as the ideas are also applicable to a system of equations, which would arise in elasticity problems, for example. The main idea of the approach, under the assumptions stated above, is based on the result that the solution $u^{h}$ of (1) can be written in the form

$$
\begin{equation*}
u^{h}(x)=\frac{1}{(2 \pi)^{n / 2}} \int_{\mathbb{R}^{n}} \hat{f}(t) \phi\left(\frac{x}{h}, h, t\right) e^{i \cdot \cdot x} d t \tag{2}
\end{equation*}
$$

in which $\hat{f}$ is the Fourier transform of $f$ and $\phi(y, h, t)$ is a function that is $2 \pi$-periodic in $y$ and analytic in $h$ and $t$, and that solves the differential equation

$$
\begin{equation*}
-e^{i h t \cdot y} \sum_{p, q=1}^{n} \frac{\partial}{\partial y_{p}}\left(a_{p q}(y) \frac{\partial}{\partial y_{p}}\left(\phi(y) e^{i h t \cdot y}\right)\right)+h^{2} a_{0}(y) \phi(y)=h^{2} \tag{3}
\end{equation*}
$$

on $\left\{y \in \mathbb{R}^{n}:\left|y_{p}\right|<\pi\right\}$. There are some other representations of $u^{h}$ that are related to (2), but are developed in a different context. For example, in [9] (§§ 3.1 and 3.2 of Chapter 4) and [17], a spectral decomposition of the operator (3) defined on the cell (respectively, shifted cell) is used and $u^{h}(x)$ is expressed through Bloch expansion.

By taking various approximations of $\Phi$, we can express approximately the solution $u^{h}$ in terms of solutions of auxiliary partial differential equations with constant coefficients, or even pseudodifferential equations. We can also use $\Phi$ for the construction of the basis functions of the finite-element method. Considering the error analysis associated with the approximations of $\phi$, we can design an adaptive method of selecting a "model" that would yield an approximate solution, whose accuracy meets a prescribed tolerance. These ideas are more fully discussed in [5], where we have introduced a method to systematically derive numerical, computer-oriented methods for an approximation of $u^{h}$. In § 5 we will elaborate on these ideas.

In this paper, we concentrate our attention on representation (2), whereas in [16], we make a thorough analysis of $\phi(y, h, t)$. Consequently, the properties of $\phi$ that are used in this paper will be stated without proof. The integral in (2) is defined as a Bochner integral of an $H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)$-valued function $\left(H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)\right.$ is defined in the next section). As a simple application of (2), in § 5 we will give an alternate proof of the classical homogenization result (the limit of $u^{h}$ as $h \rightarrow 0$ ).

This paper and [16] are based on the first author's Ph.D. thesis [15], in which additional details and references can be found.
2. Notation and statement of the problem. For $j=0,1$, and for any $\nu \in \mathbb{R}$, define the weighted Sobolev space $H_{\nu}^{j}\left(\mathbb{R}^{n}\right)$ to be the completion of $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ (the complexvalued $C^{\infty}$-functions that have compact support on $\mathbb{R}^{n}$ ), with respect to $\|\cdot\|_{j, \nu}$, where

$$
\|u\|_{j, \nu}^{2}=\int_{\mathbb{R}^{n}} \sum_{|\alpha| \leqq j}\left|D^{\alpha} u(x)\right|^{2} \exp (2 \nu|x|) d x .
$$

(For $x \in \mathbb{R}^{n},|x| \equiv\left|x_{1}\right|+\cdots+\left|x_{n}\right|$. ) We will use $H^{j}\left(\mathbb{R}^{n}\right)$ and $\|\cdot\|_{j}$ to denote the standard Sobolev space and norm on $\mathbb{R}^{n}$ (i.e., when $\nu=0$ ). Next, we introduce the Sobolev spaces of periodic functions for which

$$
S \equiv\left\{y \equiv\left(y_{1}, \cdots, y_{n}\right) \in \mathbb{R}^{n}:\left|y_{k}\right|<\pi \text { for } k=1, \cdots, n\right\}
$$

is the fundamental period. For $j=0,1$, we denote the standard Sobolev norm on $S$ by $\|\cdot\|_{j, S}$, and we define $H_{\mathrm{per}}^{j}(S)$ to be the completion, with respect to the norm $\|\cdot\|_{j, S}$, of the complex-valued $C^{\infty}$-functions on $\mathbb{R}^{n}$ that are $2 \pi$-periodic in each coordinate variable.

Let $a_{p q}(p, q=1, \cdots, n)$ and $a_{0}$ be real-valued, $2 \pi$-periodic, $L_{\infty}$-functions defined on $\mathbb{R}^{n}$. Furthermore, assume $a_{q p}=a_{p q}$ and assume that there exist positive constants $\gamma_{0}$ and $\gamma_{1}$ such that

$$
\begin{cases}a_{0}(x) \geqq \gamma_{0} & \text { for all } \zeta_{p} \in \mathbb{C}  \tag{4}\\ \sum_{p, q=1}^{n} a_{p q}(x) \zeta_{q} \bar{\zeta}_{p} \geqq \gamma_{1} \sum_{p=1}^{n}\left|\zeta_{p}\right|^{2}\end{cases}
$$

almost everywhere on $\mathbb{R}^{n}$. For each $h>0$, define

$$
\Psi(h)[u, v]=\int_{\mathbb{R}^{n}}\left\{\sum_{p, q=1}^{n} a_{p q}\left(\frac{x}{h}\right) \frac{\partial u}{\partial x_{q}}(x) \overline{\frac{\partial v}{\partial x_{p}}(x)}+a_{0}\left(\frac{x}{h}\right) u(x) \overline{v(x)}\right\} d x .
$$

An immediate consequence of the conditions imposed on the coefficients $a_{0}$ and $a_{p q}$ is that there exists a constant $C$, independent of $h>0$, such that

$$
\begin{align*}
& |\Psi(h)[u, v]| \leqq C\|u\|_{1}\|v\|_{1}, \\
& |\Psi(h)[v, v]| \leqq \min \left\{\gamma_{0}, \gamma_{1}\right\}\|v\|_{1}^{2} \tag{5}
\end{align*}
$$

for all $u$ and $v$ in $H^{1}\left(\mathbb{R}^{n}\right)$. Then, according to the Lax-Milgram theorem, for each $h>0$ and each $f \in L_{2}$, there exists a unique function $u^{h} \in H^{1}\left(\mathbb{R}^{n}\right)$ that satisfies

$$
\begin{equation*}
\Psi(h)\left[u^{h}, v\right]=\int_{\mathbb{R}^{n}} f(x) \overline{v(x)} d x \quad \text { for all } v \in H^{1}\left(\mathbb{R}^{n}\right) \tag{6}
\end{equation*}
$$

because

$$
\begin{equation*}
v \mapsto \int_{\mathbb{R}^{n}} f(x) \overline{v(x)} d x \tag{7}
\end{equation*}
$$

is a bounded linear functional on $H^{1}\left(\mathbb{R}^{n}\right)$.
Next, for each $h \in \mathbb{C}$ and $t \in \mathbb{C}^{n}$, define the sesquilinear form $\Phi(h, t): H_{\mathrm{per}}^{1}(s) \times$ $H_{\text {per }}^{1}(s) \rightarrow \mathbb{C}$ by

$$
\begin{aligned}
\Phi(h, t)[\phi, v] \equiv \int_{S}\left\{\sum_{p, q=1}^{n}\right. & a_{p q}(y) \frac{\partial}{\partial y_{p}}\left(\phi(y) e^{i h t \cdot y}\right) \\
& \left.\cdot \frac{\partial}{\partial y_{p}}\left(\overline{v(y)} e^{-i h t \cdot y}\right)+h^{2} a_{0}(y) \phi(y) \overline{v(y)}\right\} d y .
\end{aligned}
$$

Lemma 1. A neighborhood $\hat{G} \subset \mathbb{C}^{n+1}$ of $\mathbb{R}^{n+1}$ can be found such that for each $(h, t) \in \hat{G}$, there exists a unique function $\phi(\cdot, h, t) \in H_{\mathrm{per}}^{1}(S)$ that satisfies

$$
\Phi(h, t)[\phi(\cdot, h, t), v]=h^{2} \int_{S} \overline{v(y)} d y \quad \text { for all } v \in H_{\mathrm{per}}^{1}(S)
$$

Furthermore, the mapping $(h, t) \in \hat{G} \mapsto \phi(\cdot, h, t) \in H_{\text {per }}^{1}(S)$ is holomorphic, by which we mean that about each point in $\hat{G}$, the function $(h, t) \mapsto \phi(\cdot, h, t)$ can be expanded in a power series, convergent in $H_{\mathrm{per}}^{1}(S)$ and in which each coefficient is an element in $H_{\mathrm{per}}^{1}(S)$.

For the most part, the proofs of statements concerning $\phi(\cdot, h, t)$ are omitted in this paper since we give a fairly comprehensive analysis of $\phi(\cdot, h, t)$ in [16].

In § 4, we show that $u^{h}$ admits the representation

$$
\begin{equation*}
u^{h}(x)=\frac{1}{(2 \pi)^{n / 2}} \int_{\mathbb{R}^{n}} \hat{f}(t) \phi\left(\frac{x}{h}, h, t\right) e^{i t \cdot x} d t, \tag{8}
\end{equation*}
$$

in which $\hat{f}(t)=\left(1 /(2 \pi)^{n / 2}\right) \int_{\mathbb{R}^{n}} f(x) e^{-i t \cdot x} d x$ and in which the integral is a Bochner integral of $H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)$-valued functions. Our proof of (8) has as its first step the claim that for each $h>0$ and $t \in \mathbb{R}^{n}$,

$$
\begin{equation*}
x \mapsto \phi\left(\frac{x}{h}, h, t\right) e^{i \cdot \cdot x} \tag{9}
\end{equation*}
$$

solves (6) when $f(x)=e^{i \cdot x}$. However, (9) is not an element of $H^{1}\left(\mathbb{R}^{n}\right)$, and for this choice of $f$, (7) is not a bounded linear functional on $H^{1}\left(\mathbb{R}^{n}\right)$. Consequently, we consider $\Psi(h)$ as a sesquilinear form on $H_{-\nu}^{1}\left(\mathbb{R}^{n}\right) \times H_{\nu}^{1}\left(\mathbb{R}^{n}\right)$ for (sufficiently small) positive numbers $\nu$.

The main tool for analyzing $\Psi(h)$ is Theorem 2 below.
Theorem 2. Let $H_{1}$ and $H_{2}$ be two complex Hilbert spaces with respective norms $\|\cdot\|_{k}$ and associated inner products $(\cdot, \cdot)_{k}$ for $k=1,2$. Let $B[\cdot, \cdot]$ be a sesquilinear form defined on $\mathrm{H}_{1} \times \mathrm{H}_{2}$ for which there exist positive constants $M$ and $\gamma$ such that
(a) $|B[u, v]| \leqq M\|u\|_{1}\|v\|_{2}$ for all $u \in H_{1}$ and $v \in H_{2}$,
(b) $\inf _{u \in H_{1}} \sup _{v \in \boldsymbol{H}_{2}}|B[u, v]| \geqq \gamma>0$, $\|u\|_{1}=1\|u\|_{2} \leqq 1$
(c) $\sup _{u \in H_{1}}|B[u, v]|>0$ for each $v \in H_{2}, v \neq 0$.

If $f \in H_{2}^{*}$, the space of bounded conjugate-linear functionals on $H_{2}$, then there exists a unique $u_{0} \in H_{1}$ such that
(d) $B\left[u_{0}, v\right]=f(v)$ for all $v \in H_{2}$,
(e) $\left\|u_{0}\right\|_{1} \leqq \frac{1}{\gamma}\|f\|_{H_{2}^{*}}$.

A proof of Theorem 2 in the case of real Hilbert spaces can be found in [4] (as Theorem 5.2.1). The method of proof in the complex case is essentially unchanged and thus will be omitted.

We now prove the following lemma.
Lemma 3. There exist positive constants $\nu_{0}, C$, and $\gamma$ such that for all $\nu \in\left(0, \nu_{0}\right)$ and all $h>0$,
(i) $|\Psi(h)[u, v]| \leqq C\|u\|_{1,-\nu}\|v\|_{1, \nu}$,
(ii) $\inf _{\|u\|_{1, \nu}=1} \sup _{\|v\|_{1, \nu}=1}|\Psi(h)[u, v]| \geqq \gamma>0$,
(iii) $\sup _{u \in H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)}|\Psi(h)[u, v]|>0$ for all $v \in H_{\nu}^{1}\left(\mathbb{R}^{n}\right)$ and $v \neq 0$.

The constants $\nu_{0}, C$, and $\gamma$ are independent of $h>0$; however, $\gamma$ depends on $\nu_{0}$.

Proof. Statement (i) follows because $\Psi(h)$ has $L_{\infty}$-coefficients. To prove statement (ii), define $(T u)(x) \equiv u(x) e^{-2 \nu|x|}$ for $u \in H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)$. Then for $\nu>0$,

$$
\begin{align*}
\|T u\|_{1, \nu}^{2} & =\int_{\mathbb{R}^{n}}\left(\sum_{j=1}^{n}\left|\frac{\partial u}{\partial x_{j}}(x)-2 \nu \operatorname{sgn}\left(x_{j}\right) u(x)\right|^{2}+|u(x)|^{2}\right) e^{-2 \nu|x|} d x  \tag{10}\\
& \leqq 2\left(1+4 n \nu^{2}\right)\|u\|_{1,-\nu}^{2} .
\end{align*}
$$

Now,
$\Psi(h)[u, T u]=\int_{\mathbb{R}^{n}}\left\{\sum_{p, q=1}^{n} a_{p q}\left(\frac{x}{h}\right) \frac{\partial u}{\partial x_{q}}(x) \frac{\overline{\partial(T u)}(x)}{\partial x_{p}}+a_{0}\left(\frac{x}{h}\right) u(x) \overline{T(u)}\right\} d x$

$$
\begin{aligned}
&= \int_{\mathbb{R}^{n}}\left\{\sum_{p, q=1}^{n} a_{p q}\left(\frac{x}{h}\right) \frac{\partial u}{\partial x_{q}}(x) \overline{\frac{\partial u}{\partial x_{p}}(x)}+a_{0}\left(\frac{x}{h}\right) u(x) \overline{u(x)}\right\} \exp (-2 \nu|x|) d x \\
&-2 \nu \int_{\mathbb{R}^{n}}\left\{\sum_{p, q=1}^{n} a_{p q}\left(\frac{x}{h}\right) \frac{\partial u}{\partial x_{q}}(x) \operatorname{sgn}\left(x_{p}\right) \overline{u(x)}\right\} \exp (-2 \nu|x|) d x \\
& \equiv \Psi_{1}(h)[u]-2 \nu \Psi_{2}(h)[u] .
\end{aligned}
$$

A simple consequence of (4) is $\Psi_{1}(h)[u] \geqq \min \left\{\gamma_{0}, \gamma_{1}\right\}\|u\|_{1,-\nu}^{2}$. We also have $\mid \Psi_{2}(h)$ $[u] \mid \leqq c\|u\|_{1,-\nu}^{2}$ for some constant $c$, independent of $h$. Combining these two inequalities with (10) and (11) yields

$$
\begin{aligned}
|\Psi(h)[u, T u]| & \geqq\left(\min \left\{\gamma_{0}, \gamma_{1}\right\}-2 c \nu\right)\|u\|_{1,-\nu}^{2} \\
& \geqq \frac{\min \left\{\gamma_{0}, \gamma_{1}\right\}-2 c \nu}{\sqrt{2\left(1+4 n \nu^{2}\right)}}\|u\|_{1,-\nu}\|T u\|_{1, \nu} .
\end{aligned}
$$

Consequently, there exist positive constants $\nu_{0}$ and $\gamma$, which are independent of $h>0$, for which $\Psi(h)[u, T u] \geqq \gamma\|u\|_{1,-\nu}\|T u\|_{1, \nu}$ for all $\nu \in\left(0, \nu_{0}\right)$. This proves (ii).

Statement (iii) is proven in a similar manner.
Throughout the remainder of this paper, we implicitly assume $\nu \in\left(0, \nu_{0}\right)$. Let $f \in L_{2}\left(\mathbb{R}^{n}\right)$; then

$$
\left|\int_{\mathbb{R}^{n}} f(x) \overline{v(x)} d x\right| \leqq\|f\|_{0}\|v\|_{1, \nu} \quad \text { for all } v \in H_{\nu}^{1}\left(\mathbb{R}^{n}\right)
$$

Lemma 3, in conjunction with Theorem 2, now yields the next theorem.
Theorem 4. For each $h>0$ and $f \in L_{2}\left(\mathbb{R}^{n}\right)$ there exists a unique function $u^{h} \in$ $H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)$ for which

$$
\begin{equation*}
\Psi(h)\left[u^{h}, v\right]=\int_{\mathbb{R}^{n}} f(x) \overline{v(x)} d x \quad \text { for all } v \in H_{\nu}^{1}\left(\mathbb{R}^{n}\right) \tag{12}
\end{equation*}
$$

Furthermore, $\left\|u^{h}\right\|_{1,-\nu} \leqq(1 / \gamma)\|f\|_{0}$.
There is no ambiguity in denoting the unique solutions of (6) and (12) by $u^{h}$ because $H_{\nu}^{1}\left(\mathbb{R}^{n}\right) \subset H^{1}\left(\mathbb{R}^{n}\right) \subset H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)$ implies they are the same function. However, (12) can be solved when $f$ belongs to a broader class of functions than the class of $L_{2}$-functions, namely, when $f$ belongs to the dual space of $H_{\nu}^{1}\left(\mathbb{R}^{n}\right)$. One such function is defined by $f(x)=e^{i \cdot x}$.

## 3. Preliminaries.

Theorem 5. There exists a constant $C_{0}$ independent of $t$, such that

$$
\left\|\chi e^{i \cdot x}\right\|_{1, S} \leqq C_{0}(1+\|t\|)\|\chi\|_{1, S}
$$

for all $\chi \in H^{1}(S)$ and for all $t \in \mathbb{R}^{n}$, where $\|t\|^{2} \equiv t_{1}^{2}+\cdots+t_{n}^{2}$.

For each $h>0$ and each $\omega \in \mathbb{Z}^{n}$, define

$$
S(h, \omega) \equiv\left\{x \in \mathbb{R}^{n}:\left(\omega_{j}-1\right) \pi h<x_{j}<\left(\omega_{j}+1\right) \pi h, j=1, \cdots, n\right\} .
$$

Note that $S(1,(0, \cdots, 0))=S$ is the fundamental domain for the periodic spaces.
Lemma 6. For each $h>0$ and $\nu>0$, there exists a constant $C_{1}(h, \nu)$ that remains bounded as $h \rightarrow 0$, such that for all $t \in \mathbb{R}^{n}$, and for any $\chi \in H_{\mathrm{per}}^{0}(S)$,

$$
\begin{equation*}
\left\|\chi\left(\frac{x}{h}\right) e^{i \cdot \cdot x}\right\|_{0,-\nu} \leqq C_{1}(h, \nu)\|\chi\|_{0, S} \tag{i}
\end{equation*}
$$

and for any $\chi \in H_{\mathrm{per}}^{1}(S)$,

$$
\begin{equation*}
\left\|\chi\left(\frac{x}{h}\right) e^{i \cdot x}\right\|_{1,-\nu} \leqq\left(1+h^{-1}\right) C_{1}(h, \nu)\|\chi \exp (i h t \cdot y)\|_{1, s} . \tag{ii}
\end{equation*}
$$

Proof.

$$
\begin{aligned}
& \left\|\chi\left(\frac{x}{h}\right) \exp (i t \cdot x)\right\|_{1,-\nu}^{2} \\
& \qquad \leqq \sum_{\omega \in \mathbb{Z}^{n}} \int_{S(h, 2 \omega)}\left(\sum_{p=1}^{n} \left\lvert\, \frac{\partial}{\partial x_{p}}\left(\left.\chi\left(\frac{x}{h}\right) \exp (i t \cdot x)\right|^{2}+\left|\chi\left(\frac{x}{h}\right)\right|^{2}\right) \exp (-2 \nu|x|) d x\right.,\right.
\end{aligned}
$$

where $2 \omega \equiv\left(2 \omega_{1}, \cdots, 2 \omega_{n}\right)$. Making the substitution $(x / h)-y+2 \pi \omega$ in the integral over $S(h, 2 \omega)$ and using the periodicity of $\chi$ yields a constant $\tilde{c}$, independent of $h$, such that

$$
\begin{aligned}
& \left\|\chi\left(\frac{x}{h}\right) \exp (i t \cdot x)\right\|_{1,-\nu}^{2} \\
& \quad=\sum_{\omega \in \mathbb{Z}^{n}}\left\{\int_{S}\left(h^{-1} \sum_{p=1}^{n}\left|\frac{\partial}{\partial y_{p}}(\chi(y) \exp (i h t \cdot y)) \exp (i 2 \pi h \omega \cdot t)\right|^{2}+|\chi(y)|^{2}\right)\right. \\
& \left.\quad \cdot \exp (-2 \nu h|y+2 \pi \omega|) h^{n} d y\right\} \\
& \quad \leqq \tilde{c}\left(1+h^{-2}\right)\left(\sum_{\omega \in \mathbb{Z}^{n}} \exp (-4 \pi \nu h|\omega|)\right) h^{n}\|\chi \exp (i h t \cdot y)\|_{1, S}^{2} .
\end{aligned}
$$

It is not difficult to prove that there is a constant $c$ that is independent of $h$ such that

$$
h^{n} \sum_{\omega \in \mathbb{Z}^{n}} \exp (-4 \pi \nu h|\omega|) \leqq c h^{n}\left(1+\int_{\mathbb{R}^{n}} \exp (-r \pi \nu h|x|) d x\right) .
$$

Upon setting $C_{1}(h, \nu) \equiv \sqrt{\tilde{c} c\left(h^{n}+(2 \pi \nu)^{-n}\right)}$, (ii) follows.
A similar argument, in which the contribution from the first-order derivatives is ignored, produces (i).

Lemma 7. For all $h>0$ and $t \in \mathbb{R}^{n}$, we have

$$
\begin{aligned}
& \|\phi(\cdot, h, t)\|_{0, S} \leqq \frac{(2 \pi)^{n / 2}}{\gamma_{0}} \\
& \|\phi(\cdot, h, t) \exp (i h t \cdot y)\|_{1, S} \leqq C_{2}(h)
\end{aligned}
$$

for some positive number $C_{2}(h)$.

Proof. It follows from (4) and Lemma 1 that

$$
\begin{aligned}
& \gamma_{1} \int_{S} \sum_{p=1}^{n}\left|\frac{\partial}{\partial y_{p}}(\phi(y, h, t) \exp (i h t \cdot y))\right|^{2} d y+\gamma_{0} h^{2}\|\phi(\cdot, h, t)\|_{0, S}^{2} \\
& \quad \leqq \Phi(h, t)[\phi(\cdot, h, t), \phi(\cdot, h, t)] \\
& \quad \leqq(2 \pi)^{n / 2} h^{2}\|\phi(\cdot, h, t)\|_{0, S} .
\end{aligned}
$$

The lemma now follows with

$$
C_{2}(h) \equiv \frac{(2 \pi)^{n / 2}}{\min \left\{\gamma_{0}, \gamma_{1} h^{-2}\right\}} .
$$

4. The representation of $\boldsymbol{u}^{h}$. We begin with Theorem 8 below.

Theorem 8. For each $h>0$ and $t \in \mathbb{R}^{n}$,
(i) $x \mapsto \phi((x / h), h, t) e^{i t \cdot x}$ is in $H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)$;
(ii) $\Psi(h)\left[\phi((x / h), h, t) e^{i \cdot \cdot x}, v\right]=\int_{\mathbb{R}^{n}} \exp (i t \cdot x) \overline{v(x)} d x$ for all $v \in H_{\nu}^{1}\left(\mathbb{R}^{n}\right)$.

Furthermore,

$$
\begin{equation*}
\left\|\phi\left(\frac{x}{h}, h, t\right) e^{i t \cdot x}\right\|_{1,-\nu} \leqq \frac{1}{\gamma \nu^{n / 2}} . \tag{iii}
\end{equation*}
$$

Proof. Statement (i) follows from Lemmas 6 and 7, which imply $\| \phi((x / h)$, $h, t) e^{i \cdot \cdot x} \|_{1,-\nu} \leqq\left(1+h^{-1}\right) C_{1}(h, \nu) C_{2}(h)$. Assuming that (ii) is true, (iii) is a consequence of Theorem 2, Lemma 3, and the fact $\left|\int_{\mathbb{R}^{n}} e^{i t \cdot x} \overline{v(x)} d x\right| \leqq\left(1 / \nu^{n / 2}\right)\|v\|_{1, \nu}$. The proof of (ii) is based upon determining the relationship between $\Psi(h)$ and $\Phi(h, t)$, and then using Lemma 1 .

For each $h>0$, there exists a locally finite, $C^{\infty}$-partition of unity $\left\{\sigma_{\omega}(\cdot, h): \omega \in \mathbb{Z}^{n}\right\}$ subordinated to $\left\{S(h, \omega): \omega \in \mathbb{Z}^{n}\right\}$ such that $\sum_{\omega \in \mathbb{Z}^{n}} \sigma_{\omega}(\cdot, h) v$ converges to $v$ in $H_{\nu}^{1}\left(\mathbb{R}^{n}\right)$ whenever $v \in H_{\nu}^{1}\left(\mathbb{R}^{n}\right)$. The basic requirement of the partition of unity is that $\left|\sigma_{\omega}(x, h)\right|$ and $\left|\left(\partial \sigma_{\omega} / \partial x_{p}\right)(x, h)\right|$ for $p=1, \cdots, n$ are uniformly bounded for $x \in \mathbb{R}^{n}$ and $\omega \in \mathbb{Z}^{n}$. Then $v_{\omega}(\cdot, h) \equiv \sigma_{\omega}(\cdot, h) v$ has compact support in $S(h, \omega)$, and for any $\chi \in H_{\operatorname{per}}^{{ }^{\wedge}}(S)$, $\Psi(h)\left[\chi\left(\frac{x}{h}\right) e^{i \cdot \cdot x}, v\right]=\sum_{\omega \in \mathbb{Z}^{n}} \Psi(h)\left[\chi\left(\frac{x}{h}\right) \exp (i t \cdot x), v_{\omega}(x, h)\right]$

$$
\begin{align*}
& \leqq \sum_{\omega \in \mathbb{Z}^{n}} \int_{S(h, \omega)}\left(\sum_{p, q=1}^{n} a_{p q}\left(\frac{x}{h}\right)\right.  \tag{13}\\
& \frac{\partial}{\partial x_{q}}\left(\chi\left(\frac{x}{h}\right) \exp (i t \cdot x)\right) \overline{\frac{\partial v_{\omega}}{\partial x_{p}}(x, h)} \\
&+a_{0}\left(\frac{x}{h}\right) \chi\left(\frac{x}{h}\right)\left(\exp (i t \cdot x) \overline{v_{\omega}(x, h)}\right) d x
\end{align*}
$$

because $\Psi(h)$ is a continuous sesquilinear form on $H_{-\nu}^{1}\left(\mathbb{R}^{n}\right) \times H_{\nu}^{1}\left(\mathbb{R}^{n}\right)$, according to Lemma 3 (i). In an effort to transform the region of integration $S(h, \omega)$ into $S=$ $S(1,(0, \cdots, 0))$ in each integral, make the substitution $x / h=y+\pi \tilde{\omega}$ for $x \in S(h, \omega)$, in which $\tilde{\omega}$ is the $n$-tuple of even integers, that is, derived from $\omega$ according to

$$
\tilde{\omega}_{p}= \begin{cases}\omega_{p}, & \omega_{p} \text { even } \\ \omega_{p}-1, & \omega_{p} \text { odd }\end{cases}
$$

Using the periodicity of $a_{0},\left\{a_{p q}: p, q=1, \cdots, n\right\}$, and $\chi$, each integral in (13) becomes

$$
\begin{gather*}
\int_{S(1, \omega-\tilde{\omega})}\left\{h^{-2} \sum_{p, q=1}^{n} a_{p q}(y) \frac{\partial}{\partial y_{q}}(\chi(y) \exp (i h t \cdot(y+\pi \tilde{\omega}))) \frac{\overline{\partial v_{\omega}}}{\partial x_{p}}(h(y+\pi \tilde{\omega}), h)\right. \\
\left.\quad+a_{0}(y) \chi(y) \exp (i h t \cdot(y+\pi \tilde{\omega})) \overline{v_{\omega}(h(y+\pi \tilde{\omega}), h)}\right\} h^{n} d y . \tag{14}
\end{gather*}
$$

Next, for each $\omega \in \mathbb{Z}^{n}$, define

$$
\begin{equation*}
v_{\omega}^{0}(y, h, t) \equiv v_{\omega}(h(y+\pi \tilde{\omega}), h) \exp (-i h t \cdot(y+\pi \tilde{\omega})) \tag{15}
\end{equation*}
$$

for $y \in S(1, \omega-\tilde{\omega})$ and extend $v_{\omega}^{0}(\cdot, h, t)$ to all of $\mathbb{R}^{n}$ by $2 \pi$-periodicity. Since the support of $y \mapsto v_{\omega}(h(y+\pi \tilde{\omega}), h)$ is contained in $S(1, \omega-\tilde{\omega})$, it follows that $v_{\omega}^{0}(\cdot, h, t) \in$ $H_{\text {per }}^{1}(S)$. Using (15) to substitute for $v_{\omega}(h(y+\pi \tilde{\omega}), h)$ in (14) yields
$\int_{S(1, \omega-\tilde{\omega})}\left\{h^{-2} \sum_{p, q=1}^{n} a_{p q}(y) \frac{\partial}{\partial y_{q}}(\chi(y) \exp (i h t \cdot y)) \frac{\partial}{\partial y_{q}} \overline{\left(v_{\omega}^{0}(y, h, t)\right.} \exp (-i h t \cdot y)\right)$

$\left.+\sigma a_{0}(y) \chi(y) \overline{v_{\omega}^{0}(y, h, t)}\right\} h^{n} d y$.
Now, the domain of integration $S(1, \omega-\tilde{\omega})$ can be replaced with $S(1,(0, \cdots, 0))=S$, and consequently

$$
\begin{equation*}
\Psi(h)\left[\chi\left(\frac{x}{h}\right) \exp (i t \cdot x), v\right]=\sum_{\omega \in \mathbb{Z}^{n}} h^{n-2} \Phi(h, t)\left[\chi, v_{\omega}^{0}(\cdot, h, t)\right] \tag{16}
\end{equation*}
$$

for all $v \in H_{\nu}^{1}\left(\mathbb{R}^{n}\right)$.
Noting Lemma 1, it is now a simple matter to prove (ii):

$$
\begin{aligned}
\Psi(h)\left[\phi\left(\frac{x}{h}, h, t\right) \exp (i t \cdot x), v\right] & =\sum_{\omega \in \mathbb{Z}^{n}} h^{n-2} \Phi(h, t)\left[\phi(\cdot, h, t), v_{\omega}^{0}(\cdot, h, t)\right] \\
& =\sum_{\omega \in \mathbb{Z}^{n}} h^{n} \int_{S} \overline{v_{\omega}^{0}(y, h, t)} d y \\
& =\int_{\mathbb{R}^{n}} \exp (i t \cdot x v(x) d x)
\end{aligned}
$$

for all $v \in H_{\nu}^{1}\left(\mathbb{R}^{n}\right)$, since $v_{\omega}^{0}(\cdot, h, t) \in H_{\text {per }}^{1}(S)$. $\quad \square$
Lemma 9. For each $h>0, t \in \mathbb{R}^{n} \mapsto \phi((x / h), h, t) \exp (i t \cdot x) \in H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)$ is a continuous mapping.

Proof. The continuity of $t \mapsto e^{i t x} \in H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)$ follows in a straightforward manner.
Upon setting $t=0$ and $\chi=\phi(\cdot, h, t)-\phi(\cdot, h, \tau)$ in Lemma 6,

$$
\begin{aligned}
\lim _{t \rightarrow \tau} \| & \phi\left(\frac{x}{h}, h, t\right)-\phi\left(\frac{x}{h}, h, \tau\right) \|_{1,-\nu} \\
& \leqq\left(1+h^{-1}\right) C_{1}(h, \nu) \lim _{t \rightarrow \tau}\|\phi(\cdot, h, t)-\phi(\cdot, h, \tau)\|_{1, S} \\
& =0
\end{aligned}
$$

follows from Lemma 1.
For each $f \in L_{2}\left(\mathbb{R}^{n}\right)$, the Fourier transform of $f$ is defined by

$$
\hat{f}(t)=\frac{1}{(2 \pi)^{n / 2}} \int_{\mathbb{R}^{n}} f(x) \exp (-i t \cdot x) d x .
$$

The following notation will be used with the function $f$ only (as it appears in (12)). For any $f \in L_{2}\left(\mathbb{R}^{n}\right)$ and $N>0$, define $f_{N} \in L_{2}\left(\mathbb{R}^{n}\right)$ as the inverse Fourier transform of $\left.\hat{f}\right|_{\{t:\|t\| \leqq N\}}$, i.e.,

$$
f_{N}(x)=\frac{1}{(2 \pi)^{n / 2}} \int_{\|t\| \leqq N} \hat{f}(t) \exp (i t \cdot x) d t, \quad \hat{f}_{N}(t)= \begin{cases}\hat{f}(t), & \|t\| \leqq N \\ 0, & \|t\|>N\end{cases}
$$

Parseval's inequality implies

$$
\lim _{N \rightarrow \infty}\left\|f-f_{N}\right\|_{0}=\lim _{N \rightarrow \infty}\left\|\hat{f}-\hat{f}_{N}\right\|_{0}=0
$$

Next, for each $N>0$, define $u^{h}(\cdot ; N) \in H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)$ by

$$
\begin{aligned}
u^{h}(x ; N) & =\frac{1}{(2 \pi)^{n / 2}} \int_{\|t\| \leqq N} \hat{f}(t) \phi\left(\frac{x}{h}, h, t\right) \exp (i t \cdot x) d t \\
( & \left.=\frac{1}{(2 \pi)^{n / 2}} \int_{\mathbb{R}^{n}} \hat{f}_{N}(t) \phi\left(\frac{x}{h}, h, t\right) \exp (i t \cdot x) d t\right),
\end{aligned}
$$

in which the integral is to be interpreted as a Bochner integral of $H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)$-valued function (cf. [18]). In order to show that the integral has such a meaning, we need to show that the integrand is strongly measurable and that $t \mapsto\left\|\hat{f}(t) \phi(x / h, h, t) e^{i t \cdot x}\right\|_{1,-\nu}$ is Lebesgue integrable over $\{t:\|t\| \leqq N\}$. This integrability condition is satisfied as a result of Theorem 8 (iii) and because $\hat{f}$ is an $L_{1}$-function on $\{t:\|t\| \leqq N\}$. By strong measurability of the integrand, we mean that there exists a sequence of simple functions $t \mapsto w_{k}(\cdot, t) \in H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|\hat{f}(t) \phi\left(\frac{x}{h}, h, t\right) \exp (i t \cdot x)-w_{k}(x, t)\right\|_{1,-\nu}=0 \tag{17}
\end{equation*}
$$

It is easy to construct such a sequence (and we do so in the proof of Theorem 10 below) using Lemma 9 and the measurability of $f$. Furthermore, if the sequence of simple functions satisfies

$$
\begin{equation*}
\lim _{K \rightarrow \infty} \int_{\|t\| \leqq N}\left\|\hat{f}(t) \phi\left(\frac{x}{h}, h, t\right) \exp (i t \cdot x)-w_{k}(x, t)\right\|_{1,-\nu}=0 \tag{18}
\end{equation*}
$$

then

$$
\int_{\|t\| \leqq n} \hat{f}(t) \phi\left(\frac{x}{h}, h, t\right) e^{i \cdot \cdot x} d t=\lim _{k \rightarrow \infty} \int_{\|t\| \leqq N} w_{k}(\cdot, t) d t \quad \text { in } H_{-\nu}^{1}\left(\mathbb{R}^{n}\right),
$$

in which the integral of a simple function is defined in the standard manner.
Theorem 10. For each $N>0$,

$$
\psi(h)\left[u^{h}(\cdot ; N), v\right]=\int_{\mathbb{R}^{n}} f_{N}(x) \overline{v(x)} d x \quad \text { for all } v \in H_{\nu}^{1}\left(\mathbb{R}^{n}\right)
$$

Proof. The essence of this proof is that a sequence of simple functions satisfying (17) and (18) can be chosen so that each value of each simple function is of the form $c \phi((x / h), h, \tau) e^{i \tau \cdot x}$ for some $\tau \in\{t:\|t\| \leqq N\}$ and for some complex number $c$. With this being the case, Theorem 8 (ii) can be used to evaluate $\Psi(h)[u, v]$ whenever $u$ is the integral of one of these simple functions.

To begin, note that $H_{\nu}^{1}\left(\mathbb{R}^{n}\right) \subset L_{1}\left(\mathbb{R}^{n}\right)$. Consequently, $\hat{v}$ is continuous (cf. [15]) when $v \in H_{\nu}^{1}\left(\mathbb{R}^{n}\right)$, and it follows from Theorem 8 that

$$
\Psi(h)\left[\phi\left(\frac{x}{h}, h, \tau\right) e^{i \tau \cdot x}, v\right]=(2 \pi)^{n / 2} \overline{\hat{v}(\tau)}
$$

is well defined for each $\tau \in \mathbb{R}^{n}$.
Set $\Omega \equiv\left\{t \in \mathbb{R}^{n}:\|t\| \leqq N\right\}$. Now select a sequence of simple functions $s_{k}: \Omega \rightarrow \mathbb{C}$ and a sequence of collections $\left\{\Omega_{k, j}: j=0, \cdots, M_{k}\right\}$ of measurable subsets of $\Omega$ for $k=1,2, \cdots$ and for which the following is true. For each $k$ :
(a) $\Omega=\bigcup_{j=\delta}^{M_{k}} \Omega_{k, j}, \Omega_{k, j} \cap \Omega_{k, l}=\phi$ for $j \neq l ;$
(b) for $j=1, \cdots, M_{k}$, if $t$ and $\tau$ are in $\Omega_{k, j}$, then

$$
\left\|\phi\left(\frac{x}{h}, h, t\right) \exp (i t \cdot x)-\phi\left(\frac{x}{h}, h, t\right) \exp (i t \cdot x)\right\|_{1,-\nu}<2^{-k},
$$

and $|\hat{v}(t)-\hat{v}(\tau)|<2^{-k}$;
(c) $s_{k}$ is constant on $\Omega_{k, j}$ for $j=0, \cdots, M_{k}$, with $s_{k}(t)=0$ for $t \in \Omega_{k, 0}, s_{k} \rightarrow \hat{f}_{N}$ pointwise almost everywhere on $\Omega$, and $\left|s_{k}(t)\right| \leqq\left|\hat{f}_{N}(t)\right|$ almost everywhere on $\Omega$. Next, for each $k$, pick a $\tau^{k, j} \in \Omega_{k, j}$ for each $j=1, \cdots, M_{k}$, and define

$$
\begin{aligned}
& w_{k}(x, t)= \begin{cases}0, & t \in \Omega_{k, 0}, \\
\phi\left(x / h, h, \tau^{k, j}\right) \exp \left(i \tau^{k, j} \cdot x\right), & t \in \Omega_{k, j},\end{cases} \\
& r_{k}(t)= \begin{cases}0, & t \in \Omega_{k, 0}, \\
\hat{v}\left(\tau^{k, j}\right), & t \in \Omega_{k, j} .\end{cases}
\end{aligned}
$$

A consequence of the preceding construction and of Theorem 8 (iii) is

$$
\begin{aligned}
\left\|\hat{f}_{N}(t) \phi\left(\frac{x}{h}, h, t\right) e^{i \cdot x}-s_{k}(t) w_{k}(x, t)\right\|_{1,-\nu} & \leqq\left|\hat{f}_{N}(t)-s_{k}(t)\right| \frac{1}{\gamma \nu^{n / 2}}+\left|\hat{f}_{N}(t)\right| 2^{-k} \\
& \leqq\left(\frac{1}{\gamma \nu^{n / 2}}+2^{-k}\right)\left|\hat{f}_{N}(t)\right| .
\end{aligned}
$$

It follows from the first inequality that

$$
\lim _{k \rightarrow \infty}\left\|\hat{f}_{N}(t) \phi\left(\frac{x}{h}, h, t\right) \exp (i t \cdot x)-s_{k}(t) w_{k}(\cdot, t)\right\|_{1,-\nu}=0 \quad \text { a.e. }
$$

Furthermore, the Lebesgue dominated convergence theorem and the second inequality imply

$$
\lim _{k \rightarrow \infty} \int_{\Omega}\left\|\hat{f}_{N}(t) \phi\left(\frac{x}{h}, h, t\right) \exp (i t \cdot x)-s_{k}(t) w_{k}(\cdot, t)\right\|_{1,-\nu} d t=0 .
$$

Consequently,

$$
u^{h}(\cdot, N)=\lim _{k \rightarrow \infty}(2 \pi)^{-n / 2} \int_{\|t\| \leqq N} s_{k}(t) w_{k}(\cdot, t) d t \quad \text { in } H_{-\nu}^{1}\left(\mathbb{R}^{n}\right) .
$$

Finally, the continuity of $u \mapsto \Psi(h)[u, v]$ (Lemma 3); the definitions of $s_{k}, w_{k}$, and $r_{k}$; and Parseval's equality imply

$$
\begin{aligned}
\Psi(h)\left[u^{h}(\cdot ; N), v\right] & =\lim _{k \rightarrow \infty}(2 \pi)^{-n / 2}\left[\int_{\|t\| \leqq N} s_{k}(t) w_{k}(\cdot, t) d t, v\right] \\
& =\lim _{k \rightarrow \infty} \int_{\|t\| \leqq N} s_{k}(t) r_{k}(t) d t \\
& =\int_{\|t\| \leqq N} \hat{f}_{N}(t) \overline{\hat{v}(t)} d t \\
& =\int_{\mathbb{R}^{n}} f_{N}(x) \overline{v(x)} d x
\end{aligned}
$$

for all $v \in H_{\nu}^{1}\left(\mathbb{R}^{n}\right)$, because $\hat{f}_{N}(t)=0$ for $\|t\|>N$.

It is now a simple matter to prove the main result of this paper.
Theorem 11. Suppose $h>0$ and $f \in L_{2}\left(\mathbb{R}^{n}\right)$. Let $u^{h} \in H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)$ be the solution of (12). Then

$$
\begin{equation*}
u^{h}(x)=\lim _{N \rightarrow \infty}(2 \pi)^{-n / 2} \int_{\|t\| \leqq N} \hat{f}(t) \phi\left(\frac{x}{h}, h, t\right) \exp (i t \cdot x) d t \quad \text { in } H_{-\nu}^{1}\left(\mathbb{R}^{n}\right), \tag{19}
\end{equation*}
$$

where, for each $N$, the integral is defined as a Bochner integral of $H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)$-valued functions.

Proof. A consequence of Theorem 10 is that

$$
\begin{equation*}
\Psi(h)\left[u^{h}-u^{h}(\cdot ; N), v\right]=\int_{\mathbb{R}^{n}}\left(f(x)-f_{N}(x)\right) \overline{v(x)} d x \tag{20}
\end{equation*}
$$

for all $v \in H_{\nu}^{1}(\mathbb{R})$, from which the inequality

$$
\begin{equation*}
\left\|u^{h}-u^{h}(\cdot ; N)\right\|_{1,-\nu} \leqq \frac{1}{\gamma}\left\|f-f_{N}\right\|_{0} \tag{21}
\end{equation*}
$$

is easily derived (cf. Theorem 2 and Lemma 3). Then (19) follows.
Actually, (19) converges in $H^{1}\left(\mathbb{R}^{n}\right)$ even though each integral is defined only as a function in $H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)$. The reasoning that allows us to identify the unique solutions of (6) and (12) also yields $u^{h}(\cdot ; N) \in H^{1}\left(\mathbb{R}^{n}\right)$ and the fact that (20) is valid for all $v \in H^{1}\left(\mathbb{R}^{n}\right)$. Now, the Lax-Milgram theorem and (5) imply

$$
\left\|u^{h}-u^{h}(\cdot ; N)\right\|_{1} \leqq \frac{1}{\min \left\{\gamma_{0}, \gamma_{1}\right\}}\left\|f-f_{N}\right\|_{0}
$$

5. Homogenization. In this section we derive first the classical result of homogenization, which states that $u^{h}$ converges, as $h$ tends to zero, to a function that is the solution of a constant coefficient partial differential equation. This is an example of analyzing $u^{h}$ through (19) and an analysis of $\phi(\cdot, h, t)$.

According to Lemma 1, it is possible to expand $\phi(\cdot, h, t)$ in powers of $h$, for each $t \in \mathbb{R}^{n}$. Consequently, we can write

$$
\begin{equation*}
\phi(\cdot, h, t)=\phi_{0}(\cdot, t)+\phi_{1}(\cdot, t) h+\cdots . \tag{22}
\end{equation*}
$$

The functions $\left\{\phi_{j}(\cdot, t): j=0,1, \cdots\right\}$ can be determined by expanding (3) in powers of $h$ and substituting (22). Here we are interested in only the constant term, and solving for it yields

$$
\phi_{0}(\cdot, t)=g_{0}(t)=\frac{1}{\sum_{p, q=t}^{n} A_{p q} t_{q} t_{p}+A_{0}},
$$

where $A_{0}$ and $\left\{A_{p q}: p, q=1, \cdots, n\right\}$ are derived from the periodic coefficients $a_{0}$ and $\left\{a_{p q}: p, q=1, \cdots, n\right\}$ and certain auxiliary functions. Complete details are given in [16], where proofs of the properties of $\phi(\cdot, h, t)$ that are stated in the following lemma can also be found.

Lemma 12. There exist positive constants $\theta$ and $G_{0}$, and continuous functions $g_{0}: \mathbb{R}^{n} \rightarrow(0, \infty)$ and $G_{1}:\left\{(h, t) \in \mathbb{R}^{n+1}: 0 \leqq \theta h(1+\|t\|)<1\right\} \rightarrow(0, \infty)$ such that
(i) $g_{0}(t) \leqq G_{0} / 1+\|t\|^{2}$,
(ii) $\left\|\phi(\cdot, h, t)-g_{0}(t)\right\|_{1, S} \leqq G_{1}(h, t) h$ for each $h \geqq 0$ and $t \in \mathbb{R}^{n}$ that satisfy $\theta h(1+$ $\|t\|)<1$.

A consequence of (i) is that we can define functions $u_{0}$ and $u_{0}(\cdot ; N)$, for $N>0$, in $H^{2}\left(\mathbb{R}^{n}\right)$ by

$$
\begin{align*}
& u_{0}(x)=(2 \pi)^{-n / 2} \int_{\mathbb{R}^{n}} \hat{f}(t) g_{0}(t) \exp (i t \cdot x) d t \\
& u_{0}(x ; N)=(2 \pi)^{-n / 2} \int_{\|t\|<N} \hat{f}(t) g_{0}(t) \exp (i t \cdot x) d t \tag{23}
\end{align*}
$$

whenever $\hat{f} \in L_{2}\left(\mathbb{R}^{n}\right)$ (cf. [18]). Note that $u_{0}(\cdot ; N)=u_{0}$ with $f=f_{N}$. We have $\hat{u}_{0}=\hat{f} g_{0}$ and $\left(u_{0}(\cdot ; N)\right)=\hat{f}_{N} g_{0}$, and then Parseval's equality implies

$$
\begin{equation*}
\left\|u_{0}-u_{0}(\cdot ; N)\right\|_{0} \leqq G_{0}\left\|f-f_{N}\right\|_{0} . \tag{24}
\end{equation*}
$$

The integrals that define $u_{0}$ and $u_{0}(\cdot ; N)$ are to be interpreted as Lebesgue integrals of numerical-valued functions. However, we want to interpret $u_{0}(\cdot ; N)$ as an integral of $H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)$-valued functions. In the Appendix we show that the integral in (23) can be interpreted in both ways, in an unambiguous and consistent manner. Furthermore, note that $u_{0}$ is the solution of the constant coefficient differential equation

$$
\begin{equation*}
-\sum_{p, q=1}^{n} A_{p q} \frac{\partial^{2} u_{0}}{\partial x_{p} \partial x_{q}}(x)+A_{0} u_{0}(x)=f(x) \tag{25}
\end{equation*}
$$

We can now prove the classical result in homogenization.
Theorem 13. Let $f \in L_{2}\left(\mathbb{R}^{n}\right)$. Let $u^{h} \in H_{-\nu}^{1}\left(\mathbb{R}^{n}\right.$ be the solution of (12) for $h>0$, and let $u_{0} \in H^{1}\left(\mathbb{R}^{n}\right) \subset H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)$ be the solution of (25). Then $\lim _{h \rightarrow 0}\left\|u^{h}-u_{0}\right\|_{0,-\nu}=0$.

Proof. For each $N>0$, we have

$$
\begin{align*}
\left\|u^{h}-u_{0}\right\|_{0,-\nu} \leqq & \left\|u^{h}-u^{h}(\cdot ; N)\right\|_{0,-\nu}  \tag{26}\\
& +\left\|u^{h}(\cdot ; N)-u_{0}(\cdot ; N)\right\|_{0,-\nu}+\left\|u_{0}(\cdot ; N)-u_{0}\right\|_{0,-\nu}
\end{align*}
$$

Let $\varepsilon>0$ be given. It follows from (21) and (24) that we can choose an $N>0$ that makes each of the first and third terms on the right-hand side of (26) smaller than $\varepsilon$, uniformly in $h$. Next, a consequence of Lemmas 6 and 12 is that there exists $h_{0} \in$ $(0,1 / \theta(1+N))$ such that for all $h \in\left(0, h_{0}\right)$,

$$
\begin{aligned}
& \left\|u^{h}(\cdot ; N)-u_{0}(\cdot ; N)\right\|_{0,-\nu} \\
& \quad \leqq(2 \pi)^{-n / 2} \int_{\|t\| \leqq N}|\hat{f}(t)|\left\|\left(\phi\left(\frac{x}{h}, h, t\right)-g_{0}(t)\right) \exp (i t \cdot x)\right\|_{0,-\nu} d t \\
& \quad \leqq(2 \pi)^{-n / 2} C_{1}(h, \nu) h \int_{\|t\| \leqq N}|\hat{f}(t)| G_{1}(h, t) d t \\
& \quad<\varepsilon
\end{aligned}
$$

We have shown that an expansion of the function $\Phi(\cdot, h, t)$ leads directly to the classical homogenization. A truncated series (22) is a special approximation of $\Phi$. Comparing it with $\Phi$, we get precise information whether the results are for given $h$ and $f$ in the range of admissible accuracy.

We, of course, have many other possibilities to employ function $\Phi$ for a derivation of homogenized equation and numerical treatment of the (original) problem, so that the admissible accuracy is achieved. We mention some of them here.
(a) For given $h$ (which in engineering applications cannot be made "sufficiently" small), we can approximate the function $\Phi(\cdot, h, t)$ in the form

$$
\begin{equation*}
\Phi(\cdot, h, t) \cong \sum_{k=1}^{n} \varphi_{k}(\cdot) \psi_{k}(t), \tag{27}
\end{equation*}
$$

where $\psi_{k}(t)$ are rational functions. The approximation (27) is such that the error

$$
\varepsilon=\Phi(\cdot, h, t)-\sum_{k=1} \varphi_{k}(\cdot) \psi_{k}(t)
$$

is small for $t_{0} \leqq t \leqq t_{1}, 0 \leqq x / h \leqq 2 \pi$, where $\hat{f}(t)$ is not negligible. We can also (by a smoothing technique) decompose $f$,

$$
f=\sum_{j=1}^{n} f_{j}
$$

so that $\hat{f}_{j}$ is small outside of $t_{j}<t<t_{j+1}$, and solve $m$ homogenization problems separately. By this approach any prescribed accuracy can be achieved. Every $\psi_{k}(t)=$ $\bar{\psi}_{k}(t) / \rho_{k}(t)$ is the symbol of the homogenized problem

$$
L_{1} u^{h}=L_{2} f
$$

Here $L_{1}$, respectively, $L_{2}$, are operators associated to $\psi_{k}$, respectively, $\rho_{k}$.
(b) We can approximate the function $\Phi$ separately for every fixed value $x$ and derive homogenized equations associated with this point. This is important in application because usually we are interested in the solutions in some specific (dangerous) places only.
(c) Often we are interested not in the solution but in the fluxes (stresses), stress intensity factors, etc., in some specific points. Writing expressions analogous to (2) for these points we can construct other adequate homogenizations.
(d) Given a concrete homogenization we can compare its symbol with $\Phi$ and get the information about the admissible range of $f$ and accuracy of such an approach. For example, we can judge whether $h$ is "sufficiently" small. By this we can characterize the approximation of various approaches in much more effective ways than have been used in [11].

The function $\Phi(\cdot, h, t)$ is the solution of the elliptic problem (3) with parameters $h$ and $t$. The function $\Phi(\cdot, h, t)$ can be found numerically without any difficulties by the finite-element method (in the range of a priori given tolerance). The computation for various values $t$ and $h$ can be done in parallel. The approximation we mentioned above is then simply post-processing of the computed data.
(e) The function $\Phi$ can be directly employed for the construction of a special element for solving the original problem analogously as has been discussed in [8]. Here we will use the finite-element basis function of the form

$$
\begin{equation*}
\varphi_{i, j}=\rho_{j}(x) \Phi\left(\frac{x}{h}, h, t_{i}\right), \quad i=1, \cdots, s \tag{28}
\end{equation*}
$$

where $t_{i}$ are properly chosen points and $\rho_{j}$ is the classical "hat" function associated to the nodal point $x_{j}$ in the finite element method. Here, of course, denoting by $H$ the meshsize of the elements, we have $H \gg h$.

There are many other opportunities to employ the function $\Phi$ for computational purposes and to create a hierarchical family of homogenizations. The selection of the adequate homogenized equation then could be made adaptively. Nevertheless, it is out of the scope of this paper to elaborate more and we refer to [5] for additional aspects and numerical examples.

So far we assumed that $\Omega=\mathbb{R}^{n}$. If $\Omega$ has a bounded boundary (e.g., crack problem) the solution is much more complicated. Here always a boundary layer or singular behavior is present. A practical way to deal with this problem is to use refined meshes and basis functions of the form (24) with sufficiently large $s$ (which also could be determined in an adaptive way).
6. Appendix. Define $w(x, t)=(w \pi)^{n / 2} \hat{f}(t) g_{0}(t) e^{i \cdot x}$, where $f \in L_{2}\left(\mathbb{R}^{n}\right)$ and $g_{0}$ is defined as in Lemma 13. According to (22), $u_{0}(\cdot ; N) \in H^{2}\left(\mathbb{R}^{n}\right)$ is defined by

$$
u_{0}(x ; N)=\int_{\|t\| \leqq N} w(x, t) d t
$$

as an integral of numerical-valued functions. Since
$t \mapsto w(\cdot, t)$ is strongly measurable in $H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)$,

$$
\int_{\|t\| \leqq N}\|w(\cdot, t)\|_{1,-\nu} d t \leqq(2 \pi)^{n / 2} G_{0} \nu^{-n / 2} \int_{\|t\| \leqq N}|\hat{f}(t)| d t<\infty,
$$

it follows that

$$
W=\int_{\|t\| \leqq N} w(\cdot, t) d t
$$

can be defined as an integral of $H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)$-valued functions. We want to prove the following lemma.

Lemma 14. $u_{0}(\cdot ; N)=W$ as a function in $H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)$.
Proof. It suffices to show that $x \mapsto u_{0}(x ; N) \exp (-\nu|x|)$ and $x \mapsto W(x) \exp (-\nu|x|)$ generate the same generalized function. It follows from (27) that a sequence $t \mapsto w_{k}(\cdot, t) \in H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)$ of simple functions can be chosen so that

$$
\begin{aligned}
& \lim _{k \rightarrow \infty}\left\|w_{k}(\cdot, t)-w(\cdot, t)\right\|_{1,-\nu}=0 \quad \text { a.e. } \\
& \lim _{k \rightarrow \infty} \int_{\|t\| \leqq N}\left\|w_{k}(\cdot, t)-w(\cdot, t)\right\|_{1,-\nu} d t=0, \\
& \left\|w_{k}(\cdot, t)\right\|_{1,-\nu} \leqq \frac{3}{2}\|w(\cdot, t)\|_{1,-\nu} \quad \text { a.e. }
\end{aligned}
$$

Then by definition, $W=\lim _{k \rightarrow \infty} \int_{\|t\| \leqq N} w_{k}(\cdot, t) d t$ in $H_{-\nu}^{1}\left(\mathbb{R}^{n}\right)$.
Let $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. Then Fubini's theorem, the Lebesgue dominated convergence theorem, and the definitions of $w_{k}$ and $W$ imply

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} u_{0}(x ; N) \exp (-\nu|x|) \overline{\psi(x)} d x & =\int_{\|t\| \leqq N} \int_{\mathbb{R}^{n}} w(x, t) \exp (-\nu|x|) \overline{\psi(x)} d x d t \\
& =\lim _{k \rightarrow \infty} \int_{\|t\| \leqq N} \int_{\mathbb{R}^{n}} w_{k}(x, t) \exp (-\nu|x|) \overline{\psi(x)} d x \\
& =\int_{\mathbb{R}^{n}} W(x) \exp (-\nu|x|) \overline{\psi(x)} d x .
\end{aligned}
$$
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# AN APPROACH FOR CONSTRUCTING FAMILIES OF HOMOGENIZED EQUATIONS FOR PERIODIC MEDIA. II: PROPERTIES OF THE KERNEL* 
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#### Abstract

This paper is the second in the series devoted to the study of constructions of families of homogenizations. The first paper [SIAM J. Math. Anal., 22 (1991), pp. 1-15] used the properties of the kernel $\Phi(\cdot, h, t)$. In this paper these properties are established.
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1. Introduction. In [8] we developed an integral representation of the solution to a differential equation that models the equations that arise in the study of periodic media (e.g., composite materials). The elliptic differential equation studied in [8] is

$$
-\sum_{p, q=1}^{n} \frac{\partial}{\partial x_{p}}\left(a_{p q}\left(\frac{x}{h}\right) \frac{\partial u^{h}}{\partial x_{q}}(x)\right)+a_{0}\left(\frac{x}{h}\right) u^{h}(x)=f(x)
$$

on $\mathbb{R}^{n}$, in which $a_{p q}$ and $a_{0}$ are real-valued $2 \pi$-periodic functions and $h$ is a given positive number. An alternate proof of the classical homogenization result (the limit of $u^{h}$ as $h \rightarrow 0$ ) is given in [8], based on the integral formula for $u^{h}$ that was developed there.

The integral representation of $u^{h}$ depends on the $2 \pi$-periodic function $\phi(\cdot, h, t)$ that satisfies

$$
-e^{-i h t \cdot y} \sum_{p, q=1}^{n} \frac{\partial}{\partial y_{p}}\left(a_{p q}(y) \frac{\partial}{\partial y_{q}}\left(\phi(y, h, t) e^{i h t \cdot y}\right)\right)+h^{2} a_{0}(y) \phi(y, h, t)=h^{2}
$$

on $\left\{y \in \mathbb{R}^{n}:\left|y_{p}\right|<\pi\right\}$, in which $t \in \mathbb{R}^{n}$. The main emphasis of [8] is placed on the function $u^{h}$; the properties of $\phi$ that are needed there are stated without proof. This paper presents an analysis of $\phi$ in order to prove these claims, namely, Lemmas 1 and 12 in [8]. Theorem 1 in this paper is equivalent to Lemma 1 in [8], whereas the content of Lemma 12 and the discussion preceding it in [8] are contained in Theorems 9 and 11 here.

In § 2, the notation used here and the equation that $\phi(\cdot, h, t)$ satisfies are given along with the statement of Theorem 1. The proof of Theorem 1 is presented in § 3. The expansion of $\phi(\cdot, h, t)$ in powers of $h$ and properties of this expansion are developed in §4. Section 5 is devoted to developing several analyticity results associated with families of sesquilinear forms. The results of § 5 are used extensively in § 3 . Additional details and references can be found in [7].

A method for systematically developing classes of differential equations, or even pseudodifferential operators, that describe the behavior of composite materials with a periodic structure has been introduced in [3] and is based on the results of [8] and this paper.

[^1]2. Notation and statement of the problem. Let $S \equiv\left\{y \equiv\left(y_{1}, \cdots, y_{n}\right) \in \mathbb{R}^{n}:\left|y_{k}\right|<\pi\right.$ for $k=1, \cdots, n\}$, and for $j=0,1$, denote the standard Sobolev norm on $S$ by $\|\cdot\|_{j}$. In addition, define $|\cdot|_{1}$ by
$$
\left|v_{1}\right| \equiv\left(\int_{S} \sum_{p=1}^{n}\left|\frac{\partial v}{\partial y_{p}}(y)\right|^{2} d y\right)^{1 / 2} .
$$

The Sobolev spaces of periodic functions for which $S$ is the fundamental period, is denoted by $H_{\mathrm{per}}^{j}(S)$, and is defined to be the completion with respect to $\|\cdot\|_{j}$, of the complex-valued, $C^{\infty}$-functions on $\mathbb{R}^{n}$ that are $2 \pi$-periodic in each coordinate variable.

Let $a_{p q}$, for $p, q=1, \cdots, n$, and $a_{0}$ be real valued, $2 \pi$-periodic, with $L_{\infty}$-functions defined on $\mathbb{R}^{n}$. Furthermore, assume $a_{q p}=a_{p q}$ and that there exist positive constants $\gamma_{0}$ and $\gamma_{1}$ such that

$$
a_{0}(x) \geqq \gamma_{0},
$$

$$
\begin{equation*}
\sum_{p, q=1}^{n} a_{q p}(x) \zeta_{q} \bar{\zeta}_{p} \geqq \gamma_{1} \sum_{p=1}^{n}\left|\zeta_{p}\right|^{2} \quad \text { for all } \zeta_{p} \in \mathbb{C} \tag{1}
\end{equation*}
$$

almost everywhere on $\mathbb{R}^{n}$. For each $h \in \mathbb{C}$ and $t \in \mathbb{C}^{n}$, define the sesquilinear form $\Phi(h, t): H_{\text {per }}^{1}(S) \times H_{\text {per }}^{1}(S) \rightarrow \mathbb{C}$ by

$$
\Phi(h, t)[\phi, v]
$$

$$
\begin{equation*}
=\int_{S}\left\{\sum_{p, q=1}^{n} a_{p q}(y) \frac{\partial}{\partial y_{q}}\left(\phi(y) e^{i h t \cdot y}\right) \frac{\partial}{\partial y_{q}}\left(\overline{v(y)} e^{-i h t \cdot y}\right)+h^{2} a_{0}(y) \phi(y) \overline{v(y)}\right\} d y . \tag{2}
\end{equation*}
$$

In § 3 we will prove Theorem 1 below.
Theorem 1. There exists a neighborhood $\hat{G}$ of $\mathbb{R}^{n+1}$ (contained in $\mathbb{C}^{n+1}$ ), such that a unique function $\phi(\cdot, h, t) \in H_{\mathrm{per}}^{1}(S)$ exists for each $(h, t) \in \hat{G}$ and satisfies

$$
\begin{equation*}
\Phi(h, t)[\phi(\cdot, h, t), v]=h^{2} \int_{S} \overline{v(y)} d y \quad \text { for all } v \in H_{\mathrm{per}}^{1}(S) . \tag{3}
\end{equation*}
$$

Furthermore, the mapping

$$
\begin{equation*}
(h, t) \mapsto \phi(\cdot, h, t) \in H_{\mathrm{per}}^{1}(S) \tag{4}
\end{equation*}
$$

is holomorphic on $\hat{G}$ (see Definition 12 in §5).
In the proof of Theorem 1, the following eigenvalue problem will be considered: Seek $\lambda(h, t) \in \mathbb{C}$ and a nonzero function $\psi(\cdot, h, t) \in H_{\text {per }}^{1}(S)$ such that

$$
\begin{equation*}
\Phi(h, t)[\psi(\cdot, h, t), v]=\lambda(h, t) \int_{S} \psi(y, h, t) \overline{v(y)} d y \quad \text { for all } v \in H_{\mathrm{per}}^{1}(S) . \tag{5}
\end{equation*}
$$

Before proceeding to the proof of Theorem 1, we give two lemmas that we will use repeatedly.

Lemma 2. A constant $C_{0}$ exists such that

$$
\frac{1}{C_{0}(1+\|t\|)}\|v\|_{1} \leqq\left\|v e^{i t \cdot y}\right\|_{1} \leqq C_{0}(1+\|t\|)\|v\|_{1}
$$

for all $v \in H^{1}(S)$, the standard Sobolev space, and for all $t \in \mathbb{R}^{n}$, where $\|t\|^{2} \equiv t_{1}^{2}+\cdots+t_{n}^{2}$.
Proof. The proof of the right-hand inequality is straightforward. The inequality on the left is proved by applying the right-hand inequality to the function $w=v e^{i \cdot \cdot y}$ :

$$
\|v\|_{1}=\left\|w e^{-i t \cdot y}\right\|_{1} \leqq C_{0}(1+\|t\|)\|w\|_{1} .
$$

Lemma 3. Let $H$ be a complex Hilbert space with norm $\|\cdot\|_{H}$ and inner product $(\cdot, \cdot)_{H}$, and let $\Phi: H \times H \rightarrow \mathbb{C}$ be a sesquilinear form (i.e., $\Phi[\phi, v]$ is linear in $\phi$ and conjugate-linear in $v$ ). If there exist constants $M$ and $\gamma$ such that

$$
\begin{aligned}
& |\Phi[\phi, v]| \leqq M\|\phi\|_{H}\|v\|_{H}, \\
& \gamma\|v\|_{H}^{2} \leqq|\phi[v, v]|
\end{aligned}
$$

for all $\phi$ and $v$ in $H$, then for each $f \in H^{*}$, the space of bounded conjugate-linear functionals on $H$, there is a unique $\phi \in H$ such that

$$
\Phi[\phi, v]=f(v) \quad \text { for all } v \in H .
$$

Moreover, $\|\phi\|_{H} \leqq(1 / \gamma)\|f\|_{H^{*}}$.
Lemma 3 is known as the Lax-Milgram theorem (see [2]). The essence of the proof of Lemma 3 is the existence of a bounded operator $A$ that maps $H$ isomorphically onto $H$ such that $\Phi[\phi, v]=(A \phi, v)_{H}$ for all $\phi$ and $v$ in $H$. This fact will be used in the proof of Theorem 15 in $\S 5$.
3. Proof of Theorem 1. The ideas and results of $\S 5$ will be used extensively in this section. Note that $H_{\text {per }}^{0}(S)$ and $H_{\text {per }}^{1}(S)$ satisfy the conditions imposed on $H$ and $V$, respectively, in §5, i.e., $H_{\text {per }}^{1}(S)$ is a continuously, densely, and compactly embedded subspace of $H_{\mathrm{per}}^{0}(S)$. (A discussion of spaces of periodic functions is contained in [1].) Clearly, $(h, t) \in \mathbb{C}^{n+1} \mapsto \Phi(h, t)[\phi, v] \in \mathbb{C}$ is an analytic function for each $\phi$ and $v$ in $H_{\text {per }}^{1}(S)$.

We start here by determining an open set $G \subset \mathbb{C}^{n+1}$ such that $\mathbb{R}^{n+1} \subset G$ and such that $\Phi(h, t)$ satisfies inequalities similar to (34) and (35) for each $(h, t) \in G$. Then we will show that, in the sense of (5), zero is not an eigenvalue of $\Phi(h, t)$ when $h \neq 0$ and ( $h, t) \in \mathbb{R}^{n+1}$, but that zero is a simple eigenvalue of $\Phi(0, t)$. The conclusions of Theorems 19 and 20 in $\S 5$ get us part of the way through the proof of Theorem 1; we must investigate further the eigenvalue problem associated to $\Phi(0, t)$.

Lemma 4. There exist an open set $G \subset \mathbb{C}^{n+1}$ and real-valued functions $M, \gamma$, and $\mu$ such that $\mu$ is continuous on $G$ and for each $(h, t) \in G, M(h, t)>0, \gamma(h, t)>0$
(i) $|\Phi(h, t)[\phi, v]| \leqq M(h, t)\|\phi\|_{1}\|v\|_{1}$ for all $\phi$ and $v$ in $H_{\text {per }}^{1}(S)$,
(ii) $\gamma(h, t)\|v\|_{1}^{2} \leqq \operatorname{Re}(\Phi(h, t)[v, v])+\mu(h, t)\|v\|_{0}^{2}$ for all $v \in H_{\mathrm{per}}^{1}(S)$.

Moreover, $G$ can be chosen so that $\mathbb{R}^{n+1} \subset G$ and so that $(\bar{h}, \bar{t}) \in G$ whenever $(h, t) \in G$.
Proof. For each $z \in \mathbb{C}^{n}$ and $\phi$ and $v$ in $H_{\text {per }}^{1}(S)$, define the sesquilinear form

$$
B(z)[\phi, v]=\int_{S} \sum_{p, q=1}^{n} a_{p q}(y) \frac{\partial}{\partial y_{q}}\left(\phi(y) e^{i z \cdot y}\right) \frac{\partial}{\partial y_{q}}\left(\overline{v(y)} e^{-i z \cdot y}\right) d y ;
$$

thus, $\Phi(h, t)[\phi, v]=B(h t)[\phi, v]+h^{2} \int_{S} a_{0}(y) \phi(y) \overline{v(y)} d y$. Whenever it is convenient in this proof, we will use $h t=\rho+i \sigma$, where $\rho$ and $\sigma$ are real $n$-vectors. Defining
$F(\rho, \sigma)[\phi, v]=B(\rho+i \sigma)[\phi, v]-B(\rho)[\phi, v]$

$$
\begin{aligned}
&=\int_{S, ~} \sum_{p=1}^{n} a_{p q}(y)\left\{\sigma_{p} \frac{\partial}{\partial y_{q}}\left(\phi(y) e^{i \rho \cdot y}\right) \overline{v(y)} e^{-i \rho \cdot y}\right. \\
&\left.\quad-\sigma_{q} \phi(y) e^{i \rho \cdot y} \frac{\partial}{\partial y_{q}}\left(\overline{v(y)} e^{-i \rho \cdot y}\right)-\sigma_{q} \sigma_{p} \phi(y) \overline{v(y)}\right\} d y
\end{aligned}
$$

it follows, since each $a_{p q}$ is an $L_{\infty}$-function, that there exists a constant $K$ such that

$$
\begin{equation*}
|F(\rho, \sigma)[\phi, v]| \leqq K\|\sigma\|(1+\|\sigma\|)\left\|\phi e^{i \rho \cdot y}\right\|_{1}\left\|v e^{i \rho \cdot y}\right\|_{1} . \tag{6}
\end{equation*}
$$

In addition, there is a constant $K^{\prime}$ such that

$$
|B(\rho)[\phi, v]| \leqq K^{\prime}\left|\phi e^{i \rho \cdot y}\right|_{1}\left|v e^{i \rho \cdot y}\right|_{1} .
$$

Using Lemma 2 and the fact that $a_{0}$ is bounded, it follows that there exists a positive number $M(h, t)$ for each $(h, t) \mathbb{C}^{n+1}$ such that (i) is true.

Next, a consequence of (1) is that

$$
B(\rho)[v, v] \geqq \gamma_{1}\left|v e^{i \rho \cdot y}\right|_{1}^{2}
$$

and therefore

$$
\begin{align*}
\operatorname{Re}(B(\rho+i \sigma)[v, v])+\gamma_{1}\|v\|_{0}^{2} & =B(\rho)[v, v]+\operatorname{Re}(F(\rho, \sigma)[v, v])+\gamma_{1}\|v\|_{0}^{2}  \tag{7}\\
& \geqq\left(\gamma_{1}-K\|\sigma\|(1+\|\sigma\|)\right)\left\|v e^{i \rho \cdot y}\right\|_{1}^{2} .
\end{align*}
$$

We now define $G$ by

$$
G \equiv\left\{(h, t) \in \mathbb{C}^{n+1}: K\|\operatorname{Im}(h t)\|(1+\|\operatorname{Im}(h t)\|)<\frac{\gamma_{1}}{2}\right\}
$$

and set

$$
\gamma(h, t)=\frac{\gamma_{1}}{2 C_{0}^{2}(1+\|\operatorname{Re}(h t)\|)^{2}}
$$

in which $C_{0}$ is defined in Lemma 2. Finally, setting $K^{\prime \prime}=\left\|a_{0}\right\|_{L_{\infty}(S)}$ and using (7) and Lemma 2, we conclude that

$$
\begin{aligned}
\operatorname{Re}(\Phi(h, t)[v, v])+\gamma_{1}\|v\|_{0}^{2} & =\operatorname{Re}(B(h t)[v, v])+\operatorname{Re}\left(h^{2} \int_{S} a_{0}(y)|v(y)|^{2} d y\right)+\gamma_{1}\|v\|_{0}^{2} \\
& \leqq \gamma(h, t)\|v\|_{1}^{2}-K^{\prime \prime}|h|^{2}\|v\|_{0}^{2}
\end{aligned}
$$

for $(h, t) \in G$, which yields (ii) with $\mu(h, t)=K^{\prime \prime}|h|^{2}+\gamma_{1}$.
For each $(h, t) \in G$, we can associate to $\Phi(h, t)$ a closed operator $T(h, t)$ as in Theorem 15:

$$
\Phi(h, t)[\phi, v]=(T(h, t) \phi, v)_{H_{\mathrm{per}}^{0}(S)} \quad \text { for all } v \in H_{\mathrm{per}}^{1}(S)
$$

and for all $\phi$ in the domain of $T(h, t)$, which is a dense subspace of $H_{\mathrm{per}}^{1}(S)$. Reference is made to $T(h, t)$ in the next few paragraphs in order to draw upon the results of $\S 5$.

For each $(h, t) \in \mathbb{R}^{n+1}$, a direct consequence of (1) and Lemma 2 is

$$
\begin{equation*}
\Phi(h, t)[v] \geqq \gamma_{1}\left|v e^{i h t \cdot y}\right|_{1}^{2}+\gamma_{0} h^{2}\|v\|_{0}^{2} \geqq \frac{\min \left\{\gamma_{0} h^{2}, \gamma_{1}\right\}}{2 C_{0}^{2}\left(1+\|(h t \|)^{2}\right.}\|v\|_{1}^{2} \tag{8}
\end{equation*}
$$

for all $v \in H_{\text {per }}^{1}(S)$. If $(h, t) \in \mathbb{R}^{n+1}$ and $h \neq 0$, then the hypotheses of Lemma 3 are satisfied; hence $\Phi(h, t)[\phi, v]=\int_{S} w(y) \overline{v(y)} d y$ for all $v \in H_{\mathrm{per}}^{1}(S)$, is uniquely solvable for each $w \in H_{\mathrm{per}}^{0}(S)$. Consequently, zero is in the resolvent set of $T(h, t)$, and by Theorem 20, $\left\{(h, t) \in \mathbb{R}^{n+1}: h \neq 0\right\}$ is contained in an open set in $\mathbb{C}^{n+1}$ on which (4) is holomorphic.

Now let $h=0$. For any $\tau \in \mathbb{R}^{n}$ (or $\mathbb{C}^{n}$ ), we have from the first inequality in (8) that

$$
\Phi(0, \tau)[v, v] \geqq \gamma_{1}|v|_{1}^{2} .
$$

If zero is an eigenvalue of $\Phi(0, \tau)$ with $\psi_{0} \in H_{\text {per }}^{1}(S)$ being an associated eigenfunction, then

$$
0=\Phi(0, \tau)\left[\psi_{0}, \psi_{0}\right] \geqq \gamma_{1}\left|\psi_{0}\right|_{1}
$$

and, consequently, $\psi_{0}$ is a constant function, which depends on $\tau$. Therefore, zero is an eigenvalue of (the associated closed operator) $T(0, \tau)$, and $\psi_{0}$ is the only eigenfunction associated to zero. There are no generalized eigenfunctions when $\tau \in \mathbb{R}^{n}$ because the identity $\Phi(0, \tau)[v, \phi]=\overline{\Phi(0, \tau)[\varphi, v]}$ implies, by Corollary 18 , that $T(0, \tau)$ is self-adjoint.

The following conclusions can now be drawn from Theorem 20. For each $\tau \in \mathbb{R}^{n}$, there exists a neighborhood $G_{\tau} \subset G$ of $(0, \tau)$, and there exists a complex-valued function $\lambda$, analytic on $G_{\tau}$, such that $\lambda(0, t)=0$ for $(0, t) \in G_{\lambda}$ and such that $\lambda(h, t)$ is a simple eigenvalue of $\Phi(h, t)$ when $(h, t) \in G$. Furthermore, there exist two holomorphic functions $(h, t) \in G_{\tau} \mapsto P(h, t)$ and $(h, t) \in G_{\tau} \mapsto R_{2}(0, h, t)$, with values in the space of bounded linear operators that map $H_{\text {per }}^{0}(S)$ into $H_{\text {per }}^{(1)}(S)$, such that $P(h, t)$ projects $H_{\mathrm{per}}^{0}(S)$ onto the one-dimensional eigenspace spanned by the eigenvector associated to $\lambda(h, t)$, and such that

$$
\begin{equation*}
\phi(\cdot, h, t)=\frac{h^{2}}{\lambda(h, t)} P(h, t) \mathbf{1}+h^{2} R_{2}(0, h, t) \mathbf{1} \tag{9}
\end{equation*}
$$

for each $(h, t) \in G_{\tau}$ for which $\lambda(h, t) \neq 0$. Here $\mathbf{1}$ is the constant function that takes on the value 1 on $S$. Note that $\lambda(h, t)$ is not identically zero on $G_{\tau}$ since zero is not an eigenvalue of $\Phi(h, \tau)$ when $h$ is a nonzero real number; therefore, this representation of $\phi(\cdot, h, t)$ is meaningful.

Clearly, the holomorphy of $(h, t) \mapsto \phi(\cdot, h, t)$ on $G_{\tau}$ is completely determined by that of $h^{2} / \lambda(h, t)$. We will show that $h^{2} / \lambda(h, t)$ has an analytic continuation to $h=0$, and that there is a suitable restriction $G_{\tau}^{\prime}$ of $G_{\tau}$, on which $\lambda(h, t)=0$ if and only if $h=0$. This will be done by determining part of the Taylor expansion of $\lambda(h, t)$ in powers of $h$ about $h=0$, where it will be seen that the coefficient of $h^{k}$ is zero for $k=0,1$.

For the moment, we assume the existence of a function $\omega$, analytic on $G_{\tau}$, such that

$$
\begin{equation*}
\lambda(h, t)=h^{2} \omega(h, t) \quad \text { for }(h, t) \in G_{\tau} . \tag{10}
\end{equation*}
$$

Letting $\psi(\cdot, h, t) \in H_{\text {per }}^{1}(S)$ be the eigenfunction associated to $\lambda(h, t)$ as in (5), the first inequality in (8) yields

$$
\gamma_{0} h^{2}\|(\cdot, h, t)\|_{0}^{2} \leqq \Phi(h, t)[\psi(\cdot, h, t), \psi(\cdot, h, t)]=\lambda(h, t)\|\psi(\cdot, h, t)\|_{0}^{2}
$$

for $(h, t) \in G_{\tau} \cap \mathbb{R}^{n+1}$. Consequently, $\omega(h, t) \geqq \gamma_{0}$ for $(h, t) \in G_{\tau} \cap \mathbb{R}^{n+1}$, and by continuity, there is an open set $G_{\tau}^{\prime} \subset G_{\tau}$ such that $\left(G_{\tau} \cap \mathbb{R}^{n+1}\right) \subset G_{\tau}^{\prime}$ and $\operatorname{Re}(\omega(h, t))>0$ for $(h, t) \in G_{\tau}^{\prime}$. Thus $(h, t) \mapsto h^{2} / \lambda(h, t)=1 / \omega(h, t)$ is analytic on $G_{\tau}^{\prime}$, from which it follows that (9) is holomorphic on $G_{\tau}^{\prime}$ as well. Assuming that (10) is valid, Theorem 1 is proven.

In the process of determining the Taylor expansion of $\lambda(h, t)$ in powers of $h$ about $h=0$, we develop a similar expansion of the eigenfunction $\psi(\cdot, h, t)$. In § 5 (see (45)), we show that $\psi(\cdot, h, t)$ can be chosen so that it depends holomorphically on $(h, t) \in G_{\tau}$. The Taylor expansion of $\lambda(h, t)$ and $\psi(\cdot, h, t)$ in powers of $h$ will be obtained next, by expanding the eigenvalue equation (5) in powers of $h$ and equating the coefficients of like powers.

Upon setting

$$
\begin{align*}
& \Phi_{0}[\phi, v] \equiv \int_{S} \sum_{p, q=1}^{n} a_{p q}(y) \frac{\partial \phi}{\partial y_{q}}(y) \frac{\overline{\partial \phi}}{\partial y_{p}}(y) d y \\
& \Phi_{1}(t)[\phi, v] \equiv i \int_{S} \sum_{p, q=1}^{n} a_{p q}(y)\left(\phi(y) \frac{\partial v}{\partial y_{p}}(y) t_{q}-\frac{\partial \phi}{\partial y_{q}}(y) v(y) t_{p}\right) d y,  \tag{11}\\
& \Phi_{2}(t)[\phi, v] \equiv \int_{S}\left(\sum_{p, q=1}^{n} a_{p q}(y) t_{q} t_{p}+a_{0}(y)\right) \phi(y) \overline{v(y)} d y
\end{align*}
$$

for all $\phi$ and $v$ in $H_{\text {per }}^{1}(S)$ and for all $t \in \mathbb{C}^{n}$, it follows from the definition of $\Phi(h, t)$ that

$$
\begin{equation*}
\Phi(h, t)=\Phi_{0}+\Phi_{1}(t) h+\Phi_{2}(t) h^{2} . \tag{12}
\end{equation*}
$$

Substituting the expansions $\lambda(h, t)=\sum_{k=0}^{n} \lambda_{k}(t) h^{k}, \psi(\cdot, h, t)=\sum_{k=0}^{n} \psi(\cdot, t) h^{k}$, and (12) into (5), equating like powers of $h$, and noting that $\lambda_{0}(t)=\lambda(0, t)=0$, we derive the following system of equations:

$$
\Phi_{0}\left[\psi_{k}(\cdot, t), v\right]= \begin{cases}0, & k=0,  \tag{13}\\ \lambda_{1}(t) \int_{S} \psi_{0}(y, t) \overline{v(y)} d y-\Phi_{1}(t)\left[\psi_{0}(\cdot, t), v\right], & k=1, \\ \sum_{l=1}^{k} \lambda_{l}(t) \int_{S} \Psi_{k-l}(y, t) \overline{v(y)} d y & \\ -\sum_{l=1}^{z} \Phi_{l}(t)\left[\psi_{k-l}(\cdot, t), v\right], & k \geqq 2,\end{cases}
$$

for all $v \in H_{\text {per }}^{1}(S)$. Successively solving the equations in (13) will yield formulas for the $\lambda_{k}(t)$ and $\psi_{k}(\cdot, t)$.

The method of solving (13) will be based on Lemma 6 below. First note that

$$
\begin{equation*}
\Phi_{0}[\phi, 1]=\Phi_{0}[1, \phi]=\Phi_{1}(t)[1,1]=0 \tag{14}
\end{equation*}
$$

for all $\phi \in H_{\mathrm{per}}^{1}(S)$ and for each $t \in \mathbb{C}^{n}$.
Definition 5.

$$
W \equiv\left\{v \in H_{\mathrm{per}}^{1}(S): \int_{S} v(y) d y=0\right\} .
$$

Each function $H_{\text {per }}^{1}(S)$ can be represented uniquely as the sum of a constant function and a function in $W$.

Lemma 6. $|\cdot|_{1}$ is a norm on $W$, and there exists a constant $K$ such that

$$
\left|\Phi_{0}[\phi, v]\right| \leqq K|\phi|_{1}|v|_{1}, \quad \Phi_{0}[v, v] \geqq \gamma_{1}|v|_{1}^{2}
$$

for all $\phi$ and $v$ in $W$.
Each equation in (13) is of the form

$$
\Phi_{0}\left[\psi_{k}, v\right]=F_{k}(v) \quad \text { for all } v \in H_{\operatorname{per}}^{1}(S),
$$

in which $F_{k}$ is a conjugate-linear form on $H_{\text {per }}^{1}(S)$ which depends on $t ; \lambda_{1}(t), \cdots, \lambda_{k}(t)$; and $\psi_{0}(\cdot, t), \cdots, \psi_{k-1}(\cdot, t)$. Furthermore, $F_{k}$ is bounded on $H_{\text {per }}^{1}(S)$. It is also bounded on $W$, as a result of the closed graph theorem (see (31)). A consequence of (14) is that we must ensure that $F_{k}(1)=0$, which will determine $\lambda_{k}(t)$ uniquely. Then Lemmas 3 and 6 imply that $\psi_{k}(\cdot, t)$ is determined uniquely as an element in $W$, that is, up to an additive constant. However, the arbitrary constants in $\psi_{k}(\cdot, t)$ will remain essentially
arbitrary because, being an eigenfunction, $\psi(\cdot, h, t)$ is uniquely determined up to a multiplicative constant only.

Theorem 7. For $k \geqq 1$, define functions $\tilde{\chi}_{k}(\cdot, t) \in W$ according to

$$
\Phi_{0}\left[\tilde{\chi}_{k}(\cdot, t), v\right]= \begin{cases}-\Phi_{1}(t)[1, v], & k=1,  \tag{15}\\ -\Phi_{1}(t)\left[\tilde{\chi}_{1}(\cdot, t), v\right]-\Phi_{2}(t)[1, v], & k=2, \\ \sum_{j=2}^{k-1} \lambda_{j}(t) \int_{S} \tilde{\chi}_{k-j}(y, t) \overline{v(y)} d y & \\ -\sum_{j=1}^{2} \Phi_{j}(t)\left[\tilde{\chi}_{k-j}(\cdot, t), v\right], & k \geqq 3,\end{cases}
$$

for all $v \in W$, where

$$
\lambda_{l}(t)= \begin{cases}0, & l=1,  \tag{16}\\ \frac{1}{(2 \pi)^{n}}\left(\Phi_{1}(t)\left[\tilde{\chi}_{1}(\cdot, t), 1\right]+\Phi_{2}(t)[1,1]\right), & l=2, \\ \frac{1}{(2 \pi)^{n}}\left(\Phi_{1}(t)\left[\tilde{\chi}_{l-1}(\cdot, t), 1\right]+\Phi_{2}(t)\left[\tilde{\chi}_{l-2}(\cdot, t), 1\right]\right), & l \geqq 3 .\end{cases}
$$

Next, define $\psi_{l}(\cdot, t) \in H_{\mathrm{per}}^{1}(S)$ for $l \geqq 0$ by

$$
\psi_{l}(\cdot, t)= \begin{cases}f_{0}(t), & l=0  \tag{17}\\ \sum_{j=0}^{l-1} f_{j}(t) \tilde{\chi}_{l-j}(\cdot, t)+f_{l}(t), & l \geqq 1\end{cases}
$$

in which each $f_{l}$ is a holomorphic function (in a neighborhood of $t=\tau$ ) and $f_{0}(t) \neq 0$ for all t. Then (16) and (17) solve (13).

Proof. Upon solving (13) with $k=0$, we have that $\psi_{0}(\cdot, t)$ must be a constant function, which we denote by $f_{0}(t)$ and which we assume is nonzero for each $t$ because $f_{0}(t)-\psi_{0}(\cdot, t)=\psi(\cdot, 0, t)$ is an eigenfunction.

In order to simplify notation, we will drop the dependence on $t$ in the remainder of the proof.

For $k=1$, (13) becomes

$$
\Phi_{0}\left[\psi_{1}, v\right]=\lambda_{1} f_{0} \int_{S} v(y) d y-f_{0} \Phi_{1}[1, v] \quad \text { for all } v \in H_{\mathrm{per}}^{1}(S)
$$

Setting $v=1$ and using (14) yields $0=\lambda_{1} f_{0}(2 \pi)^{n}$, which implies $\lambda_{1}=0$ because $f_{0} \neq 0$. Now (13) with $k=1$ can be reduced to

$$
\Phi_{0}\left[\psi_{1}, v\right]=-f_{0} \Phi_{1}[1, v] \quad \text { for all } v \in W
$$

the solution of which is given by (17) with $l=1$.
Substituting (16) and (17) into (13) with $k=2$ yields

$$
\Phi_{0}\left[\psi_{2}, v\right]=\lambda_{2} f_{0} \int_{S} \overline{v(y)} d y-\left(f_{0} \Phi_{1}\left[\tilde{\chi}_{1}, 1\right]+f_{1} \Phi_{1}[1, v]\right)-f_{0} \Phi_{2}[1, v]
$$

for all $v \in H_{\text {per }}^{1}(S)$. Again, set $v=1$ and use (14) to obtain $0=\lambda_{2} f_{0}(2 \pi)^{n}-$ $f_{0}\left(\Phi_{1}\left[\tilde{\chi}_{1}, 1\right]+\Phi_{1}[1,1]\right)$. Since $f_{0} \neq 0$, the solution to this equation is given by (16). Now (13) with $k=2$ can be reduced to

$$
\Phi_{0}\left[\psi_{2}, v\right]=-f_{0}\left(\Phi_{1}\left[\tilde{\chi}_{1}, v\right]+\Phi_{1}[1, v]\right)-f_{1} \Phi_{1}[1, v] \quad \text { for all } v \in W \text {, }
$$

and the solution to this equation is given in (17).

An induction argument, similar to the one we will use in the proof of Theorem 8, establishes the remaining formulas in (16) and (17).

As we noted earlier, the arbitrary nature of the constants $f_{l}(t)$ can be traced to the fact that the eigenfunction $\psi(\cdot, h, t)$ is determined uniquely, up to a multiplicative constant, only. To see this, let $c(h, t)=\sum_{k=0}^{\infty} c_{k}(t) h^{k}$ be analytic in $h$ and $t$, with $c_{0}(t) \neq 0$, and define

$$
\begin{gathered}
f_{k}^{*}(t)=\sum_{l=0}^{k} p^{-l} c_{l}(t) f_{k-l}(t), \quad k \geqq 0, \\
\psi_{k}^{*}(\cdot, t)= \begin{cases}f_{0}^{*}(t), & k=0, \\
\sum_{j=0}^{k-1} f_{j}^{*}(t) \tilde{\chi}_{k-j}(\cdot, t)+f_{k}^{*}(t), & k \geqq 1 .\end{cases}
\end{gathered}
$$

Then $\sum_{k=0}^{\infty} \psi_{k}^{*}(\cdot, t) h^{k}$ is the power series expansion of $c(h, t) \psi(\cdot, h, t)$; clearly the form of $\psi_{k}^{*}$ is the same as that of $\psi_{k}$.

We have shown that (10) is correct, and consequently, the proof of Theorem 1 is complete.
4. Expansion in powers of $\boldsymbol{h}$. The expansion of $\phi(\cdot, h, t)$ in powers of $h$ can be determined formally by expanding (3) in powers of $h$ and equating like powers. This formal process is valid because $h \mapsto \phi(\cdot, h, t) \in H_{\text {per }}^{1}(S)$ is holomorphic at $h=0$ for each $t \in \mathbb{C}^{n}$ such that $(0, t) \in \hat{G}$ (see Theorem 1), and because $\Phi(h, t)[\phi, v]$ is a polynomial in $h$ and $t$ for fixed $\phi$ and $v$ in $H_{\text {per }}^{1}(S)$. By substituting

$$
\begin{equation*}
\phi(\cdot, h, t)=\sum_{k=0}^{\infty} \phi_{k}(\cdot, t) h^{k} \tag{18}
\end{equation*}
$$

and (12) into (3), we obtain the following system of equations for the coefficients $\phi_{k}(\cdot, t)$.

$$
\Phi_{0}\left[\phi_{k}(\cdot, t), v\right]= \begin{cases}0, & k=0,  \tag{19}\\ \Phi_{1}(t)\left[\phi_{0}(\cdot, t), v\right], & k=1, \\ \int_{S} v(y) d y-\Phi_{1}(t)\left[\phi_{k-1}(\cdot, t), v\right]-\Phi_{2}(t)\left[\phi_{k-2}(\cdot, t), v\right], & k=2, \\ -\Phi_{1}(t)\left[\phi_{k-1}(\cdot, t), v\right]-\Phi_{2}(t)\left[\phi_{k-2}(\cdot, t), v\right], & k \geqq 3,\end{cases}
$$

for all $v \in H_{\mathrm{per}}^{1}(S)$. The radius of convergence of (18) depends on $t$, and each coefficient $\phi_{k}(\cdot, t)$ is in $H_{\text {per }}^{1}(S)$ and depends holomorphically on $t$.

The method of determining each $\phi_{k}$ is similar to that used in the proof of Theorem 7 to determine the Taylor expansions of $h \mapsto \lambda(h, t)$ and $h \mapsto \psi(\cdot, h, t)$. Recall that $W$ is the subspace of $H_{\text {per }}^{1}(S)$ of functions that have an average value of zero. A consequence of (14) is that the right-hand side of (19) must be equal to zero when $v=1$. On the other hand, restricting $v$ to be in $W$, Lemmas 3 and 6, applied to (19), uniquely determine $\phi_{k}(\cdot, t)$ as an element in $W$ (i.e., up to an additive constant), in terms of $\phi_{k-1}(\cdot, t)$ and $\phi_{k-2}(\cdot, t)$. Then $\phi_{k}(\cdot, t)$ becomes uniquely defined as an element in $H_{\text {per }}^{1}(S)$ by requiring the right-hand side of the equation for $\phi_{k+2}(\cdot, t)$ in (19) to be zero when $v=1$.

Theorem 8. For each $k \geqq 1$ define $\chi_{k}(\cdot, t) \in W$ to be the solution of

$$
\Phi_{0}\left[\chi_{k}(\cdot, t), v\right]= \begin{cases}-\Phi_{1}(t)[1, v], & k=1,  \tag{20}\\ -\Phi_{1}(t)\left[\chi_{1}(\cdot, t), v\right]-\Phi_{2}(t)[1, v], & k=2, \\ -\Phi_{1}(t)\left[\chi_{k-1}(\cdot, t), v\right]-\Phi_{2}(t)\left[\chi_{k-2}(\cdot, t), v\right], & k \geqq 3\end{cases}
$$

for all $v \in W$, and for each $k \geqq 0$ define $g_{k}(t) \in \mathbb{C}$ by

$$
g_{k}(t)= \begin{cases}\frac{(2 \pi)^{n}}{\Phi_{1}(t)\left[\chi_{1}(\cdot, t), 1\right]+\Phi_{2}(t)[1,1]}, & k=0  \tag{21}\\ -\frac{g_{0}(t)}{(2 \pi)^{n}} \sum_{j=0}^{k-1} g_{j}(t)\left(\Phi_{1}(t)\left[\chi_{k+1-j}(\cdot, t), 1\right]+\Phi_{2}(t)\left[\chi_{k-j}(\cdot, t), 1\right]\right), & k \geqq 1\end{cases}
$$

Then the coefficient of $h^{k}$ in (18) is given by

$$
\phi_{k}(\cdot, t)= \begin{cases}g_{0}(t), & k=0,  \tag{22}\\ \sum_{j=0}^{k-1} g_{j}(t) \chi_{k-j}(\cdot, t)+g_{k}(t), & k \geqq 1 .\end{cases}
$$

Proof. Throughout this proof we will suppress all dependence upon $t$. First, each $\chi_{k}$ is well defined in $W$ by (20) because of Lemmas 3 and 6 and because each right-hand side in (20) is a bounded conjugate-linear form on $W$ (see (30) and (31)).

It follows immediately from (19) with $k=0$ that $\phi_{0}$ is a constant function, which we denote by $g_{0}$. For $k=1$ in (19), we now have

$$
\Phi_{0}\left[\phi_{1}, v\right]=-g_{0} \phi_{1}[1, v] \quad \text { for all } v \in H_{\mathrm{per}}^{1}(S)
$$

Since $\Phi_{1}[1,1]=0$ (see (14)), the solution $\phi_{1}$ has the form of (22); $\chi_{1}$ is defined by (20), but $g_{0}$ and $g_{1}$ are arbitrary constants.

We next consider $k=2$ in (19), and substituting (22), we obtain

$$
\begin{array}{r}
\Phi_{0}\left[\phi_{2}, v\right]=\int_{S} \overline{v(y)} d y-\left(g_{0} \Phi_{1}\left[\chi_{1}, v\right]+g_{1} \Phi_{1}[1, v]\right)-g_{0} \Phi_{2}[1, v]  \tag{23}\\
\quad \text { for all } v \in H_{\mathrm{per}}^{1}(S) .
\end{array}
$$

Setting $v=1$ and using (14) yields

$$
0=\Phi_{0}\left[\Phi_{2}, 1\right]=(2 \pi)^{n}-g_{0}\left(\Phi_{1}\left[\chi_{1}, 1\right]+\Phi_{2}[1,1]\right) .
$$

Solving for $g_{0}$ yields (21) with $k=0$. On the other hand, requiring $v$ to be in $W$, and using (20), gives

$$
\begin{aligned}
\Phi_{0}\left[\phi_{2}, v\right] & =-g_{0}\left(\Phi_{1}\left[\chi_{1}, v\right]+\Phi_{2}[1, v]\right)-g_{1} \Phi_{1}[1, v] \\
& =g_{0} \Phi_{0}\left[\chi_{2}, v\right]+g_{1} \Phi_{0}\left[\chi_{1}, v\right]
\end{aligned}
$$

which can be solved easily for $\phi_{2}$ as a function in $W$. Thus, $\phi_{0}$ is completely determined as in (22), whereas $\phi_{1}$ and $\phi_{2}$ have the form of (22); we have yet to show that $g_{1}$ and $g_{2}$ have been correctly defined.

Now let $k \geqq 3$, and assume that $\phi_{0}, \cdots, \phi_{k-3}$ are given by (22), and that $\phi_{k-2}$ and $\phi_{k-1}$ have the form of (22). That is, we are certain that $g_{0}, \cdots, g_{k-3}$ are correctly defined in (21), but are not sure about $g_{k-2}$ and $g_{k-1}$. We wish to show that $g_{k-2}$ is correctly defined in (21) and that $\phi_{k}$ has the form of (22). By our assumptions, (19) becomes

$$
\begin{aligned}
\Phi_{0}\left[\phi_{k}, v\right]=- & \sum_{j=0}^{k-3} \\
& g_{j}\left(\Phi_{1}\left[\chi_{k-1-j}, v\right]+\Phi_{2}\left[\chi_{k-2-j}, v\right]\right) \\
& \quad-g_{k-2}\left(\Phi_{1}\left[\chi_{1}, v\right]+\Phi_{2}[1, v]\right)-g_{k-1} \Phi_{1}[1, v] .
\end{aligned}
$$

Setting $v=1$ yields

$$
0=\Phi_{0}\left[\phi_{k}, 1\right]=-\sum_{j=0}^{k-3} g_{j}\left(\Phi_{1}\left[\chi_{(k-2)+1-j}, v\right]+\Phi_{2}\left[\chi_{(k-2)-j}, 1\right]\right)-\frac{(2 \pi)^{n}}{g_{0}} g_{k-2}
$$

which can be solved for $g_{k-2}$, and thus obtaining (21). Finally, upon requiring $v$ to be in $W$, it follows from (20) that $\phi_{k}$ has the form given in (22).

Next, we sufficiently investigate the properties of the expansion of $\phi(\cdot, h, t)$ in powers of $h$ to be able to prove Lemma 12 in [8]. The results are stated here in Theorems 9 and 11.

We begin by determining the dependence on $t$ of $\chi_{1}(\cdot, t)$. Expanding the right-hand side of (20) with $k=1$, according to (11) yields

$$
\Phi_{0}\left[\chi_{1}(\cdot, t), v\right]=-i \sum_{q=1}^{n}\left(\int_{S} \sum_{p=1}^{n} a_{p q}(y) \frac{\overline{\partial v}}{\partial y_{q}}(y) ~ d y\right) t_{q}
$$

for all $v \in W$. Now define $\chi_{1 ; q} \in W$, for each $q=1, \cdots, n$, to be the unique solution (cf. Lemmas 3 and 6) of

$$
\begin{equation*}
\Phi_{0}\left[\chi_{1 ; q}, v\right]=\int_{S} \sum_{p=1}^{n} a_{p q}(y) \overline{\frac{\partial v}{\partial y_{q}}(y)} d y \quad \text { for all } v \in W . \tag{24}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
-\chi_{1}(\cdot, t)=i \sum_{q=1}^{n} \chi_{1 ; q} t_{q} . \tag{25}
\end{equation*}
$$

Note that $\chi_{1 ; q}$ is a real-valued function because the same is true for each $a_{p q}$. Furthermore, it follows from (24) and the definition of $\Phi_{0}$ that

$$
\begin{equation*}
\Phi_{0}\left[\chi_{1 ; q}+y_{q}, v\right]=0 \quad \text { for all } v \in W . \tag{26}
\end{equation*}
$$

The following formula for $g_{0}(t)$ can be easily obtained by substituting (11) and (25) into (21):

$$
\begin{equation*}
g_{0}(t)=\frac{1}{\sum_{p, q=1}^{n} A_{p q} t_{q} t_{p}+A_{0}}, \tag{27}
\end{equation*}
$$

where

$$
\begin{align*}
& A_{0} \equiv \frac{1}{(2 \pi)^{n}} \int_{S} a_{0}(y) d y \\
& A_{p q} \equiv \frac{1}{(2 \pi)^{n}} \int_{S}\left(a_{p q}(y)+\sum_{r=1}^{n} a_{p r}(y) \frac{\partial \chi_{1 ; q}}{\partial y_{r}}(y)\right) d y \tag{28}
\end{align*}
$$

Theorem 9. $A_{0} \in \mathbb{R}, A_{p q} \in \mathbb{R}, A_{q p}=A_{p q}$, and $0<g_{0}(t) \leqq 1 /\left(\gamma_{1}\|t\|^{2}+\gamma_{0}\right)$ for $t \in \mathbb{R}^{n}$.
Proof. $A_{0}$ and $\left\{A_{p q}: p, q=1, \cdots, n\right\}$ are real numbers because each integrand in (28) is a real-valued function. It follows from the definition of $\Phi_{0}$ and from the formula for $A_{p q}$ that

$$
A_{p q}=\frac{1}{(2 \pi)^{n}} \Phi_{0}\left[\chi_{1 ; q}+y_{q}, y_{p}\right]
$$

and upon using (26) with $v=\chi_{1 ; p}$ we obtain

$$
\begin{equation*}
A_{p q}=\frac{1}{(2 \pi)^{n}} \Phi_{0}\left[\chi_{1 ; q}+y_{q}, \chi_{1 ; p}+y_{p}\right] \quad \text { for all } p, q=1, \cdots, n . \tag{29}
\end{equation*}
$$

The symmetry of $A_{p q}$ follows from (29) (and (11)), since symmetry conditions are imposed on the coefficients $a_{p q}$, and since each function involved in (29) is real valued.

An immediate consequence of (1) and (28) is $A_{0} \geqq \gamma_{0}$. Next, define $\xi(y, t)=$ $\sum_{q=1}^{n} t_{q} y_{q}$. Then (25), (26), Lemma 6, and the fact that $\chi_{1}(\cdot, t)$ is a periodic function imply

$$
\begin{aligned}
\sum_{p, q=1}^{n} A_{p q} t_{q} t_{p} & =\frac{1}{(2 \pi)^{n}} \Phi_{0}\left[-i \chi_{1}(\cdot, t)+\xi(\cdot, t),-i \chi_{1}(\cdot, t)+\xi(\cdot, t)\right] \\
& \geqq \frac{\gamma_{1}}{(2 \pi)^{n}}\left|-i \chi_{1}(\cdot, t)+\xi(\cdot, t)\right|_{1}^{2} \\
& =\frac{\gamma_{1}}{(2 \pi)^{n}} \int_{S} \sum_{p=1}^{n}\left|-i \frac{\partial \chi_{1}}{\partial y_{p}}(y, t)+t_{p}\right|^{2} d y \\
& =\frac{\gamma_{1}}{(2 \pi)^{n}}\left\{\left|\chi_{1}(\cdot, t)\right|_{1}^{2}+2 \sum_{p=1}^{n} t_{p} \int_{S} \operatorname{Im}\left(\frac{\partial \chi_{1}}{\partial y_{p}}(y, t)\right) d y+(2 \pi)^{n}\|t\|^{2}\right\} \\
& \geqq \gamma_{1}\|t\|^{2} .
\end{aligned}
$$

Then $1 /\left(g_{0}(t)\right) \geqq \gamma_{1}\|t\|^{2}+\gamma_{0}$ follows from (27).
Next we prove Lemma 10 below.
Lemma 10. There are positive constants $\eta$ and $\theta$, which are independent of $t \in \mathbb{R}^{n}$ such that

$$
\left\|\phi_{k}(\cdot, t)\right\|_{1} \leqq \eta g_{0}(t) \theta^{k}(1+\|t\|)^{k} \quad \text { for each } k \geqq 0 .
$$

Proof. After stating a few preliminary results, the proof is presented in three steps. First, an upper bound for $\left|\chi_{k}(\cdot, t)\right|_{1}$ is derived from (20). This result is then used with (21) in order to obtain an upper bound on $\left|g_{k}(t)\right|$. Finally these two bounds and (22) will give an upper bound on $\left\|\phi_{k}(\cdot, t)\right\|_{1}$.

It follows from (11) that there is a constant $c_{1}$ such that

$$
\begin{equation*}
\left|\Phi_{k}(t)[\phi, v]\right| \leqq c_{1}(1+\|t\|)^{k}\|\phi\|_{1}\|v\|_{1} \quad \text { for } k=1,2 \tag{30}
\end{equation*}
$$

because the coefficients $a_{0}$ and $a_{p q}$ are $L_{\infty}$-functions. The closed graph theorem implies that there is a constant $c_{2}$, which we take to be larger than $(2 \pi)^{n / 2}$, such that

$$
\begin{equation*}
\|v\|_{1} \leqq c_{2}|v|_{1} \quad \text { for all } v \in W . \tag{31}
\end{equation*}
$$

We now have from (20) that

$$
\left|\Phi_{0}\left[\chi_{k}(\cdot, t), v\right]\right| \leqq \begin{cases}c_{1} c_{2}^{2}(1+\|t\|)|v|_{1}, & k=1 \\ c_{1} c_{2}^{2}\left\{(1+\|t\|)\left|\chi_{1}(\cdot, t)\right|_{1}+(1+\|t\|)^{2}\right\}|v|_{1}, & k=2 \\ c_{1} c_{2}^{2} \sum_{j=1}^{2}(1+\|t\|)^{j}\left|\xi_{k-j}(\cdot, t)\right|_{1}|v|_{2}, & k \geqq 3\end{cases}
$$

Lemmas 3 and 6 imply

$$
\left|\chi_{k}(\cdot, t)\right|_{1} \leqq \begin{cases}c_{e}(1+\|t\|), & k=1, \\ c_{3}\left(\left|\chi_{1}(\cdot, t)\right|_{1}+(1+\|t\|)\right)(1+\|t\|), & k=2, \\ c_{3}\left(\left|\chi_{k-1}(\cdot, t)\right|_{1}+(1+\|t\|)\left|\chi_{k-2}(\cdot, t)\right|_{1}\right)(1+\|t\|), & k \geqq 3,\end{cases}
$$

in which $c_{3} \equiv c_{1} c_{2}^{2} / \gamma_{1}$. An induction argument proves

$$
\begin{equation*}
\left|\chi_{k}(\cdot, t)\right|_{1} \leqq\left(c_{3}+1\right)^{k}(1+\|t\|)^{k} \quad \text { for } k=1,2, \cdots . \tag{32}
\end{equation*}
$$

Next, using (30)-(32) in (21) yields

$$
\begin{aligned}
\left|g_{k}(t)\right| & \leqq \frac{g_{0}(t)}{(2 \pi)^{n}} \sum_{j=0}^{k-1}\left|g_{j}(t)\right| c_{1} c_{2}^{2}(1+\|t\|) \cdot\left(\left|\chi_{k+1-j}(\cdot, t)\right|_{1}+(1+\|t\|)\left|\chi_{k-j}(\cdot, t)\right|_{1}\right) \\
& \leqq \frac{c_{1} c_{2}^{2}\left(c_{3}+2\right)}{(2 \pi)^{n}} g_{0}(t)(1+\|t\|)^{2} \sum_{j=0}^{k-1}\left|g_{j}(t)\right|\left(c_{3}+1\right)^{k-j}(1+\|t\|)^{k-j}
\end{aligned}
$$

for $k \geqq 1$. A consequence of Theorem 9 is that this last inequality can be rewritten as

$$
\left|g_{k}(t)\right| \leqq c_{4} \sum_{j=0}^{k-1}\left|g_{j}(t)\right|\left(c_{3}+1\right)^{k-j}(1+\|t\|)^{k-j} \quad \text { for } k \geqq 1,
$$

where

$$
c_{4}=\frac{2 c_{1} c_{2}^{2}\left(c_{3}+2\right)}{(2 \pi)^{n} \min \left\{\gamma_{0}, \gamma_{1}\right\}} .
$$

Another induction argument then proves

$$
\begin{equation*}
\left|g_{k}(t)\right| \leqq g_{0}(t)\left(c_{3}+1\right)^{k}\left(c_{4}+1\right)^{k}(1+\|t\|)^{k} \quad \text { for } k \geqq 0 . \tag{33}
\end{equation*}
$$

Finally, substitute (32) and (33) into (22) to obtain

$$
\begin{aligned}
\left\|\phi_{k}(\cdot, t)\right\|_{1} & \leqq \sum_{j=0}^{k-1} g_{0}(t) c_{2}\left(c_{3}+1\right)^{k}\left(c_{4}+1\right)^{j}(1+\|t\|)^{k}+g_{0}(t) c_{2}\left(c_{3}+1\right)^{k}\left(c_{4}+1\right)^{j}(1+\|t\|)^{k} \\
& \leqq c_{2} g_{0}(t)\left(c_{3}+1\right)^{k}\left(c_{4}+2\right)^{k}(1+\|t\|)^{k},
\end{aligned}
$$

which finishes the proof.
By computing a majorizing series for (18), the next theorem is a consequence of Lemma 10.

Theorem 11. Let $\eta$ and $\theta$ be given as in Lemma 17, and suppose $h>0$ and $t \in \mathbb{R}^{n}$ satisfy $\theta(1+\|t\|) h<1$. Then

$$
\begin{aligned}
& \|\phi(\cdot, h, t)\|_{1} \leqq \frac{\eta g_{0}(t)}{1-\theta(1+\|t\|) h}, \\
& \left\|\phi(\cdot, h, t)-\sum_{j=0}^{k} \phi_{j}(\cdot, t) h^{j}\right\|_{1} \leqq \frac{\eta \theta^{k+1} g_{0}(t)}{1-\theta(1+\|t\|) h}(1+\|t\|)^{k+1} h^{k+1}
\end{aligned}
$$

for $k \geqq 0$.
5. Appendix. In this section we develop some of the theory that was used in § 3 when making some of our analyticity claims. The main goals here are Theorems 19 and 20. Throughout this section we make the following assumptions. Let $V$ and $H$ be separable, complex Hilbert spaces in which $V$ is a compactly and continuously embedded dense subspace of $H$. We denote the associated inner products by $(\cdot, \cdot)_{V}$ and $(\cdot, \cdot)_{H}$, and the associated norms by $\|\cdot\|_{V}$ and $\|\cdot\|_{H}$. Let $G$ be an open set in $\mathbb{C}^{n}$, and consider a family of sesquilinear forms $\Phi(z): V \times V \rightarrow \mathbb{C}$, defined for each $z \in G$. Suppose that there are real-valued functions $M, \gamma$, and $\mu$ defined on $G$ such that $M(z)>0$ and $\gamma(z)>0$ for $z \in G, \mu$ is continuous on $G$, and for each $z \in G$

$$
\begin{gather*}
|\Phi(z)[\phi, v]| \leqq M(z)\|\phi\|_{V}\|v\|_{V} \quad \text { for all } \phi \text { and } v \text { in } V,  \tag{34}\\
\gamma(z)\|v\|_{V}^{2} \leqq \operatorname{Re}(\Phi(z)[v, v])+\mu(z)\|v\|_{H}^{2} \quad \text { for all } v \in V . \tag{35}
\end{gather*}
$$

Furthermore, suppose that $z \mapsto \Phi(z)[\phi, v]$ is analytic on $G$, for each $\phi$ and $v$ in $V$.

For a given $w \in H$, we want to determine the dependence on $z$, in particular situations, of $\phi(z) \in V$, which satisfies

$$
\Phi(z)[\phi(z), v]=(w, v)_{H} \quad \text { for all } v \in V
$$

In so doing, we will consider the eigenvalue problem: Seek $\lambda(z) \in \mathbb{C}$ and $\psi(z) \in V$ such that

$$
\Phi(z)[\psi(z), v]=\lambda(z)(\psi(z), v)_{H} \quad \text { for all } v \in V
$$

Let $a \in G$. If zero is not an eigenvalue of $\Phi(a)$, then we will show that $\Phi(z)$ exists for, and depends analytically on, $z$ in a neighborhood of $a$. If zero is a "simple" eigenvalue of $\Phi(a)$, then we will show that $\lambda$, with $\lambda(a)=0$, is analytic in a neighborhood of $a$, and we will derive an expression for $\phi(z)$, exhibiting its dependence on $\lambda(z)$.

When $z$ is one complex variable, many of the results of this section can be found in [5]. An important difference is that we have imposed alternate conditions ((34) and (35)) on $\Phi(z)$. This allows us to conclude that $\phi$ is analytic with values in $V$, rather than in $H$, which is the conclusion in [5].

At this point we want to give a definition of analyticity, or holomorphy, for Banach space-valued functions of several complex variables. Several definitions are possible. In a setting more general than Banach spaces, three definitions are stated and proven to be equivalent, in Chapter III of [4]. First an open polydisc $\Delta(a, \rho)$ in $\mathbb{C}^{n}$ with center $a$ and multiradius $\rho \equiv\left(\rho_{1}, \cdots, \rho_{n}\right)$, where $0<\rho_{j}<\infty$, is defined by

$$
\Delta(a, \rho) \equiv\left\{z \in \mathbb{C}^{n}:\left|z_{j}-a_{j}\right|<\rho_{j} \text { for } j=1, \cdots, n\right\}
$$

Definition 12. Let $W$ be a Banach space, and recall that $G$ is an open set in $\mathbb{C}^{n}$. A function $w: G \rightarrow W$ is analytic, or holomorphic, if for each $a \in G$ there is a polydisc $\Delta(a, \rho) \subset G$ and a set of coefficients $\left\{w_{\alpha}(a): \alpha\right.$ is a multi-index $\} \subset W$ such that $\sum_{0 \leqq|\alpha|} w_{\alpha}(a)(z-a)^{\alpha}$ converges in $W$ to $w(z)$ for each $z \in \Delta(a, \rho)$.

We will have several occasions in which the next two lemmas will be used. When $n=1$, proofs can be found in [5], and for the general case they are proved in [7]. Let $H_{1}$ and $H_{2}$ be two separable, complex Hilbert spaces and denote the inner product on $H_{2}$ by $(\cdot, \cdot)_{2}$. Denote the space of bounded linear operators mapping $H_{1}$ into $H_{2}$ by $B\left(H_{1}, H_{2}\right)$.

Lemma 13. Let $T(z) \in B\left(H_{1}, H_{2}\right)$ for each $z \in G$. The following statements are equivalent:
(i) $T: G \rightarrow B\left(H_{1}, H_{2}\right)$ is holomorphic;
(ii) $T(\cdot) \phi: G \rightarrow H_{2}$ is holomorphic for each $\phi \in H_{1}$;
(iii) $(T(\cdot) \phi, v)_{2}: G \rightarrow \mathbb{C}$ is holomorphic for each $\phi \in H_{1}$ and $v \in H_{2}$.

Lemma 14. Suppose $T: G \rightarrow B\left(H_{1}, H_{2}\right)$ is holomorphic, and let $a \in G$. If $T(a)^{-1} \in$ $B\left(H_{2}, H_{1}\right)$, then there exists a neighborhood $G_{a} \subset G$ of a such that $T(z)^{-1}$ exists for $z \in G_{1}$ and $T(\cdot)^{-1}: G_{1} \rightarrow B\left(H_{2}, H_{1}\right)$ is holomorphic.

We are now ready to state and prove the results on which the main theorems of this section are based. We begin by showing that there exists a closed operator $T(z): D(T(z)) \subset V \rightarrow H$ such that $\Phi(z)[\phi, v]=(T(z) \phi, v)_{H}$ for all $\phi \in D(T(z))$ and $v \in V$. The next theorem gives one way of constructing such an operator, which will be convenient for us in what follows. Other forms of this representation theorem can be found in [5] and [6]. (See also [1] and [9].)

Throughout this section, we will denote the domain and range of an operator $T$ by $D(T)$ and $R(T)$. Also, in the next theorem only, the dependence on $z$, as we have stated so far, is inconsequential, and so we drop it.

Theorem 15. Let $\Phi: V \times V \rightarrow \mathbb{C}$ be a sesquilinear form for which there exist real constants $M>0, \gamma>0$, and $\mu$ such that

$$
\begin{gather*}
|\Phi[\phi, v]| \leqq M\|\phi\|_{V} \mid v \|_{V} \quad \text { for all } \phi \text { and } v \text { in } V,  \tag{34'}\\
\phi\left\|v_{V}^{2} \leqq R(\Phi[v, v])+\mu\right\| v \|_{H}^{2} \quad \text { for all } v \in V . \tag{35'}
\end{gather*}
$$

Then there is a unique closed operator $T: V \rightarrow H$ such that
(i) $D(T)$ is dense in $V$;
(ii) $\Phi[\phi, v]=(T \phi, v)_{H}$ for all $\phi \in D(T)$ and $v \in V$;
(iii) given $\phi \in V$ and $w \in H$, if $\Phi[\phi, v]=(w, v)_{H}$ for all $v$ in a dense subspace of $V$, then $\phi \in D(T)$ and $T \phi=w$.

Proof. Uniqueness follows from (iii); let there be another closed operator $S$ such that $\Phi[\phi, v]=(S \phi, v)_{H}$ for all $\phi \in D(S)$ and $v \in V$. Then $\phi \in D(T)$ and $T \phi=S \phi$.

Since the embedding of $V$ in $H$ is continuous, it follows from the Riesz representation theorem that there is a linear operator $F \in B(H, V)$ such that

$$
(w, v)_{H}=(F w, v)_{V} \quad \text { for all } w \in H \text { and } v \in V .
$$

Furthermore, $F$ is a 1-1 map, and $R(F)$ is dense in $V$.
Next, it follows from ( $34^{\prime}$ ) and (35') that $\Phi[\cdot, \cdot]+\mu(\cdot, \cdot)_{H}$, as a sesquilinear form on $V \times V$, satisfies the hypotheses of Lemma 3. From the discussion that follows Lemma 3, it follows that there exists an operator $A_{\mu} \in B(V, V)$ such that $A_{\mu}^{-1} \in B(V, V)$ and $\Phi[\phi, v]+\mu(\Phi, v)_{H}=\left(A_{\mu} \phi, v\right)_{V}$ for all $\phi$ and $v$ in $V$. Now define

$$
D(T) \equiv\left\{\phi \in V: A_{\mu} \phi \in R(F)\right\}
$$

and set

$$
T=\left(F^{-1} A_{\mu}-\mu I\right)_{D(T)},
$$

in which $I$ is the identity operator on $H$.
Clearly the choice of $\mu$ in (35') is not unique. That the definitions of $D(T)$ and $T$ are independent of $\mu$ can be seen, as follows. Let $\mu^{\prime} \neq \mu$ be a real number for which (35') remains valid when $\mu$ is replaced by $\mu^{\prime}$. (The value of $\gamma>0$ makes no difference.) The definitions of $A_{\mu}$ and $A_{\mu^{\prime}}$ imply

$$
\left(A_{\mu^{\prime}} \phi, v\right)_{V}-\mu^{\prime}(F \phi, v)_{V}=\left(A_{\mu} \phi, v\right)_{V}-\mu(F \phi, v)_{v}
$$

for all $\phi$ and $v$ in $V$. Thus

$$
\left(A_{\mu^{\prime}}-\mu^{\prime} F\right) \phi=\left(A_{\mu}-\mu F\right) \phi \quad \text { for all } \phi \in V,
$$

from which it follows that $A_{\mu^{\prime}} \phi \in R(F)$ if and only if $A_{\mu} \phi \in R(F)$, and that

$$
T=\left.\left(F^{-1} A_{\mu}-\mu I\right)\right|_{D(T)}=\left.\left(F^{-1} A_{\mu^{\prime}}-\mu^{\prime} I\right)\right|_{D(T)} .
$$

Since $A_{\mu}$ is an isomorphism on $V$ and $R(F)$ is dense in $V$, it follows that $D(T)$ is dense in $V$, which proves (i).

Statement (ii) follows from the definitions of $A_{\mu}$ and $T$.
To prove (iii), let $\phi \in V$ and $w \in H$ such that $\Phi[\phi, v]=(w, v)_{H}$ for all $v$ in a dense subset of $V$. Then

$$
\left(A_{\mu} \phi-\mu F \phi, v\right)_{v}=\Phi[\phi, v]=(W, v)_{H}=(F w, v)_{v}
$$

for all $v$ in a dense subset of $V$, which implies $A_{\mu} \phi-\mu F \phi=F w$ so that $\phi \in D(T)$ and $T \phi=w$.

Finally, $T: D(T) \subset V \rightarrow H$ is a closed operator because $A_{\mu}^{-1} F \in B(H, V)$.
Noting (34) and (35), Theorem 15 implies the existence of a unique closed operator $T(z): V \rightarrow H$ for each $z \in G$, such that $D(T(z))$ is dense in $v ; \Phi(z)[\phi, v]=(T(z) \phi, v)_{H}$ for all $\phi \in D(T(z))$ and $v \in V$; and for any $w \in H$,

$$
\begin{align*}
T(z) \phi=w & \text { if and only if } \phi(z)[\phi, v]=(w, v)_{H}  \tag{36}\\
& \text { for all } v \text { in a dense subset of } V .
\end{align*}
$$

Since $T(z): D(T(z)) \subset V \rightarrow H$ is closed, the resolvent operator $R(\zeta, z) \equiv(T(z)-\zeta)^{-1}$ belongs to $B(H, V)$ for each $\zeta \in \rho(T(z))$, the resolvent set of $T(z)$. A consequence of (34)-(36) and Lemma 3 is that $\rho(T(z))$ contains $\{\zeta \in \mathbb{C}:-\operatorname{Re} \zeta \geqq \mu(z)\}$. A standard result in the spectral theory of operators is that $\rho(T(z))$ is an open set in $\mathbb{C}$. In Theorem 17 below, we will prove that

$$
\begin{equation*}
\mathscr{G} \equiv\left\{(\zeta, z) \in \mathbb{C}^{n+1}: \zeta \in \rho(T(z)) \text { and } z \in G\right\} \tag{37}
\end{equation*}
$$

is an open set also, and that $R: \mathscr{G} \rightarrow B(H, V)$ is holomorphic.
First we prove a preliminary result.
Lemma 16. For each $a \in G$, if $\zeta \in \rho(T(a))$ then there exists a neighborhood $G_{a \zeta} \subset G$, of a such that
(i) $\zeta \in \rho(T(z))$ and $R(\zeta, z) \in B(H, V)$ for all $z \in G_{a \zeta}$;
(ii) $z \mapsto R(\zeta, z) \in B(H, V)$ is holomorphic on $G_{a \zeta}$.

Proof. The continuity of $\mu$ allows us to choose a neighborhood $G_{a} \subset G$ of $a$, and a number $\mu_{a} \geqq \mu(z)$ for $z \in G_{a}$; that is,

$$
\gamma(z)\|v\|_{V}^{2} \leqq \operatorname{Re}(\Phi(z)[v, v])+\mu_{a}\|v\|_{H}^{2}
$$

for all $v \in V$ and $z \in G_{a}$. We will first prove the lemma for $\zeta=-\mu_{a}$ and then use the identity

$$
\begin{equation*}
(T(z)-\zeta) r\left(-\mu_{a}, z\right)=I_{H}-\left(\zeta+\mu_{a}\right) R\left(-\mu_{a}, z\right) \quad \text { for } z \in G_{a} \tag{38}
\end{equation*}
$$

to prove the lemma for arbitrary $\zeta \in \rho(T(a))$.
As in the proof of Theorem 15, associate an operator $A_{a}(z) \in B(V, V)$ to $\Phi(z)$ such that

$$
\begin{equation*}
\Phi(z)[\phi, v]+\mu_{a}(\phi, v)_{H}=\left(A_{a}(z) \phi, v\right)_{V} \tag{39}
\end{equation*}
$$

for all $\phi$ and $v$ in $V$. It was shown there that while $A_{a}(z)$ depends on the choice of $\mu_{a}, A_{a}(z)-\mu_{a} F$ does not depend on $\mu_{a}$, where $F \in B(H, V)$ is defined by $(F w, v)_{V}=$ $(w, v)_{H}$ for all $w \in H$ and $v \in V$. Furthermore, $D(T(z))=\left\{\phi \in V: A_{a}(z) \phi \in R(F)\right\}$ and $T(z)=\left.\left(F^{-1} A_{a}(z)-\mu_{a}\right)\right|_{D(T(z))}$ for $z \in G_{a}$. Consequently, $T(z)+\mu_{a}=\left.F^{-1} A_{a}(z)\right|_{D(T(z))}$ is a one-to-one map of $D(T(z))$ onto $H$, and it follows that $-\mu_{a} \in \rho(T(z))$ whenever $z \in G_{1}$. According to Lemma 13 and the hypothesis that $z \mapsto \Phi(z)[\phi, v]$ is analytic, it follows from (39) that $A_{a}: G_{a} \rightarrow B(V, V)$ is holomorphic. Since $A_{a}(z)^{-1} \in B(V, V)$ for each $z$ in $G_{a}$, Lemma 14 implies that $A_{a}(\cdot)^{-1}: G_{1} \rightarrow B(V, V)$ is holomorphic. Therefore $z \mapsto R\left(-\mu_{a}, z\right)=A_{a}(z)^{-1} F \in B(H, V)$ is holomorphic on $G_{a}$.

Now, $\zeta \in \rho(T(a))$. When $z=a$, the left-hand side of (38) is a one-to-one map of $H$ onto $H$; hence its inverse exists and belongs to $B(H, H)$. As a function of $z$ with values in $B(H, H), R\left(-\mu_{a}, z\right)$ is holomorphic on $G_{a}$ because it is holomorphic as a function with values in $B(H, V)$ and because the embedding of $V$ into $H$ is bounded. Thus the right-hand side of (38), as a function of $z$ with values in $B(H, H)$, is
holomorphic on $G_{a}$, and its inverse belongs to $B(H, H)$ when $z=a$. According to Lemma 21, there is a neighborhood $G_{a \zeta} \subset G_{a}$ of $a$ on which

$$
z \mapsto\left(I-\left(\zeta+\mu_{a}\right) R\left(-\mu_{a}, z\right)\right)^{-1} \in B(H, H)
$$

is holomorphic. Therefore, $\zeta \in \rho(T(z))$ for $z \in G_{a \zeta}$, and the holomorphy of

$$
z \in G_{a \zeta} \mapsto R(\zeta, z)=R\left(-\mu_{a}, z\right)\left(I-\left(\zeta+\mu_{a}\right) R\left(-\mu_{a}, z\right)\right)^{-1} \in B(H, V)
$$

follows.
Theorem 17. The set $\mathscr{G}$, defined by (37), is open in $\mathbb{C}^{n+1}$, and $(\zeta, z) \mapsto R(\zeta, z) \in$ $B(H, V)$ is holomorphic on $\mathscr{G}$.

Proof. Let $(\eta, a) \in \mathscr{G}$. This proof is essentially a careful repetition of the second part of Lemma 16, with $\eta$ replacing $-\mu_{a}$. Lemma 16 implies that a neighborhood $G_{a \eta} \subset G$ of $a$ can be found such that $\eta \in \rho(T(z))$ for $z \in G_{a \eta}$, and $z \mapsto R(\eta, z) \in B(H, V)$ is holomorphic on $G_{a \eta}$. Analogous to (38), we have

$$
\begin{equation*}
(T(z)-\zeta) R(\eta, z)=I-(\zeta-\eta) R(\eta, z) \quad \text { for } z \in G_{a \eta} . \tag{40}
\end{equation*}
$$

Now the right-hand side of (40), as a function of $(\zeta, z)$, with values in $B(H, H)$, is holomorphic on $\mathbb{C} \times G_{a \eta}$ and takes on the value $I$ when $(\zeta, z)=(\eta, a)$. A consequence of Lemma 14 is that there is a neighborhood $\mathscr{G}_{\eta a} \subset \mathbb{C} \times G_{a \eta}$ of ( $\left.h a\right)$ on which $(\zeta, z) \mapsto(I-(\zeta-\eta) R(\eta, z))^{-1} \in B(H, H)$ is holomorphic. Hence, $\zeta \in \rho(T(z))$ for $(\zeta, z) \in \mathscr{G}_{\eta a}$, which implies that $\mathscr{G}$ is open. It follows that

$$
(\zeta, z) \mapsto R(\zeta, z)=R(\eta, z)(I-(\zeta-\eta) R(\eta, z))^{-1} \in B(H, V)
$$

is holomorphic on $\mathscr{G}_{\eta a}$.
The next corollary states a condition on the family $\{\Phi(z): z \in G\}$ which guarantees that the operator $T(z)$ is self-adjoint if $z \in G \cap \mathbb{R}^{n}$.

Corollary 18. Suppose that $\bar{z}=\left(z_{1}, \cdots, \bar{z}_{n}\right) \in G$ whenever $z \in G$. If $\Phi(z)[v, \phi]=$ $\overline{\Phi(\bar{z})[\phi, v]}$ for all $\phi$ and $v$ in $V$ and for $z \in G$, then $T(z)^{*}=T(z)$ for all $z \in G$, in which $T(z)^{*}$ is the adjoint of $T(z)$ as an operator on $H$.

Note that $R(\zeta, z)$ is compact as an operator on $H$, when $\zeta \in \rho(T(z))$, because $R(\zeta, z) \in B(H, V)$ and $V$ is compactly embedded in $H$ by hypothesis. Consequently, the spectrum of $T(a)$ consists entirely of eigenvalues that have finite multiplicity and no finite accumulation point.

Recall that given $w \in H$, we want to determine the existence and the dependence upon $z$ of the solution $\phi(z) \in V$ of

$$
\Phi(z)[\phi(z), v]=(w, v)_{H} \quad \text { for all } v \in V
$$

It follows from (36) that this is equivalent to solving $T(z) \phi(z)=w$. When zero is not an eigenvalue $\phi(z)=R(0, z) w$. Lemma 16 yields the following theorem.

Theorem 19. $\phi:\{z \in G: 0 \in \rho(T(z))\} \rightarrow V$ is holomorphic.
When zero is a simple eigenvalue, we have the following result.
Theorem 20. Let $a \in G$ and suppose zero is a simple eigenvalue of $T(a)$. Then there exists a neighborhood $G_{a} \subset G$ of $a$ and two functions $\lambda$ and $z \mapsto P(z) \in B(H, V)$, which are holomorphic on $G_{a}$, such that $\lambda(a)=0, \lambda(z)$ is a simple eigenvalue of $T(z)$, and $P(z)$ projects $H$ onto the one-dimensional eigenspace that corresponds to $\lambda(z)$. Furthermore, there exists another holomorphic function $z \in G_{a} \mapsto R_{2}(0, z) \in B(H, V)$ such that

$$
\begin{equation*}
\phi(z)=\frac{1}{\lambda(z)} P(z) w+R_{2}(0, z) w \tag{41}
\end{equation*}
$$

for all $z \in G_{a}$ for which $\lambda(z) \neq 0$.

The remainder of this section will be devoted to the proof of Theorem 20. The theory concerning the eigenvalue problem associated to $T(z)$ is well developed (cf. [5]). In fact, the form of $\phi(z)$ in (41) is a direct consequence of that theory. Here we repeat many of these ideas in the process of proving the conclusions about analyticity.

Since the spectrum of $T(a)$ is a discrete set of eigenvalues having no finite accumulation point, a Jordan curve $\mathscr{C}$ can be drawn in $\rho(T(a))$ so as to enclose an open set in $\mathbb{C}$ containing zero in its interior and the other eigenvalues in the exterior of its closure. Then $\mathscr{C} \times\{a\} \subset \mathscr{G}$, where $\mathscr{G}$ is the open set defined by (37). Hence for each $\zeta \in \mathscr{C}$ there is a disc $D(\zeta, r(\zeta)) \subset \mathbb{C}(r(\zeta)>0$, is the radius), and a polydisc $\Delta(a, \rho(\zeta)) \subset \mathbb{C}^{n}$ such that

$$
(\zeta, a) \in D(\zeta, r(\zeta)) \times \Delta(a, \rho(\zeta)) \subset \mathscr{G} .
$$

However, $\mathscr{C}$ is compact, so a finite set $\left\{\zeta_{j} \in \mathscr{C}: j=1, \cdots, k\right\}$ can be chosen such that $\left\{D\left(\zeta_{j}, r\left(\zeta_{j}\right)\right): j=1, \cdots, k\right\}$ covers $\mathscr{C}$. Consequently, $\mathscr{C} \subset \rho(T(z))$ for $z \in G_{a}^{\prime} \equiv$ $\bigcap_{j=1}^{k} \Delta\left(a, \rho\left(\zeta_{j}\right)\right)$.

Next the operator $P(z)$ is defined for $z \in G_{a}^{\prime}$ as a Riemann integral of $B(H, V)$ valued functions by

$$
\begin{equation*}
P(z) \equiv-\frac{1}{2 \pi i} \int_{\mathscr{C}} R(\zeta, z) d \zeta \tag{42}
\end{equation*}
$$

It is shown in Theorems III-6.17 and VII-1.7 of [5] that $P(z)$ is a projection operator and that $P(a)$ maps $H$ onto $M_{1}(a)$, the one-dimensional eigenspace associated with the eigenvalue 0 of $T(a)$. Moreover, $H$ can be decomposed as $H=M_{1}(z)+M_{2}(z)$ for $z \in G_{a}^{\prime}$, in which

$$
\begin{equation*}
M_{1}(z) \equiv P(z) H \quad \text { and } \quad M_{2}(z) \equiv(I-P(z)) H . \tag{43}
\end{equation*}
$$

It is also true that $P: G_{a}^{\prime} \rightarrow B(H, V)$ is holomorphic because, by Theorem 17, the same is true of $R: \mathscr{G} \rightarrow B(H, V)$. Since $\operatorname{dim}\left(M_{1}(a)\right)=1$, and since $P: G_{a}^{\prime} \rightarrow B(H, H)$ is continuous (recall that $V$ is continuously embedded in $H$ ), it follows from [5, $\mathbb{T} \mathbb{q} I-\S 4.6$, IV-§ 3.4] that

$$
\begin{equation*}
\operatorname{dim}\left(M_{1}(z)\right)=1 \quad \text { for } z \in G_{a}^{\prime} . \tag{44}
\end{equation*}
$$

Now let $\psi_{a} \in M_{1}(a)$ and nonzero, and define $G_{a}$ to be an open connected subset of $G_{a}^{\prime}$ such that $a \in G_{a}$ and $\left(P(z) \psi_{a}, \psi_{a}\right) \neq 0$ for $z \in G_{a}$. Next, define

$$
\begin{equation*}
\psi(z) \equiv P(z) \psi_{a} \quad \text { for } z \in G_{a} \tag{45}
\end{equation*}
$$

it follows that $\psi: G_{a} \rightarrow V$ is holomorphic with $\psi(a)=\psi_{a}$.
It follows from [5, $\mathbb{T} \uparrow$ III-§ 5.6, III-§ 6.1] of [5] that for $z \in G_{a}$,

$$
\begin{aligned}
& P(z) v \in D(T(z)) \quad \text { for all } v \in D(T(z)) \\
& T(z) v \in M_{k}(z) \quad \text { for } v \in M_{k}(z) \cap D(T(z)) \text { and } k=1 .
\end{aligned}
$$

Thus $T_{k}(z): M_{k}(z) \rightarrow M_{k}(z)$ for $k=1,2$, and for $z \in G_{a}$ can be defined by $T_{k}(z) \equiv$ $\left.T(z)\right|_{M_{k}(z) \cap D(T(z))}$. The eigenvalue problem has now been decomposed into two eigenvalue problems, one for each $T_{k}(z)$ in $M_{k}(z)$. Of particular interest here is the eigenvalue problem for $T_{1}(z)$, because 0 and $\psi_{a}$ form an eigenvalue-eigenfunction pair for $T_{1}(a)$.

According to (44), $T_{1}(z)$ is a one-dimensional operator. Therefore, $\lambda(z) \equiv$ $\operatorname{trace}\left(T_{1}(z)\right)$ is the eigenvalue of $T_{1}(z)$, i.e., for each $z \in G_{a}$,

$$
\begin{equation*}
T(z) \psi_{a}=T_{1}(z) \psi_{z}=\lambda(z) \psi_{z} \quad \text { for all } \psi_{z} \in M_{1}(z) \cap D(T(z)) \tag{46}
\end{equation*}
$$

In (46), setting $\psi_{z}=P(z) \psi_{a}$ and taking inner products in $H$ with $\psi_{a}$ yields

$$
\begin{equation*}
\lambda(z)=\frac{\left(T(z) P(z) \psi_{a}, \psi_{a}\right)_{H}}{\left(P(z) \psi_{a}, \psi_{a}\right)_{H}} \quad \text { for } z \in G_{a} . \tag{47}
\end{equation*}
$$

Since $T(z)$ is a closed operator, it follows from (42) and the identity $T(z) R(\zeta, z)=$ $I+\zeta R(\zeta, z)$ that $T(z) P(z)=-(1 / 2 \pi i) \int_{\mathscr{C}} \zeta R(\zeta, z) d \zeta$. Consequently, $z \mapsto T(z) P(z) \in$ $B(H, V)$ is holomorphic on $G_{a}\left(\subset G_{a}^{\prime}\right)$. Therefore, the analyticity of $\lambda$ on $G_{a}$ follows from (47) because $G_{a}$ was chosen so that $\left(P(z) \psi_{a}, \psi_{a}\right) \neq 0$ when $z \in G_{a}$. Since $\mathscr{C} \subset$ $\rho(T(z))$ for all $z \in G_{a}, \lambda(z)$ lies in the interior of the open set enclosed by $\mathscr{C}$, whereas the remainder of the spectrum of $T(z)$ must lie in the open set that is exterior to $\mathscr{C}$.

Let $z \in G_{a}$ such that $\lambda(z) \neq 0$. Then $R(0, z)$ exists and commutes with $P(z)$. Consequently, we can define $R_{k}(0, z) \in B(H, V)$ for $k=1$, 2, by

$$
\begin{aligned}
& R_{1}(0, z) \equiv R(0, z) P(z)=P(z) R(0, z) \\
& R_{2}(0, z) \equiv R(0, z)(I-P(z))=(I-P(z)) R(0, z)
\end{aligned}
$$

By passing $R(0, z)$ under the integral sign in (42), then using the resolvent equation to obtain $R(0, z)-R(\zeta, z)=-\zeta R(0, z) R(\zeta, z)$ when zero and $\zeta$ are in $\rho(T(z))$, and noting that zero lies inside the open set enclosed by $\mathscr{C}$,

$$
\begin{equation*}
R(0, z) P(z)=R(0, z)-\frac{1}{2 \pi i} \int_{\mathscr{C}} \frac{R(\zeta, z)}{\zeta} d \zeta \tag{48}
\end{equation*}
$$

is obtained for each $z \in G_{a}$ such that $\lambda(z) \neq 0$. However, $\mathscr{C} \subset \rho(T(z))$ for all $z \in G_{a}$, so that the second term on the right-hand side of (48) is holomorphic as a function of $z$ on $G_{a}$ with values in $B(H, V)$. Consequently, $z \mapsto R_{2}(0, z) \in B(H, V)$ can be continued analytically to all of $G_{a}$.

Finally, it is clear from (43) and the definition of $R_{1}(0, z)$ that $R_{1}(0, z) w \in$ $M_{1}(z) \cap D(T(z))$ for all $w \in H$ and for each $z \in G$ such that $\lambda(z) \neq 0$. Then (46) implies

$$
\lambda(z) R_{1}(0, z) w=T(z) R_{1}(0, z) w=T(z) R(0, z) P(z) w=P(z) w,
$$

from which $R_{1}(0, z) w=(1 / \lambda(z)) P(z) w$ is obtained from all $w \in H$ and for each $z \in G$ such that $\lambda(z) \neq 0$. This finishes the proof of Theorem 20 because $\phi(z)=R(0, z) w=$ $R_{1}(0, z) w+R_{2}(0, z) w$ when $\lambda(z) \neq 0$.
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# ASYMPTOTIC BEHAVIOUR OF SOLUTIONS OF THE POROUS MEDIUM EQUATION WITH CHANGING SIGN* 
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#### Abstract

It is proved that solutions of the porous medium equation $u_{t}=\Delta\left(|u|^{m-1} u\right), m>1$, defined in $Q=\mathbb{R}^{N} \times(0, \infty)$ with initial data $u(x, 0)$ integrable, compactly supported, and with changing sign, become nonnegative in finite time if $\int u_{0}(x) d x>0$. Precise asymptotic convergence rates then follow. The positivity result is related to finite propagation and is false for the heat equation, $m=1$. Nevertheless, we obtain asymptotic convergence rates for $1 \geqq m>(N-2)_{+} / N$ as $t \rightarrow \infty$.

The same analysis works for the equation $u_{t}=\operatorname{div}\left(|\nabla u|^{p-1} \nabla u\right)$ with $p>1$. The case of zero mass, $\int u_{0}(x) d x=0$, is also studied for the porous medium equation (in $N=1$ ) and the solution is shown to converge to an antisymmetric profile in that case.
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1. Introduction. In this paper we study the large-time behaviour of the solutions of the porous medium equation

$$
\begin{equation*}
u_{t}=\Delta\left(|u|^{m-1} u\right) \quad \text { for } x \in \mathbb{R}^{N}, \quad t>0 \tag{1.1}
\end{equation*}
$$

with $m>0, N \geqq 1$, and initial data

$$
\begin{equation*}
u(x, 0)=u_{0}(x) \quad \text { for } x \in \mathbb{R}^{N} . \tag{1.2}
\end{equation*}
$$

We begin the paper with the assumption that $m>1$. We make the assumptions

$$
\begin{equation*}
u_{0} \in L^{1}\left(\mathbb{R}^{N}\right), \tag{1.3}
\end{equation*}
$$

$u_{0}$ has compact support,
but we make no assumption on the sign of $u_{0}$. Our main result is the following theorem.
Theorem 1. Let $u$ be the solution of (1.1)-(1.4) with

$$
\begin{equation*}
M \equiv \int u_{0}(x) d x>0 \tag{1.5}
\end{equation*}
$$

Then $u$ becomes nonnegative in a finite time $T=T\left(u_{0}\right)$. Similarly $u$ becomes nonpositive if $M<0$.

The result is false for $m=1$, i.e., the classical heat equation $u_{t}=\Delta u$, as the following simple example shows. Let

$$
u_{0}(x)=-\delta(x)+M \delta\left(x+a e_{1}\right)
$$

where $\delta$ stands for Dirac's mass, $a>0$ and $M>1$ are constants, $x=\left(x_{1}, x_{2}, \cdots, x_{N}\right) \in$ $\mathbb{R}^{N}$, and $e_{1}=(1,0, \cdots, 0)$. Then the solution is given by

$$
\begin{equation*}
u(x, t)=-E(x, t)+M E\left(x+a e_{1}, t\right) \tag{1.6}
\end{equation*}
$$

[^2]where $E$ is the fundamental solution
\[

$$
\begin{equation*}
E(x, t)=(4 \pi t)^{-N / 2} \exp \left(-\frac{|x|^{2}}{4 t}\right) \tag{1.7}
\end{equation*}
$$

\]

This expression is negative precisely in the region

$$
\begin{equation*}
x_{1}>\frac{2 t}{a} \lg M-\frac{a}{2} \tag{1.8}
\end{equation*}
$$

An example with $u_{0} \in L^{1}\left(\mathbb{R}^{N}\right)$ is obtained by displacing the origin of time to $t=\tau>0$. Observe that some solutions initially having changing sign eventually become positive. Take for instance

$$
u_{0}(x)=-\delta(x)+M \delta\left(x+a e_{1}\right)+M \delta\left(x-a e_{1}\right)
$$

with $M>\frac{1}{2}$.
The main property of the porous medium $(m>1)$ which is not shared by the heat equation (nor by the fast diffusion equation $u_{t}=\Delta\left(|u|^{m-1} u\right), 0<m<1$ ) is finite propagation, which in particular means that a solution $u$ such that $u_{0}$ has compact support has the same property for all fixed times $t>0$; cf. [OKC] or the survey papers [P], [Ar]. The equivalent of the fundamental solution $E$ of the heat equation is the self-similar solution (Barenblatt's solution [B], [ZK])

$$
\begin{equation*}
w(x, t)=t^{-k}\left(C-\frac{(m-1) k}{2 m N}|\xi|^{2}\right)_{+}^{1 /(m-1)} \tag{1.9}
\end{equation*}
$$

where $k=(m-1+(2 / N))^{-1}, \xi=x t^{-k / N},(s)_{+}$means $\max (s, 0)$ and $C$ is an arbitrary constant which can be determined by fixing the mass

$$
M=\int w(x, t) d x
$$

so that $C=a(m, N) M^{l}$ with $l=2(m-1) k / N$. (We will often write $w_{M}$ instead of $w$ to stress dependence on $M$.) Observe that $w_{M}$ takes the initial data $M \delta(x)$ and that $w$ vanishes in the region

$$
\begin{equation*}
|x| \geqq \rho_{M}(t) \equiv b(m, N)\left(M^{m-1} t\right)^{k / N} . \tag{1.10}
\end{equation*}
$$

Solutions for $u_{0}(x)=-\boldsymbol{M} \delta(x)$ are obtained by just changing the signs.
We can now see an intuitive explanation for the different behaviour regarding Theorem 1 in the cases where $m>1$ and $m=1$. While a fundamental solution $M E(x+$ $\left.a e_{1}, t\right)$ will never dominate $-E(x, t)$ over the whole space $\mathbb{R}^{n}$ even if $t$ is large, this will happen with $w_{M}\left(x+a e_{1}, t\right)$ and $w_{-1}(x, t)=-w_{1}(x, t)$. Of course, since (1.1) with $m>1$ is nonlinear, this is no proof of our result.

The asymptotic behaviour of nonnegative solutions to problem (1.1), (1.2) has been investigated by various authors for different assumptions on $u_{0}$; cf. [AR], [K], [FK], [Ve], $\cdots$. In particular, when $u_{0} \in L^{1}\left(\mathbb{R}^{N}\right)$, convergence to the self-similar solution $w$ with the same mass $M$ as $u_{0}$ has been established by Kamin [K] in 1973 for $N=1$, and by Friedman and Kamin [FK] in 1980 for any space dimensions. The theorem follows.

Theorem 2 [FK]. Let $u$ be the solution to (1.1)-(1.4) with $u \geqq 0, m>1$. Then as $t \rightarrow \infty$

$$
\begin{equation*}
t^{k}\left|u(x, t)-w_{M}(x, t)\right| \rightarrow 0 \tag{1.11}
\end{equation*}
$$

uniformly in $x \in \mathbb{R}^{N}$, with $M=\int u_{0}(x) d x$ and $k=(m-1+(2 / N))^{-1}$.

When $u_{0}$ has compact support and one space dimension, $N=1$, very detailed information on the convergence of solutions and interfaces to the self-similar profile is known (cf. [V1], [AV], [An]). Less is known in several space variables. In particular, the evolution of the support is studied by Caffarelli, Vazquez, and Wolanski [CVW] who prove that it expands at the same rate as $w_{M}$. More precisely, if $\operatorname{supp}\left(u_{0}\right) \subset B_{R_{0}}(0)$, $M=\int u_{0}(x) d x\left(u_{0} \geqq 0\right)$, and we define

$$
r(t)=\min \{|x|: u(x, t)>0\}, \quad R(t)=\max \{|x|: u(x, t)>0\},
$$

we have

$$
\begin{align*}
& R(t) \geqq \rho_{M}(t), \\
& R(t)-r(t) \leqq 2 R_{0},  \tag{1.12}\\
& R(t) \leqq \lambda \rho_{M}(t)+R_{0} \quad \text { for some } \lambda=\lambda(m)>0 .
\end{align*}
$$

In fact, we can do better for large times.
Theorem 3. As $t \rightarrow \infty$

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{r(t)}{\rho_{M}(t)}=\lim _{t \rightarrow \infty} \frac{R(t)}{\rho_{M}(t)}=1 . \tag{1.13}
\end{equation*}
$$

The proof of the theorem is just a variant of the method used to prove Theorem 2 in [FK]. Since by Theorem 1 our solutions become nonnegative, Theorems 2 and 3 apply to all solutions with positive mass, even if $u_{0}$ has changing sign.

Solutions with no sign restriction have been less studied. Existence and uniqueness of weak solutions are discussed in [BC], [BCP]. Continuity with a uniform modulus is established in [dB] and [S], while Hölder continuity is obtained in [dBF]. An application to model the evolution of the interface separating fresh and salt water has been proposed by de Josselin de Jong and van Duijn [JvD]. (See also [BH].)

Theorem 1 will be proved in §2, where we also show how to obtain Theorem 3 and establish a convergence rate when $M=0$.

We devote $\S 3$ to the case $1 \geqq m>(N-2)_{+} / N$, where we have infinite speed of propagation. In that range of exponents, Theorem 2 is also valid for nonnegative solutions with finite mass. Although we do not have $u \geqq 0$ in finite time, we have convergence to a positive Barenblatt solution as $t \rightarrow \infty$ if $\int u_{0}(x) d x=M>0$ with the rate (1.11) for all $u_{0} \in L^{1}\left(\mathbb{R}^{N}\right)$.

We recall that in the range $0<m<(N-2) / N(N>2)$ we have extinction in finite time for initial data in $L^{p}\left(\mathbb{R}^{N}\right) \cap L^{1}\left(\mathbb{R}^{N}\right)$ with $p=N(1-m) / 2$. This settles the large-time behaviour.

In § 4 we extend Theorems 1 and 2 to the $p$-Laplacian equation

$$
\begin{equation*}
u_{t}=\operatorname{div}\left(|\nabla \mathbf{u}|^{p-2} \nabla \mathbf{u}\right) \tag{1.14}
\end{equation*}
$$

with $p>2$ under assumptions (1.2)-(1.5) on the initial data. This will be a key ingredient in our study of the case $M=0$ for (1.1), which we will perform in $\S 5$ restricted to one space dimension. If the moment $\int x u_{0}(x) d x \neq 0$, we find convergence to an antisymmetric profile obtained as the derivative of the Barenblatt profile for (1.14). Explicit computations for $m=1$ show that similar phenomena should occur for $N>1$.
2. Case $m>1$. According to [BC] and [BCP], for every $u_{0}(x) \in L^{1}\left(\mathbb{R}^{N}\right)$ there is a unique function, $u \in C\left([0, \infty): L^{1}\left(\mathbb{R}^{N}\right)\right.$ ), which solves (1.1) in the sense of distributions and takes on the initial data $u_{0}$. This solution is bounded for $t \geqq \tau>0$. In fact, since the Maximum Principle holds, a bound for $u$ is derived from the well-known estimates
for nonnegative solutions. Thus, if $u_{1}$ is the solution with initial data $u_{01}=u_{0}^{+}$and $u_{2}$ has $u_{20}=u_{0}^{-}\left(\equiv \max \left(-u_{0}, 0\right)\right)$, then

$$
\begin{equation*}
-u_{2}(x, t) \leqq u(x, t) \leqq u_{1}(x, t) . \tag{2.1}
\end{equation*}
$$

Using the well-known estimate ("smoothing effect"; cf. [Ve], [V2]) we get

$$
\begin{equation*}
-c\left(M_{20}^{2 / N} / t\right)^{k} \leqq u(x, t) \leqq c\left(M_{10}^{2 / N} / t\right)^{k} \tag{2.2}
\end{equation*}
$$

where $M_{10}=\int u_{0}^{+} d x, M_{20}=\int u_{0}^{-} d x, M=M_{10}-M_{20}$, and $c$ is the exact constant appearing in the estimate for the self-similar solutions $w$. Throughout $\S \S 2-4, k$ will keep the value $(m-1+(2 / N))^{-1}$.

The solutions have some further regularity: by [BCP, Prop. 1.6], $\nabla\left(|u|^{m-1} u\right) \in$ $H_{\text {loc }}^{1}(Q), Q=\mathbb{R}^{N} \times(0, \infty)$. We may now apply the results of [dB], [dBF], and [S] and conclude that $u$ is Hölder continuous in $Q$ with constants and modulus depending only on $M_{10}$ and $M_{20}$. This gives equicontinuity needed later in passing to the limit as $t \rightarrow \infty$.

We also have bounds for the support derived from what is known for $u_{1}$ and $u_{2}$. Thus, by (1.12) we know that $u_{1}$ and $u_{2}$, hence also $u$, vanish for

$$
\begin{equation*}
|x| \geqq C t^{k / N}, \quad C=c(m, N)\left(\max \left(M_{10}, M_{20}\right)\right)^{(m-1) k / N} \tag{2.3}
\end{equation*}
$$

if $t$ is large. This estimate can be strengthened replacing $\max \left(M_{10}, M_{20}\right)$ by $M$ after we prove Theorem 1, but we do not need it for the moment.

Let us now define

$$
\begin{equation*}
M_{1}(t)=\int u^{+}(x, t) d x, \quad M_{2}(t)=\int u^{-}(x, t) d x \tag{2.4}
\end{equation*}
$$

It is clear that $M_{1}(0)=M_{10}, M_{2}(0)=M_{20}$, and $M=M_{1}(t)-M_{2}(t)$ since there is conservation of mass. We also have Lemma 1 below.

Lemma 1. $M_{1}(t)$ and $M_{2}(t)$ are nonincreasing in $t$.
Proof. Consider the solution $v_{\tau}$ to (1.1) with initial data at time $t=\tau, v_{\tau}(x, \tau)=$ $u^{+}(x, \tau)$. By the Maximum Principle $u(x, t) \leqq v_{\tau}(x, t)$ for $t \geqq \tau, x \in \mathbb{R}^{N}$. Conservation of mass proves that

$$
M_{1}(\tau)=\int v_{\tau}(x, \tau) d x=\int v_{\tau}(x, t) d x \geqq \int u^{+}(x, t) d x
$$

whenever $t \geqq \tau$, and hence $M_{1}(\tau) \geqq M_{1}(t)$. The proof is similar for $M_{2}$.
More generally it is known that for every convex function $\phi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$with $\phi(0)=0$, the integral $\int \phi(u) d x$ is nonincreasing in time. Our lemma comes from the particular case $\phi(s)=s^{+}$applied to $u$ and $-u$. (We thank the referee for this observation.)

As a consequence of the monotonicity we may define the asymptotic masses

$$
\begin{equation*}
M_{1}=\lim _{t \rightarrow \infty} M_{1}(t), \quad M_{2}=\lim _{t \rightarrow \infty} M_{2}(t) \tag{2.5}
\end{equation*}
$$

Clearly $M_{1}, M_{2} \geqq 0$ and $M_{1}-M_{2}=M>0$.
We now recall the rescaling operation, which is very useful for formulating and proving asymptotic results. Given $\lambda>0$, we associate to any solution $u$ the function $T_{\lambda} u \equiv u_{\lambda}$ given by

$$
\begin{equation*}
\left(T_{\lambda} u\right)(x, t)=\lambda^{k} u\left(\lambda^{k / N} x, \lambda t\right) \tag{2.6}
\end{equation*}
$$

with $k=(m-1+(2 / N))^{-1}$ as above. It is easy to check that $T_{\lambda} u$ is again a solution of (1.1) with initial data $T_{\lambda} u_{0}(x)=\lambda^{k} u_{0}\left(\lambda^{k / N} x\right)$, which has exactly the same mass as $u_{0}$. Moreover, $w_{M}$ is invariant under $T_{\lambda}$, i.e., $T_{\lambda} w_{M} \equiv w_{M}$.

In terms of $T_{\lambda}$ the convergence result of [FK] simply says that

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} T_{\lambda} u(x, 1)=w_{M}(x, 1) \tag{2.7}
\end{equation*}
$$

uniformly in $x$. This holds for $u \geqq 0$. In the case of changing sign we have the next lemma.
Lemma 2. As $\lambda \rightarrow \infty$

$$
\begin{align*}
& \left(T_{\lambda} u^{+}\right)(x, 1) \rightarrow w_{M_{1}}(x, 1),  \tag{2.8}\\
& \left(T_{\lambda} u^{-}\right)(x, 1) \rightarrow w_{M_{2}}(x, 1) \tag{2.9}
\end{align*}
$$

uniformly in $\mathbb{R}^{N}$.
Proof. Consider again the solution $v_{\tau}$ with initial data $u^{+}(x, \tau)$ for $\tau>0$ (and large). By (2.7) we have

$$
T_{\lambda} v_{\tau}(x, 1) \rightarrow w_{M_{1}(\tau)}(x, 1)
$$

as $\lambda \rightarrow \infty$. Therefore for $\tau$ and $\lambda$ large enough we obtain

$$
\left|T_{\lambda} v_{\tau}(x, 1)-w_{M_{1}}(x, 1)\right|<\varepsilon
$$

since $M_{1}(\tau) \rightarrow M_{1}$. We now recall that $u \leqq v_{\tau}$ for $t \geqq \tau$, so that

$$
\begin{equation*}
\left(T_{\lambda} u^{+}\right)(x, 1) \leqq w_{M_{1}}(x, 1)+\varepsilon \tag{2.10}
\end{equation*}
$$

if $\lambda$ is large enough. On the other hand, we know by (2.2) that the family $T_{\lambda} u^{+}(x, 1)$ is uniformly bounded and that by (2.3) its supports are also contained in a fixed ball. Moreover, the family $\left\{T_{\lambda} u\right\}$ is uniformly equicontinuous on compact subsets of $Q$ as explained above. Since $T_{\lambda}\left(u^{+}\right)=\left(T_{\lambda} u\right)^{+}$the family $T_{\lambda}\left(u^{+}\right)$is also equicontinuous. All this implies that along a sequence $\lambda_{n} \rightarrow \infty, T_{\lambda}\left(u^{+}\right)(x, 1)$ converges to a function $f$ such that

$$
\begin{aligned}
& 0 \leqq f(x) \leqq w_{M_{1}}(x, 1) \\
& \int f(x) d x=\lim \int T_{\lambda_{n}} u^{+}(x, 1) d x=\lim M_{1}\left(\lambda_{n}\right)=M_{1} .
\end{aligned}
$$

Together these two facts imply that $f \equiv w_{M_{1}}(\cdot, 1)$. The uniqueness of the limit implies that $T_{\lambda} u^{+}$converges to $f$ along any sequence, thus establishing (2.8). The proof of (2.9) is similar.

Corollary 3. $M_{2}=0$.
Proof. The above convergences imply that

$$
\begin{align*}
& t^{k} u^{+}(0, t) \rightarrow c_{1}(m) M_{1}^{2 k / N},  \tag{2.11}\\
& t^{k} u^{-}(0, t) \rightarrow c_{1}(m) M_{2}^{2 k / N} \tag{2.12}
\end{align*}
$$

Since necessarily $M_{1}>0$, (2.12) can only hold if $M_{2}=0$.
End of proof of Theorem 1. Take $\varepsilon \ll M$ and $t_{0}$ such that

$$
\int u^{-}(x, t) d x \leqq \varepsilon
$$

for $t \geqq t_{0}$. According to (1.12), the support of the solution $v$ with initial data $v(x, 0)=$ $u^{-}\left(x, t_{0}\right)$ grows as $t \rightarrow \infty$ like

$$
O\left(\varepsilon^{\alpha} t^{\beta}\right), \quad \alpha=(m-1) k / N, \quad \beta=k / N .
$$

By the Maximum Principle, the same happens for $u^{-}(x, t)$. In terms of the rescaled solution, this means that

$$
T_{\lambda} u(x, 1) \geqq 0 \quad \text { for }|x| \geqq C \varepsilon^{\alpha}
$$

for $\lambda \geqq \lambda_{1}(\varepsilon)$. Now for $|x| \leqq C \varepsilon^{\alpha} \ll b M^{(m-1) k / N}$ we already know that $T_{\lambda} u(x, 1)>0$ if $\lambda$ is large enough, $\lambda \geqq \lambda_{2}(\varepsilon)$, because of the uniform convergence (2.8). Therefore $T_{\lambda} u(x, 1) \geqq 0$ for $\lambda \geqq \max \left(\lambda_{1}(\varepsilon), \lambda_{2}(\varepsilon)\right)=\lambda_{3}$ which means that $u(x, t) \geqq 0$ for every $x \in \mathbb{R}^{N}$ if $t \geqq \lambda_{3}$.

Though we cannot obtain the same conclusion when the mass $M=0$, as we will see in §5, the above applies as far as Corollary 3, thus showing that $M_{1}=M_{2}=0$. Thus we obtain the following result.

Theorem 4. Let u be a solution of (1.1)-(1.4) with $\int u_{0}(x) d x=0$. Then

$$
\lim _{t \rightarrow \infty} t^{k} u(x, t)=0 \quad \text { uniformly in } \mathbb{R}^{N} .
$$

Let us end this section by mentioning the modification needed in the paper [FK] to obtain the asymptotic behaviour of the support, Theorem 3. The method of finding a family of Barenblatt solutions $w_{\tau}$, with growing masses that lie below the solution for $t \geqq \tau$ and letting $\tau \rightarrow \infty$, should be changed into a family from above with decreasing masses that tend to $M$ as $\tau \rightarrow \infty$. That this can be done is already observed in Remarks 1 and 2 at the end of that paper for the case of exponents $1 \geqq m>(N-2) / N$.
3. Case $\boldsymbol{m} \leqq 1$. The considerations of the previous section apply to the solutions of problem (1.1)-(1.5) when $1 \geqq m>(N-2)_{+} / N$ to establish the following result.

Theorem 5. If $u$ is a solution with mass $M \in \mathbb{R}$, then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} t^{k}\left|u(x, t)-w_{M}(x, t)\right|=0 \quad \text { uniformly in } \mathbb{R}^{N} . \tag{3.1}
\end{equation*}
$$

Here $w_{M}(x, t)$ is given by the same formula (1.9) if $m<1$ and by the limit as $m \rightarrow 1$, which is precisely $\operatorname{ME}(x, t)$ if $m=1$. Observe that these solutions are positive everywhere in $Q=\mathbb{R}^{N} \times \mathbb{R}^{+}$.

The result is known for nonnegative solutions and proved in the same paper [FK, Remark 2, p. 562]. For $m=1$ we may of course prove (3.1) directly using the representation formula.

To prove (3.1) for $m<1$ and general $u_{0}$ we repeat the plan of $\S 2$. We recall that existence and uniqueness of solutions can be found in [HP], while a uniform modulus of continuity is found at the end of [dB] and in [S]. We have estimates (2.1) and (2.2) (which make sense since $k>0$ precisely for $m>(N-2) / N$ ) and the same rescaling operators. Lemma 1 is true without modifications.

In order to prove Lemma 2 we face the problem of infinite propagation, i.e., the supports are just $\mathbb{R}^{N}$. We replace control of supports with control over decay as $|x| \rightarrow \infty$. In fact we have the following lemma.

Lemma 4. The family $\left\{T_{\lambda} u(x, 1)\right\}_{\lambda>1}$ decays uniformly as $|x| \rightarrow \infty$ like $O\left(|x|^{-\gamma}\right)$, $\gamma=2 /(1-m)$.

Proof. We use the following estimate from [HP]:

$$
\begin{equation*}
|u(x, t)| \leqq C\left[t^{-k}\left(\int_{B_{4 \mathrm{R}}(x)}\left|u_{0}\right|\right)^{2 k / N}+\left(t / R^{2}\right)^{1 /(1-m)}\right] \tag{3.2}
\end{equation*}
$$

We choose $4 R+R_{0}=|x|$, assuming that $u_{0}$ is supported in the ball $B_{R_{0}}(0)$ (as will be $T_{r} u_{0}$ for $r>1$ ), so that the integral in the second member vanishes. Put $t=1$ and $T_{\lambda} u$ instead of $u$ to obtain the decay.

Since $\gamma>N$ precisely for $m>(N-2) / N$ we have uniform integrability as $|x| \rightarrow \infty$. Therefore the family converges in $L^{1}\left(\mathbb{R}^{N}\right)$ weakly. In this way we may continue through the proofs of Lemma 2 and Corollary 3 and obtain (3.1).

We remark that in the case $M>0$, Theorem 5 implies that $u$ will be positive for large $t$ in at least a core of the form

$$
\begin{equation*}
|x| \leqq C(t) t^{k / N} \tag{3.3}
\end{equation*}
$$

with $C(t) \rightarrow \infty$ as $t \rightarrow \infty$. But, as shown in (1.6), $u$ may very well continue to be negative for some $x$, i.e., solutions may need an infinite time to become positive everywhere, so to speak. (In the example (1.6)-(1.8) for $m=1$ the positive region extends to a distance of order of $t$, so $C(t) \cong t^{1-k / N}=t^{1 / 2}$.)
4. The $\boldsymbol{p}$-Laplacian equation. The ingredients in our treatment of (1.1) can be summarized in the following list:
(i) An existence and uniqueness theory for the Cauchy problem with integrable data having compact support;
(ii) The maximum principle;
(iii) Conservation of mass;
(iv) Boundedness for positive solutions;
(v) Equicontinuity;
(vi) Invariance of the equation under mass-preserving rescaling;
(vii) Convergence of nonnegative solutions to a selfsimilar solution, invariant under rescaling;
(viii) Finite propagation (essential for Theorem 1).

All of these properties are true in the case of the equation

$$
\begin{equation*}
u_{t}=\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right) \equiv \Delta_{p}(u) \tag{4.1}
\end{equation*}
$$

when $p>2$. For existence and uniqueness under general initial conditions we refer to [dBH], (ii) and (iii) are well known, and (v) is proved by [dBF]. The equation is invariant under the rescaling

$$
\begin{equation*}
\left(T_{\lambda} u\right)(x, t)=\lambda^{k} u\left(\lambda^{k / N} x, \lambda t\right) \tag{4.2}
\end{equation*}
$$

which formally equals (2.6), but now the value of $k$ is $(p-2+(p / N))^{-1}$, a value which will be kept throughout this section and also in $\S 5$ for $p=m+1$. The fundamental solutions are now of the form

$$
\begin{equation*}
\hat{w}_{M}(x, t)=t^{-k}\left(C-q|\xi|^{p /(p-1)}\right)_{+}^{(p-1) /(p-2)}, \quad \xi=x t^{-k / N} \tag{4.3}
\end{equation*}
$$

where $C$ is again related to the mass $M=\int \hat{w}(x, t) d x ; C=c(p, N) M^{\alpha}$ with $\alpha=$ $p(p-2) k / N(p-1)$, and $q=((p-2) / p)(k / N)^{1 /(p-1)}$. The support of $w$ is given by

$$
\begin{equation*}
|x| \leqq \hat{\rho}_{M}(t)=\hat{b}(p, N)\left(M^{p-2} t\right)^{k / N} \tag{4.4}
\end{equation*}
$$

A smoothing effect of the form

$$
\begin{equation*}
u(x, t) \leqq \hat{w}_{M}(0, t) \equiv \hat{c}(p, N)\left(M^{(p / N)} / t\right)^{k} \tag{4.5}
\end{equation*}
$$

is proved in [V3] (cf. also [Ve]). Finite propagation holds exactly for $p>2$ (cf. [DH], [HV]). Finally, the convergence of $u$ to $\hat{w}_{M}$, as in (1.11), has been proved for $N=1$ in [EV] and is extended to $N>1$ in our paper [KV].

In this way the proofs of § 2 hold and Theorems 1-4 hold for problem (4.1), (1.2), (1.3) (with our present values of $\hat{\omega}_{M}$ and $k$ ).

Remarks. The explicit solutions $\hat{w}_{M}$ appear in [B] for $N=1,2,3$, and have been used by several authors. We have taken some care in writing them down with the different coefficients and exponents attached to them because they are sometimes misprinted in the literature. Observe also that many authors write $p+1$ instead of $p$ (so that $\Delta_{p}(u) \equiv \operatorname{div}\left(|D u|^{p-1} D u\right)$ and then the range is $\left.p>1\right)$.
5. The porous medium equation with zero mass $(\mathbf{N}=1)$. Now we consider the problem

$$
\begin{gather*}
u_{t}=\left(|u|^{m-1} u\right)_{x x} \text { for }(x, t) \in Q=\mathbb{R} \times(0, \infty),  \tag{5.1}\\
u(x, 0)=u_{0}(x) \text { for } x \in \mathbb{R}, \tag{5.2}
\end{gather*}
$$

where $m>1$ and the initial data $u_{0}$ are integrable and have compact support and zero mass

$$
\begin{equation*}
\int u_{0}(x) d x=0 \tag{5.3}
\end{equation*}
$$

We also assume that the first moment is nonzero:

$$
\begin{equation*}
\int x u_{0}(x) d x \neq 0 \tag{5.4}
\end{equation*}
$$

To be specific we take $P=-\int x u_{0}(x) d x>0$. By (formally for the moment) integrating in $x$ from $-\infty$ we obtain for the variable

$$
\begin{equation*}
v(x, t)=\int_{-\infty}^{x} u(y, t) d y \tag{5.5}
\end{equation*}
$$

the problem

$$
\begin{gather*}
v_{t}=\left(\left|v_{x}\right|^{m-1} v_{x}\right)_{x} \quad \text { in } Q,  \tag{5.6}\\
v(x, 0)=v_{0}(x) \quad \text { in } \mathbb{R}, \tag{5.7}
\end{gather*}
$$

where $v_{0}(x)=\int_{-\infty}^{x} u_{0}(y) d y$ is bounded, and has compact support (because of (5.3)) and mass $P$; if $\operatorname{supp}\left(u_{0}\right) \subset[a, b]$ we have

$$
\int_{\mathbb{R}} v_{0}(x) d x=\int_{a}^{b} d x \int_{a}^{x} u_{0}(y) d y=b \int u_{0}(y) d y-\int y u_{0}(y) d y=P
$$

Since the solution $v$ is continuous with $v_{x}$ continuous [dBF] and satisfies (5.6) in a strong sense (cf. [EV]), it is easy to show that $v_{x}$ is a weak solution of (5.1), (5.2). By uniqueness $u=v_{x}$.

By the version of Theorem 1 for the $p$-Laplacian equation (with $p=m+1>2$ ), the solution of problem (5.6), (5.7) becomes nonnegative in finite time. We can now apply the results of [EV] to conclude that $v$ converges to $\hat{w}=\hat{w}_{P}$ as $t \rightarrow \infty$ at a certain rate. Therefore in some sense $v_{x}$ converges to $\hat{w}_{x}$ too. We show next that the convergence is uniform. In fact, in our case $N=1, p=m+1$ we have

$$
\begin{equation*}
\hat{w}=t^{-k}\left(C-q|\xi|^{(m+1) / m}\right)_{+}^{m /(m-1)} \tag{5.8}
\end{equation*}
$$

with $k=1 / 2 m, \xi=x t^{-k}$, and $C=C(m, P)$. Therefore,

$$
\begin{equation*}
z(x, t) \equiv \hat{w}_{x}(x, t)=-d t^{-1 / m} \xi^{1 / m}\left(C-q|\xi|^{(m+1) / m}\right)_{+}^{1 /(m-1)}, \tag{5.9}
\end{equation*}
$$

where $d=q(m+1) /(m-1)$. It is antisymmetric in $x$, positive for $-\hat{\rho}(t)<x<0$, and negative for $0<x<\hat{\rho}(t)$, with $\hat{\rho}(t)=\hat{b}\left(P^{m-1} t\right)^{k}$. It decays like $t^{-1 / m}$ and expands like $t^{1 / 2 m}$, both rates different from the positive case $\left(t^{-1 /(m-1)}\right.$ and $t^{1 /(m+1)}$, respectively).

We have for a general solution Theorem 6 below.
Theorem 6. As $t \rightarrow \infty$

$$
\begin{equation*}
t^{1 / m}|u(x, t)-z(x, t)| \rightarrow 0 \tag{5.10}
\end{equation*}
$$

uniformly in $x \in \mathbb{R}$. Moreover, $u$ vanishes outside a region

$$
\begin{equation*}
s_{1}(t)<x<s_{2}(t), \tag{5.11}
\end{equation*}
$$

where

$$
\begin{array}{ll}
s_{2}(t)=\hat{\rho}_{P}(t)+o(1), & s_{2}(t) \geqq \hat{\rho}_{P}(t), \\
s_{1}(t)=-\hat{\rho}_{P}(t)+o(1), & s_{1}(t) \leqq-\hat{\rho}_{P}(t) . \tag{5.13}
\end{array}
$$

Proof. The result is a consequence of the asymptotic formulas obtained in [EV, $\S 5]$. In fact $s_{1}$ and $s_{2}$ are the left- and right-hand interfaces of $v$, and for large $t$, $v(x, t)>0$ precisely if $s_{1}(t)<x<s_{2}(t)$. Established are not only (5.12) and (5.13), but also estimates for the derivatives

$$
\begin{array}{r}
s_{2}^{\prime}(t)=\hat{\rho}_{P}^{\prime}(t)+o(1 / t) \\
s_{1}^{\prime}(t)=-\hat{\rho}_{P}^{\prime}(t)+o(1 / t) \tag{5.15}
\end{array}
$$

To go further we need to introduce the so-called "pressure variable"

$$
\begin{equation*}
\sigma(x, t)=\frac{m}{m-1} v^{(m-1) / m} \tag{5.16}
\end{equation*}
$$

for which [EV] proves the fundamental estimate

$$
\begin{equation*}
\left(\left|\sigma_{x}\right|^{m-1} \sigma_{x}\right)_{x} \geqq-\frac{1}{2 m t}, \tag{5.17}
\end{equation*}
$$

which is exact for the (pressure of the) solutions $\hat{w}$. Moreover, we have the interface equation

$$
\begin{equation*}
\left(\left|\sigma_{x}\right|^{m-1} \sigma_{x}\right)\left(s_{i}(t), t\right)=-s_{i}^{\prime}(t) \tag{5.18}
\end{equation*}
$$

Combining (5.12)-(5.18) we obtain the estimate

$$
\begin{equation*}
\left|\sigma_{x}\right|^{m-1} \sigma_{x}+\frac{x}{2 m t}=o\left(\frac{1}{t}\right) \tag{5.19}
\end{equation*}
$$

in $s_{1}(t)<x<s_{2}(t)$. Integration gives

$$
\begin{equation*}
\sigma-\hat{\sigma}=o\left(t^{-1 / 2 m}\right) \tag{5.20}
\end{equation*}
$$

where $\hat{\sigma}$ is the pressure corresponding to $\hat{w}_{P}$. Now we observe that $\sigma_{x}=v_{x} v^{-1 / m}$. Hence

$$
\begin{equation*}
u=c(m) \sigma^{1 /(m-1)} \sigma_{x} \tag{5.21}
\end{equation*}
$$

to obtain uniform convergence of $u$ to $z=\hat{w}_{x}$ with an error that decays faster than $t^{-1 / m}$ (we mention the exponent $1 / m$ because it is the decay rate for $z$ and $u$ ).

As the consequence of (5.10), $u$ will be positive in the region $-\hat{\rho}(t)(1-\varepsilon)<x<$ $-\varepsilon \hat{\rho}(t)$ and negative in $\varepsilon \hat{\rho}(t)<x<(1-\varepsilon) \hat{\rho}(t)$ if $0<\varepsilon<1$ and $t \geqq t_{\varepsilon}$. On the other hand, it is easy to prove that $v$ is nondecreasing in $x$ for $x \leqq a$ and nonincreasing for $x \geqq b$ where $[a, b] \supset \operatorname{supp}\left(u_{0}\right)$. Therefore the only region where $u$ changes sign for large $t$ is $a \leqq x \leqq b$.

Similar results hold for $P>0$, i.e., $\int x u_{0}(x) d x>0$ (just change $x$ in $-x$ ). On the contrary, we cannot handle the case where $M=0, P=0$.

Let us mention that solution (5.9) was published by Barenblatt and Zeldovich [ BZ$]$ in 1957, with the observation that it takes a dipole as initial data, $u_{0}(x)=\delta^{\prime}(x)$. Application of (5.6) to study the propagation of (5.1) with $M=0$ appears, e.g., in [HV].

Finally, in order to have some insight about the situation in several dimensions, we discuss briefly the linear heat equation

$$
\begin{equation*}
u_{t}=\Delta u, \quad(x, t) \in Q \tag{5.22}
\end{equation*}
$$

with $u(x, 0)=u_{0}(x) \in L^{1}\left(\mathbb{R}^{N}\right), \int u_{0}(x) d x=0$, and moments

$$
\begin{equation*}
P_{i}=\int x_{i} u_{0}(x) d x \tag{5.23}
\end{equation*}
$$

not all zero. Let $\vec{P}=\left(P_{1}, \cdots, P_{N}\right)$. Then the asymptotic development of $u(x, t)$ has as first term

$$
\begin{equation*}
u(x, t) \cong \sum_{i=1}^{N} P_{i} \cdot \frac{\partial E}{\partial x_{i}}=\frac{\vec{P} \cdot \vec{x}}{4 t} E(x, t) \tag{5.24}
\end{equation*}
$$

which is positive on the half-space $\vec{P} \cdot x>0$ and negative on $\vec{P} \cdot x<0$. Therefore there is a unique pattern (as in $N=1$ ) which has as parameters the amplitude and orientation of the moment vector $\vec{P}$. It is very likely that this situation holds for $m \neq 1$.

## Appendix.

A.1. At the suggestion of one of the referees we prove the necessity of the condition of compact support for the initial data $u_{0}$ (condition (1.4)) in Theorem 1. We do this by constructing an example of a solution that does not become nonnegative in finite time even though its initial data satisfy conditions (1.3) and (1.5).

We consider the solution $u(x, t)$ to (1.1) with $m>1$ and with an initial function $u_{0}(x) \in C\left(\mathbb{R}^{N}\right)$ that is positive in the ball $\{x:|x|<1\}$, negative for $|x|>1$, and satisfies (1.3) and (1.5). Let $v(x, t)$ be the solution with $v(x, 0)$ equal to the positive part of $u_{0}(x)$. Then $v \geqq 0$ and $v \geqq u$ in $\mathbb{R}^{n} \times(0, \infty)$. Moreover, by Theorem 3 there is an increasing function of $t, R(t)$ (which behaves like $t^{k}$ as $t \rightarrow \infty$ according to (1.13)), such that $v(\cdot, t)$ vanishes outside a ball of radius $R(t)$. This means that $u(x, t) \leqq 0$ for every $t>0$ and $|x|>R(t)$.

We now claim that in fact $u(x, t)<0$ whenever $|x|>R(t)$. To prove this, we fix a time $T>0$ and consider the solution $u(x, t)$ in a cylinder of the form $Q=B \times(0, T)$, where $B=B_{\rho}(a)$ is the ball of center $a$, radius $\rho>0$ in $\mathbb{R}^{N}$, and $a$ and $\rho$ satisfy

$$
\begin{equation*}
R(T)+\rho \leqq|a| . \tag{A.1}
\end{equation*}
$$

Then we compare our solution $u$ restricted to the cylinder $Q$ with the solution $w(x, t)$ of the mixed problem

$$
\begin{array}{ll}
w_{t}=\Delta\left(|w|^{m-1} w\right) & \text { in } Q \\
w(x, t)=0 & \text { for }|x-a|=\rho, \quad 0<t<T  \tag{A.2}\\
w(x, 0)=w_{0}(x) & \text { for }|x-a|<\rho
\end{array}
$$

for some suitable $w_{0}$ with $0 \geqq w_{0}(x) \geqq u_{0}(x)$ in $B$. Now it is known [AP] that this problem admits solutions of the separated-variables form

$$
w(x, t)=f(x) /(t+\tau)^{\alpha} \quad \text { with } \alpha=1 /(m-1)
$$

where $\tau>0$ is arbitrary and $f$ is a smooth function that is negative in $B$. By taking $\tau$ large enough we may get $w(x, 0) \geqq u(x, 0)$ in $B$, and since also $w \geqq u$ on the lateral
boundary of $Q$, by the Maximum Principle we conclude that $w(x, t) \geq u(x, t)$. Hence $u(x, t)<0$ in $Q$, which proves our claim. On the other hand, different variations of this example are easy to construct using the same basic idea.
A.2. Since we are commenting on the necessity of the hypotheses of Theorem 1, let us mention that the integrability assumption on $u_{0}$, condition (1.3) together with (1.4), can be weakened into the assumptions

$$
\begin{equation*}
u_{0}^{-} \in L^{1}\left(\mathbb{R}^{N}\right), \tag{A.3}
\end{equation*}
$$

$u_{0}^{-}$has compact support,
i.e., only the negative part of the initial data, $u_{0}^{-}(x)=\max \left(0,-u_{0}(x)\right)$, needs to be integrable and have compact support. Of course, if this happens and $u_{0}^{+} \notin L^{1}\left(\mathbb{R}^{N}\right)$ then $M=\infty$. The proof of this version of Theorem 1 follows from the standard case thanks to the Maximum Principle (consider the solutions $\bar{u}_{n}$ with initial data min ( $\left.u(x), n\right)$, which satisfy Theorem 1 for large $n$ and are smaller than $u$ ).

Acknowledgments. Several improvements in the text are due to a referee's observations, for which the authors are very grateful.
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# UNIFORM ENERGY DECAY RATES FOR EULER-BERNOULLI EQUATIONS WITH FEEDBACK OPERATORS IN THE DIRICHLET/NEUMANN BOUNDARY CONDITIONS* 
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#### Abstract

The uniform stabilization problem is studied for the Euler-Bernoulli equation (though the methods apply also to the corresponding nonconstant coefficient case) defined in a smooth, bounded domain $\Omega$ of $R^{n}$, with suitable dissipative boundary feedback operators. These either are active in both the Dirichlet and Neumann boundary conditions, or are active in only the Dirichlet and inactive in the Neumann boundary condition. The uniform stabilization results presented are fully consistent with recently established exact controllability and optimal regularity theories for the solutions, which in fact motivate the choices of functional spaces in the first place. In particular, these uniform stabilization results require no geometrical conditions on $\Omega$ in the case of active Dirichlet/Neumann feedback operators, and require some geometrical conditions on $\Omega$ in the case of an active feedback operator only in the Dirichlet boundary condition, as is the case of recent exact controllability theories [I. Lasiecka and R. Triggiani, SIAM J. Control Optim., 27 (1989), pp. 330-373]. Moreover, the forms of the dissipative feedback controls are natural consequences of (i) the type of boundary conditions selected; (ii) the choice that the control in the lowest boundary condition be $L_{2}$ in time and space.
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## 1. Introduction, preliminaries, and statement of main results.

1.1. Introduction and literature. Let $\Omega$ be an open bounded domain in $R^{n}, n$ typically $\geqq 2$, with sufficiently smooth boundary $\Gamma$. In $\Omega$ we consider the Euler-Bernoulli mixed problem in $w(t, x)$ on an arbitrary time interval ( $0, T$ ] with Dirichlet and Neumann boundary conditions:

$$
\begin{array}{ll}
w_{t t}+\Delta^{2} w=0 & \text { in }(0, T] \times \Omega, \\
w(0, x)=w_{0}(x), \quad w_{t}(0, x)=w_{1}(x) & \text { in } \Omega, \\
w(t, \sigma)=g_{1}(t, \sigma) & \text { in }(0, T] \times \Gamma, \\
\frac{\partial w}{\partial \nu}(t, \sigma)=g_{2}(t, \sigma) & \text { in }(0, T] \times \Gamma
\end{array}
$$

with nonhomogeneous forcing terms (control functions) $g_{1}$ and $g_{2}$ in the Dirichlet and Neumann boundary conditions. There has recently been a keen resurgence of interest (e.g., [34], [10], [16], and references cited therein) in plate equation theory, of which the Euler-Bernoulli equation (1.1a) is a canonical model, presumably stimulated by two main sources: (i) renewed studies in the dynamics, feasibility, and implementation of so-called large-scale flexible structures envisioned to be employed in space; (ii) recent mathematical advances in regularity theory of second-order mixed hyperbolic

[^3]problems (canonically, the wave equation) of both Dirichlet type [12], [21], [22], [35]) and Neumann type [21]-[24], [36] with $L_{2}$-boundary data. In either case, a prime thrust of motivation has come from dynamical control studies, at either the engineering or the theoretical level.

With reference to the specific problem (1.1), we cite [15], [18], [19], [31] for optimal regularity theory and exact controllability theory with respect to classes of interest for the initial data $\left\{w_{0}, w_{1}\right\}$ and of boundary data $\left\{g_{1}, g_{2}\right\}$, which markedly improved upon regularity of prior literature [17].

In the present paper, we focus on the problem of boundary feedback uniform stabilization for the dynamics (1.1) by explicit feedback operators, to be more properly defined below. Our results are fully consistent with the corresponding exact controllability results [18], [19] with respect not only to the function spaces for $\left\{g_{1}, g_{2}\right\}$ and $\left\{w, w_{t}\right\}$ as mentioned above, but also to the lack of geometrical conditions on $\Omega$ when both $g_{1}$ and $g_{2}$ are active, or to the presence of similar geometrical conditions on $\Omega$-to be expected-when only $g_{1}$ is active while $g_{2}$ is taken $g_{2} \equiv 0$. We note, in passing, that uniform stabilization of (1.1) by means of a feedback operator acting on $\left\{w, w_{t}\right\}$, (defined in terms of the algebraic Riccati operator that arises in the study of the optimal quadratic cost problem on an infinite horizon $0 \leqq t \leqq T=\infty$ ) has already been achieved in the abstract treatment of [5] (see in particular Appendix 2 of [5]) as a consequenceamong others-of the optimal regularity and exact controllability results mentioned before. (Indeed, because of these results, the abstract treatment of the wave equation in [28, §5] also covers, mutatis mutandis, the plate problem (1.1), as noted in [5]. See also [30].)

Mathematically, the present work is guided by, and partially rests upon, techniques developed in two main sources: (i) the studies of exact controllability [18], [19] for problem (1.1); (ii) the study of uniform stabilization of the wave equation with boundary feedback in the Dirichlet boundary conditions [20] and in the Neumann boundary conditions (B.C.) [39]. Of course, these studies must be seen, in turn, in the context of recent investigations including (a) uniform stabilization of the wave equation with feedback in the Neumann boundary conditions [2], [8], [9], [20, § 4]; (b) regularity theory for hyperbolic equations in [12], [21], [22], [35] as well as corresponding exact controllability theory [13], [14], [25], [7], [38]; (c) exact controllability results for Euler-Bernoulli equations with different boundary conditions [13], [14], [26], [27]; and (d) corresponding optimal quadratic cost problems [4], [28], and [5]. We stress the following point of view: we choose $g_{1}$, say, in "open loop" form to be in $L^{2}\left(0, T ; L^{2}(\Gamma)\right), T<\infty$. This determines the corresponding solution of (1.1) with $w_{0}=w_{1}=g_{2}=0$ to be: $\left\{w, w_{t}\right\} \in C([0, T] ; Z)$, where $Z$ is the space identified in (1.6) below. This is an optimal regularity result [15], [19]. Next, we choose $g_{2}$ (respectively, $\left\{w_{0}, w_{1}\right\}$ ) such that the corresponding solution of (1.1) with $g_{1}=w_{0}=w_{1}=0$ (respectively, $g_{1}=g_{2}=0$ ) also produces $\left\{w, w_{t}\right\} \in C([0, T] ; Z)$, again as an optimal regularity result. This leads to $\left\{w_{0}, w_{1}\right\} \in Z$ and $g_{2} \in L^{2}\left(0, T ; H^{-1}(\Gamma)\right)$ [15], [19]. In other words, only one choice is made, that $g_{1} \in L^{2}\left(0, T ; L^{2}(\Gamma)\right)$; then, we work with other data and resulting solutions in corresponding optimal spaces. Our solution of the uniform stabilization problem below is fully consistent with these "open-loop" considerations: uniform stabilization will be achieved in the space $Z$ with controls in feedback form $g_{1} \in L^{2}\left(0, \infty ; L^{2}(\Gamma)\right)$ and $g_{2} \in L^{2}\left(0, \infty ; H^{-1}(\Gamma)\right)$; see Theorem 1.2 below. For other uniform stabilization results for plates, we refer to the monograph [10], as well as to [11], where, however, higher-order boundary conditions are treated. It should be emphasized that all these problems are very sensitive to the particular choice of boundary conditions, which in turn determine the appropriate spaces of solutions. The lower boundary
conditions considered in the present paper, which yield low-regularity spaces for the solutions, make it necessary-unlike the case of higher-order boundary conditions-to transform the original problem (1.1) in $w$ to a new problem ((3.16) in $p$ below), through a suitable change of variable ((3.12) below from $w$ to $p$ ), before applying the correct multipliers (which are different from the multiplers used for higher-order boundary conditions). The case of feedback in $L^{2}\left(0, \infty ; L^{2}(\Gamma)\right)$ only in the Neumann B.C. requires a different state space of optimal regularity, $L^{2}(\Omega) \times H^{-2}(\Omega)$, and different multipliers, and will be reported elsewhere [33]. Sharp results on the lack of uniform stabilization are in [40].
1.2. Formulation of the uniform stabilization problem and main statements. Throughout the paper, we let $A: L^{2}(\Omega) \supset \mathscr{D}(A) \rightarrow L^{2}(\Omega)$ be the positive self-adjoint operator defined by

$$
\begin{equation*}
A f=\Delta^{2} f, \quad \mathscr{D}(A)=H^{4}(\Omega) \cap H_{0}^{2}(\Omega) . \tag{1.2}
\end{equation*}
$$

We have [6], [19, App. C]

$$
\begin{equation*}
\mathscr{D}\left(A^{1 / 4}\right)=H_{0}^{1}(\Omega), \quad \mathscr{D}\left(A^{3 / 4}\right)=V, \quad V=\left\{f \in H^{3}(\Omega):\left.f\right|_{\Gamma}=\left.\frac{\partial f}{\partial \nu}\right|_{\Gamma}=0\right\} \tag{1.3}
\end{equation*}
$$

with equivalent norms. Thus, for $f \in \mathscr{D}\left(A^{1 / 4}\right)=H_{0}^{1}(\Omega)$,

$$
\begin{aligned}
& \|f\|_{\left.\mathscr{D} A^{1 / 4}\right)}=\left\|A^{1 / 4} f\right\|_{L^{2}(\Omega)} \\
& \text { equivalent to }\|f\|_{H^{1}(\Omega)} \\
& \text { in turn equivalent to }\left\{\int_{\Omega}|\nabla f|^{2} d \Omega\right\}^{1 / 2}
\end{aligned}
$$

by Poincaré inequality. Similarly, for $f \in \mathscr{D}\left(A^{3 / 4}\right)=V$,

$$
\begin{equation*}
\|f\|_{\mathscr{D}\left(A^{3 / 4}\right)}=\left\|A^{3 / 4} f\right\|_{L^{2}(\Omega)} \quad \text { equivalent to }\left\{\int_{\Omega}|\nabla(\Delta f)|^{2} d \Omega\right\}^{1 / 2} \tag{1.5}
\end{equation*}
$$

Our optimal space will be

$$
\begin{equation*}
Z=H^{-1}(\Omega) \times V^{\prime}=\left[\mathscr{D}\left(A^{1 / 4}\right)\right]^{\prime} \times\left[\mathscr{D}\left(A^{3 / 4}\right)\right]^{\prime} \tag{1.6}
\end{equation*}
$$

where ' denotes duality with respect to the $L^{2}(\Omega)$-topology.
Next, let $g_{1}=g_{2}=0$ in (1.1). Then, the corresponding evolution of (1.1) is governed by the operator

$$
\mathscr{A}_{0}=\left|\begin{array}{cc}
0 & I \\
-A & 0
\end{array}\right|,
$$

which generates a strongly continuous unitary group on the space $\mathscr{D}\left(A^{1 / 2}\right) \times L^{2}(\Omega)$ with domain $\mathscr{D}\left(\mathscr{A}_{0}\right)=\mathscr{D}(\mathrm{A}) \times \mathscr{D}\left(\mathrm{A}^{1 / 2}\right)$ and hence on the space $Z$ of our interest with domain $\mathscr{D}\left(\mathscr{A}_{0}\right)=\mathscr{D}\left(A^{1 / 4}\right) \times\left[\mathscr{D}\left(A^{1 / 4}\right)\right]^{\prime}=H_{0}^{1}(\Omega) \times H^{-1}(\Omega)$, denoted by $e^{\mathscr{A}_{0} t}$. Thus the free solutions of (1.1) with $g_{1}=g_{2}=0$ are norm preserving on $Z$ :

$$
\left\|\left[w(t), w_{t}(t)\right]\right\|_{Z} \equiv\left\|e^{s_{0} t}\left[w_{0}, w_{1}\right]\right\|_{Z} \equiv\left\|\left[w_{0}, w_{1}\right]\right\|_{Z}, \quad t \in R .
$$

With this well-known result at hand, we can state the aim of the paper. Motivated by, and consistent with, the function spaces in the optimal regularity and exact controllability theories [15], [18], [19] of (1.1), we will study the question of existence and construction of explicit boundary feedback operators $\mathscr{F}_{1}$ and $\mathscr{F}_{2}$ based on the velocity $w_{t}$

$$
\begin{align*}
& w_{t} \in\left[\mathscr{D}\left(A^{3 / 4}\right)\right]^{\prime}=V^{\prime} \rightarrow \mathscr{F}_{1}\left(w_{t}\right) \in L^{2}\left(0, \infty ; L^{2}(\Gamma)\right),  \tag{1.7}\\
& w_{t} \in\left[\mathscr{D}\left(A^{3 / 4}\right)\right]^{\prime}=V^{\prime} \rightarrow \mathscr{F}_{2}\left(w_{t}\right) \in L^{2}\left(0, \infty ; H^{-1}(\Gamma)\right), \tag{1.8}
\end{align*}
$$

such that the boundary feedback functions

$$
\begin{equation*}
g_{1}=\mathscr{F}_{1}\left(w_{t}\right), \quad g_{2}=\mathscr{F}_{2}\left(w_{t}\right) \tag{1.9}
\end{equation*}
$$

inserted in (1.1c, d) produce a strongly continuous (s.c.) (feedback) semigroup on $Z$ that is exponentially stable in the uniform operator norm $\mathscr{L}(Z)$ of the space $Z$ in (1.6). (The feedback $B^{*} P\left[w, w_{t}\right]$ based on the Riccati operator $P$, referred to in $\S 1.1$, acts instead on the full pair $\left\{w, w_{t}\right\}$ [5].)

Choice of operators $\mathscr{F}_{1}$ and $\mathscr{F}_{2}$. It is justified in § 2 (see (2.2)), that the following choices of $\mathscr{F}_{1}$ and $\mathscr{F}_{2}$ :

$$
\begin{align*}
& \text { (1.10) } g_{1}=\mathscr{F}_{1}\left(w_{t}\right)=-k_{1}^{2}(x) G_{1}^{*} A^{-1 / 2} w_{t}=-k_{1}^{2}(x) G_{1}^{*} A A^{-3 / 2} w_{t}=-\left.k_{1}^{2}(x) \frac{\partial \Delta\left(A^{-3 / 2} w_{t}\right)}{\partial \nu}\right|_{\Sigma}, \\
& \qquad \begin{aligned}
g_{2} & =\mathscr{F}_{2}\left(w_{t}\right)=-k_{2}(x) \Lambda^{2} k_{2}(x)\left[G_{2}^{*} A^{-1 / 2} w_{t}\right] \\
& =-k_{2}(x) \Lambda^{2} k^{2}(x)\left[G_{2}^{*} A A^{-3 / 2} w_{t}\right] \\
& =k_{2}(x) \Lambda^{2} k_{2}(x)\left[\Delta\left(A^{-3 / 2} w_{t}\right)\right]_{\Sigma}
\end{aligned}
\end{align*}
$$

provide reasonable candidates for the uniform stabilization problem of (1.1), in the sense that the closed-loop feedback dynamics with (1.10) and (1.11) inserted in (1.1c, d), respectively, is well posed in the semigroup sense in $Z$, and all of its solutions originating in $Z$ decrease as $t \rightarrow+\infty$ in the $Z$-norm. (This, however, does not say that such $Z$-norms decrease to zero as $t \rightarrow+\infty$, let alone in the uniform norm of $\mathscr{L}(Z)$. To show this conclusion will be our major task.) In (1.10), (1.11) we have that:
(a) (1.12) $k_{i}(x)=$ smooth functions on $\Gamma, k_{i}(x) \geqq k_{0} \geqq 0$;
(b) (1.13) $\quad \Lambda$ : isomorphism $H^{s}(\Gamma)$ onto $H^{s-1}(\Gamma)$, self-adjoint on $L^{2}(\Gamma)$ so that for $s=1$, if $\nabla_{\sigma}$ denotes the tangential gradient on $\Gamma$,

$$
\begin{equation*}
\|\Lambda g\|_{L^{2}(\Gamma)}=\|g\|_{H^{1}(\Gamma)}=\left\{\int_{\Gamma}\left|\nabla_{\sigma} g\right|^{2}+g^{2} d \Gamma\right\}^{1 / 2} ; \tag{1.14}
\end{equation*}
$$

(c) The operators $G_{i}^{*}$ are the adjoints, in the sense that

$$
\begin{equation*}
\left(G_{i} g, v\right)_{L^{2}(\Omega)}=\left(g, G_{i}^{*} v\right)_{L^{2}(\Gamma)}, \quad g \in L^{2}(\Gamma), v \in L^{2}(\Omega) \tag{1.15}
\end{equation*}
$$

of the operators $G_{i}$ defined by $G_{1} g_{1}=v$, respectively, $G_{2} g_{2}=y$, where

$$
\begin{array}{llll}
\Delta^{2} v=0 & \text { in } \Omega, & \Delta^{2} y=0 & \text { in } \Omega \\
\left.v\right|_{\Gamma}=g_{1} & \text { on } \Gamma, & \left.y\right|_{\Gamma}=0 & \text { on } \Gamma \\
\left.\frac{\partial v}{\partial \nu}\right|_{\Gamma}=0 & \text { on } \Gamma, & \left.\frac{\partial y}{\partial \nu}\right|_{\Gamma}=g_{2} & \text { on } \Gamma . \tag{1.16c}
\end{array}
$$

Elliptic theory [17], [32] gives for any $s \in R$

$$
\begin{align*}
& G_{1}: \text { continuous } H^{s}(\Gamma) \rightarrow H^{s+1 / 2}(\Omega),  \tag{1.17}\\
& G_{2}: \text { continuous } H^{s}(\Gamma) \rightarrow H^{s+3 / 2}(\Omega) . \tag{1.18}
\end{align*}
$$

Moreover, it is proved by Green's theorem that [19, Lemma 2.0 and Lemma 4.0, respectively]

$$
\begin{array}{ll}
G_{1}^{*} A f=\left.\frac{\partial(\Delta f)}{\partial \nu}\right|_{\Gamma}, & f \in \mathscr{D}(A), \\
G_{2}^{*} A f=-\left.(\Delta f)\right|_{\Gamma}, & f \in \mathscr{D}(A) . \tag{1.20}
\end{array}
$$

Identities (1.19), (1.20) are used in the last steps of (1.10) and (1.11), respectively.

Thus the resulting candidate feedback system, whose stability properties in $Z$ we will investigate, is

$$
\begin{array}{ll}
w_{t u}+\Delta^{2} w=0 & \text { in }(0, \infty) \times \Omega=Q \\
w(0, x)=w_{0}(x): w_{t}(0, x)=w_{1}(x) & \text { in } \Omega, \\
\left.w\right|_{\Sigma}=-\left.k_{1}(x) \frac{\partial \Delta\left(A^{-3 / 2} w_{t}\right)}{\partial \nu}\right|_{\Sigma} & \text { in }(0, \infty) \times \Gamma=\Sigma, \\
\left.\frac{\partial w}{\partial \nu}\right|_{\Sigma}=k_{2}(x) \Lambda^{2} k_{2}(x)\left[\Delta\left(A^{-3 / 2} w_{t}\right)\right]_{\Sigma} & \text { in } \Sigma .
\end{array}
$$

Using the techniques of [21], [37], problem (1.21) can be rewritten more conveniently in abstract form as

$$
\frac{d}{d t}\left|\begin{array}{c}
w  \tag{1.22}\\
w_{t}
\end{array}\right|=\mathscr{A}\left|\begin{array}{c}
w \\
w_{t}
\end{array}\right| \quad \text { on } Z
$$

$$
\begin{align*}
& \mathscr{A}=\left|\begin{array}{cc}
0 & I \\
-A & -A\left[G_{1} k_{1}^{2} G_{1}^{*} A^{-1 / 2}+G_{2} k_{2} \Lambda^{2} k_{2} G_{2}^{*} A^{-1 / 2}\right]
\end{array}\right|, \\
& \mathscr{D}(\mathscr{A})=\{y \in Z: \mathscr{A} y \in Z\} . \tag{1.23}
\end{align*}
$$

A more explicit description of $\mathscr{D}(\mathscr{A})$ will be given below. Our main results are as follows.
Theorem 1.1. (i) (Well-posedness on $Z$ ). The operator $\mathscr{A}$ in (1.23) is dissipative on $Z=\left[\mathscr{D}\left(A^{1 / 4}\right)\right]^{\prime} \times\left[\mathscr{D}\left(A^{3 / 4}\right)\right]^{\prime}$, see (1.6), and satisfies here: range $(\lambda I-\mathscr{A})=Z$ for $\lambda>0$. Thus, by the Lumer-Phillips theorem, $\mathscr{A}$ generates a strongly continuous contraction semigroup $e^{\mathscr{A} t}$ on $Z$. The resolvent operator $R(\lambda, \mathscr{A})$ is given by

$$
\begin{gather*}
R(\lambda, \mathscr{A})=\left|\begin{array}{cc}
\left(I-V^{-1}(\lambda)\right) / \lambda & V^{-1}(\lambda) A^{-1} \\
-V^{-1}(\lambda) & \lambda V^{-1}(\lambda) A^{-1}
\end{array}\right|,  \tag{1.24}\\
V(\lambda)=\left(I+\lambda G_{1} k_{1}^{2} G_{1}^{*} A^{-1 / 2}+\lambda G_{2} k_{2} \Lambda^{2} k_{2} G_{2}^{*} A^{-1 / 2}+\lambda^{2} A^{-1}\right) \tag{1.25}
\end{gather*}
$$

and is compact on $Z$ for $\operatorname{Re} \lambda>0$. Moreover, $0 \in \rho(\mathscr{A})$, the resolvent set of $\mathscr{A}$.
(ii) ( $L_{2}$-boundedness in time of feedback operators.) For $\left\{w_{0}, w_{1}\right\} \in Z$, we have for problem (1.21)

$$
\begin{gather*}
-\left.w\right|_{\Sigma}=k_{1}^{2} G_{1}^{*} A^{-1 / 2} w_{t}=k_{1}^{2} \frac{\partial \Delta\left(A^{-3 / 2} w_{t}\right)}{\partial \nu} \in L^{2}\left(0, \infty ; L^{2}(\Gamma)\right),  \tag{1.26}\\
-\left.\frac{\partial w}{\partial \nu}\right|_{\Sigma}=k_{2} \Lambda^{2} k_{2} G_{2}^{*} A^{-1 / 2} w_{t}=k_{2} \Lambda^{2} k_{2}\left[\Delta\left(A^{-3 / 2} w_{t}\right)\right]_{\Sigma} \in L^{2}\left(0, \infty ; H^{-1}(\Gamma)\right) \tag{1.27}
\end{gather*}
$$

More precisely

$$
\begin{gather*}
\int_{0}^{\infty}\|w\|_{L^{2}(\Gamma)}^{2} d t=\int_{0}^{\infty}\left\|k_{1}^{2} G_{1}^{*} A^{-1 / 2} w_{t}\right\|_{L^{2}(\Gamma)}^{2} d t \leqq\left\|\left\{w_{0}, w_{1}\right\}\right\|_{Z}^{2},  \tag{1.28}\\
\int_{0}^{\infty}\left\|\frac{\partial w}{\partial \nu}\right\|_{L^{2}(\Gamma)}^{2} d t=\int_{0}^{\infty} \int_{\Gamma}\left\|\Lambda k_{2} G_{2}^{*} A^{-1 / 2} w_{t}\right\|_{L^{2}(\Gamma)}^{2} d t \leqq\left\|\left\{w_{0}, w_{1}\right\}\right\|_{Z}^{2} . \tag{1.29}
\end{gather*}
$$

(iii) Now let $k_{2} \equiv 0$, i.e., $(\partial w / \partial \nu)=0$ on $\Sigma$ in (1.21d). Then the resolvent $R(\lambda, \mathscr{A})$ is well defined and compact on $Z$ also on the imaginary axis, and hence for all $\operatorname{Re} \lambda \geqq 0$, provided that the following elliptic uniqueness property holds true: with $\lambda>0$, if $\phi$ solves

$$
\begin{align*}
& \Delta^{2} \phi=\lambda \phi  \tag{1.30}\\
& \left.\phi\right|_{\Gamma}=\left.\frac{\partial \phi}{\partial \nu}\right|_{\Gamma}=\left.\frac{\partial(\Delta \phi)}{\partial \nu}\right|_{\Gamma}=0 \tag{1.31}
\end{align*}
$$

(elliptic problem with three homogeneous boundary conditions) then $\phi \equiv 0$.

Theorem 1.2. (Uniform stabilization on $Z$ with both feedback operators in the absence of geometrical conditions on $\Omega$.) The following property holds for the feedback problem (1.21), or (1.22), (1.23): there are constants $M, \delta>0$ such that, if $k_{0}>0$ in (1.12),

$$
\left\|\left|\begin{array}{c}
w(t)  \tag{1.32}\\
w_{t}(t)
\end{array}\right|\right\|_{z}=\left\|e^{s t}\left|\begin{array}{c}
w_{0} \\
w_{1}
\end{array}\right|\right\|_{z} \leqq M e^{-\delta t}\left\|\left|\begin{array}{c}
w_{0} \\
w_{1}
\end{array}\right|\right\|_{z}, \quad t \geqq 0
$$

Theorem 1.3. (Uniform stabilization on $Z$ with only the first feedback operator $g_{1}$ and $g_{2} \equiv 0$, in the presence of geometrical conditions on $\Omega$.) Consider the feedback problem (1.1) with $g_{1}$ given by (1.10) with $k_{1}(x) \geqq k_{0}>0$ while $g_{2} \equiv 0$, i.e., (1.21) with $(\partial w / \partial \nu)=0$ on $\Sigma$. Then there are constants $M, \delta>0$ such that the uniform decay (1.32) holds true, provided that $\Omega$ satisfies the following geometrical conditions: there exists a smooth vector field $h(x) \in\left[C^{2}(\bar{\Omega})\right]^{n}$ such that
(i) (1.33) $h \cdot \nu \geqq \gamma>0$ on $\Gamma, \nu=$ unit outward normal, $\gamma=$ constant;
(ii) There exists a positive constant $\rho>0$ such that

$$
\begin{gather*}
\int_{\Omega} H(x) v(x) \cdot v(x) d \Omega \geqq \rho \int_{\Omega}|v(x)|_{R^{n}}^{2} d \Omega \quad \forall v(x) \in\left[L^{2}(\Omega)\right]^{n},  \tag{1.34}\\
H(x)=\left|\begin{array}{ccc}
\frac{\partial h_{1}}{\partial x_{1}} & \cdots & \frac{\partial h_{1}}{\partial x_{n}} \\
\vdots & & \vdots \\
\frac{\partial h_{n}}{\partial x_{1}} & \cdots & \frac{\partial h_{n}}{\partial x_{n}}
\end{array}\right| .
\end{gather*}
$$

(A checkable condition for (ii) to hold true is that the symmetric matrix $H(x)+H^{*}(x)$ be uniformly positive definite on $\bar{\Omega}$ ).

Both conditions (i), (ii) are satisfied automatically with $h(x)=x-x_{0}$ if

$$
\begin{equation*}
\left(x-x_{0}\right) \cdot \nu \geqq \gamma>0 \quad \text { on } \Gamma . \tag{1.36}
\end{equation*}
$$

Remark 1.1. In the proof of Theorem 1.2, it will suffice to take a radial vector field $h(x)=x-x_{0}$. Then, in this case, the "const" in (3.2) below can be explicitly estimated (as in Theorem 1.3A below). As a consequence, the proof in [41, Thm. 4.1] provides an explicit estimate of the constant $\delta$ of decay rate in (1.32). The same conclusion that $\delta$ in (1.32) can be explicitly estimated also holds true for Theorem 1.3 in the case where the vector field $h(x)$ postulated there is radial (or linear), in which case Theorem 1.3B is not needed as $K_{2}=0$ in (1.37). The loss of explicit control of the "const" in (3.2) occurs in the proof of Theorem 1.3B, which is needed for a general vector field $h(x)$ (nonlinear) to absorb a "lower-order term." These considerations on the explicit estimate, or lack thereof, of the constant $\delta$ in (1.32) are irrespective of whether we use criterion (3.2) or the equivalent (*) in Remark 3.2: a radial vector field yields an explicit $\delta$, while a more general vector field requires "absorption" of "lower-order terms," and this step loses control of the constant (in the case of criterion $(*)$ in Remark 3.2, by virtue of the proof by contradiction in the compactness/unique argument in, say [19].
(By a local variation of the proof at the level of (3.54), (3.55) below, we may take $\gamma=0$; see [14], [19, footnote 2].) The proof of Theorem 1.3 will be broken up in § 3 into two main results, Theorem 1.3A, B below.

Theorem 1.3A. Consider the feedback problem (1.21) with $\partial w / \partial \nu=0$ on $\Sigma$ in (1.21d), i.e., with $k_{2} \equiv 0$. Then, under assumptions (i)/(1.33) and (ii)/(1.34) in Theorem
1.3, we have for $\beta>0$

$$
\begin{gather*}
\int_{0}^{\infty} e^{-2 \beta t} E(t) d t \leqq K_{1} E(0)+K_{2} \int_{0}^{\infty} e^{-2 \beta t}\left[\left\|A^{-1 / 2} w(t)\right\|_{L^{2}(\Omega)}^{2}+\left\|A^{-1} w_{t}(t)\right\|_{L^{2}(\Omega)}^{2}\right] d t  \tag{1.37}\\
+K_{3} \int_{0}^{\infty} e^{-2 \beta t}\left\|\left.w(t)\right|_{\Gamma}\right\|_{L^{2}(\Gamma)}^{2} d t
\end{gather*}
$$

where $E(t) \equiv\left\|A^{-1 / 4} w(t)\right\|_{L^{2}(\Omega)}^{2}+\left\|A^{-3 / 4} w_{t}(t)\right\|_{L^{2}(\Omega)}^{2}, \quad$ and where the constants $K_{1}, K_{2}, K_{3}$-which can be explicitly estimated from the proof below-are independent of $\beta, 0<\beta \leqq \beta_{0}<\infty$. Also, in particular, $K_{2}=0$ if the assumed vector field $h(x)$ is radial (or linear) ( $K_{2}$ is proportional to max $|\nabla(\operatorname{div} h)|$ over $\left.\bar{\Omega}\right)$.

Theorem 1.3B. Consider the feedback problem (1.21) with $\partial w / \partial \nu=0$ on $\Sigma$ in (1.21d). Then, under uniqueness property assumption (iii) of Theorem 1.3, we have: for every $\varepsilon>0$ there exists $C_{\varepsilon}$ such that for every $0<\beta$

$$
\begin{align*}
\int_{0}^{\infty} & e^{-2 \beta t}\left[\left\|A^{-1 / 2} w(t)\right\|_{L^{2}(\Omega)}^{2}+\left\|A^{-1} w_{t}(t)\right\|_{L^{2}(\Omega)}^{2}\right] d t \\
& \leqq \varepsilon \int_{0}^{\infty} e^{-2 \beta t}\left[\left\|A^{-1 / 4} w(t)\right\|_{L^{2}(\Omega)}^{2}+\left\|A^{-3 / 4} w_{t}(t)\right\|_{L^{2}(\Omega)}^{2}\right]+C_{\varepsilon} E(0) . \tag{1.38}
\end{align*}
$$

## 2. Preliminaries and proof of Theorem 1.1 (sketch).

Step 1. (Abstract model for the closed-loop problem.) We follow the conceptual approach of [21], [37], [39] for the wave equation, and of [19], [26], and [27] for the Euler-Bernoulli problem. The abstract differential version of (1.1)-which corresponds to the integral version of [19, eq. (2.3)] defining the explicit input $\left\{g_{1}, g_{2}\right\} \rightarrow$ solution $\left\{w, w_{t}\right\}$ map-is given in additive form by

$$
\begin{equation*}
w_{t t}=-A w+A G_{1} g_{1}+A G_{2} g_{2} \tag{2.1a}
\end{equation*}
$$

where the operators $G_{i}$ are defined by (1.16), and where the operator $A$ on the right of (2.1a) is the extension, with the same symbol $L^{2}(\Omega) \rightarrow[\mathscr{D}(A)]^{\prime}$ of the original operator in (1.2). The corresponding first-order equation is

$$
\frac{d}{d t}\left|\begin{array}{c}
w  \tag{2.1b}\\
w_{t}
\end{array}\right|=\left|\begin{array}{cc}
0 & I \\
-A & 0
\end{array}\right|\left|\begin{array}{c}
w \\
w_{t}
\end{array}\right|+\left|\begin{array}{c}
0 \\
A G_{1} g_{1}+A G_{2} g_{2}
\end{array}\right|
$$

Since $\left|{ }_{-A}^{0}{ }_{0}^{I}\right|$ is skew-adjoint on $Z$ (see (1.6)), then (2.1b) and (1.6) plainly suggest that we take $g_{1}=-k_{1}^{2} G_{1}^{*} A^{-1 / 2} w_{t}$ and $g_{2}=-k_{2} \Lambda^{2} k_{2} G_{2}^{*} A^{-1 / 2} w_{t}$ (as explicitly noted in (1.10), (1.11)) as natural candidates for feedback stabilization, as this choice then makes the corresponding feedback operator $\mathscr{A}$ defined by (1.23) dissipative on $Z$. Indeed, for $y=\left[y_{1}, y_{2}\right] \in \mathscr{D}(\mathscr{A})$,
$\operatorname{Re}(\mathscr{A} y, y)_{Z}=-\left(A G_{1} k_{1}^{2} G_{1}^{*} A^{-1 / 2} y_{2}, y_{2}\right)_{\left[\mathscr{D}\left(A^{3 / 4}\right)\right]^{3}}-\left(A G_{2} k_{2} \Lambda^{2} k_{2} G_{2}^{*} A^{-1 / 2} y_{2}, y_{2}\right)_{\left[\mathscr{D}\left(A^{3 / 4}\right)\right]^{\top}}$

$$
\begin{align*}
& =-\left(A^{-1 / 2} G_{1} k_{1}^{2} G_{1}^{*} A^{-1 / 2} y_{2}, y_{2}\right)_{L^{2}(\Omega)}-\left(A^{-1 / 2} G_{2} k_{2} \Lambda^{2} k_{2} G_{2}^{*} A^{-1 / 2} y_{2}, y_{2}\right)_{L^{2}(\Omega)}  \tag{2.2}\\
& =-\left\|k_{1} G_{1}^{*} A^{-1 / 2} y_{2}\right\|_{L^{2}(\Gamma)}^{2}-\left\|\Lambda k_{2} G_{2}^{*} A^{-1 / 2} y_{2}\right\|_{L^{2}(\Gamma)}^{2} \leqq 0
\end{align*}
$$

by (1.12), (1.13). Thus the resulting closed-loop problem, where (1.10) and (1.11) are inserted in (1.1c, d), respectively, takes the form

$$
\begin{equation*}
w_{t t}=-A w-A\left[G_{1} k_{1}^{2} G_{1}^{*} A^{-1 / 2} w_{t}+G_{2} k_{2} \Lambda^{2} k_{2} G_{2}^{*} A^{-1 / 2} w_{t}\right] \tag{2.3}
\end{equation*}
$$

on, say, $[\mathscr{D}(A)]^{\prime}$, i.e., takes the explicit p.d.e. form (1.21). Henceforth, unless otherwise noted, we will take $k_{1}(x)=k_{2}(x)=1$ for simplicity of notation when dealing with two feedbacks; and $k_{1}(x) \equiv 1, k_{2} \equiv 0$ when dealing only with the feedback $g_{1}$, while $g_{2} \equiv 0$.

Step 2. (Well-posedness.) Generation by $\mathscr{A}$ of an s.c. semigroup on $Z$ follows via the Lumer-Phillips theorem, since $\mathscr{A}$ is actually maximal dissipative; and indeed direct computations show the explicit expression (1.24), (1.25) of the resolvent operator. To solve $(\lambda I-\mathscr{A}) y=z \in Z$ with $\lambda>0$ fixed, i.e., by (1.23)

$$
\begin{gather*}
\lambda y_{1}-y_{2}=z_{1} \in\left[\mathscr{D}\left(A^{1 / 4}\right)\right]^{\prime},  \tag{2.4}\\
A\left[y_{1}+G_{1} G_{1}^{*} A^{-1 / 2} y_{2}+G_{2} \Lambda^{2} G_{2}^{*} A^{-1 / 2} y_{2}\right]+\lambda y_{2}=z_{2} \in\left[\mathscr{D}\left(A^{3 / 4}\right)\right]^{\prime} \tag{2.5}
\end{gather*}
$$

for $y \in \mathscr{D}(\mathscr{A})$, we apply $\lambda A^{-1}$ to the second equation, subtract off the first, and obtain $V(\lambda) y_{2}=\lambda A^{-1} z_{2}-z_{1} \in\left[\mathscr{D}\left(A^{1 / 4}\right)\right]^{\prime}$ via (1.25). But $V(\lambda)$ is boundedly invertible on $\left[\mathscr{D}\left(A^{1 / 4}\right)\right]^{\prime}$, since equivalently $A^{-1 / 4} V(\lambda) A^{1 / 4}=I+\lambda A^{-1 / 4} G_{1} G_{1}^{*} A^{-1 / 4}+$ $\lambda A^{-1 / 4} G_{2} \Lambda^{2} G_{2}^{*} A^{-1 / 4}+\lambda^{2} A^{-1}$ is boundedly invertible on $L^{2}(\Omega)$ for $\lambda>0$. This way (1.24) is obtained. Finally, from (1.24), compactness of $R(\lambda, \mathscr{A})$ on $Z$ is readily seen to be a consequence of compactness on $L^{2}(\Omega)$ of the following operators:

$$
\begin{array}{ll}
A^{-1 / 4} V^{-1}(\lambda) A^{1 / 4} A^{-1 / 2}, & A^{-3 / 4} V^{-1}(\lambda) A^{1 / 4} A^{-1 / 2} \\
A^{-1 / 4}\left(I-V^{-1}(\lambda)\right) A^{1 / 4}, & A^{-1 / 2} A^{-1 / 4} V^{-1}(\lambda) A^{1 / 4} \tag{2.6}
\end{array}
$$

But the first and the fourth are compact here since, as shown above, $\left(A^{-1 / 4} V(\lambda) A^{1 / 4}\right)^{-1} \in$ $\mathscr{L}\left(L^{2}(\Omega)\right)$ and of course $A^{-1}$ is compact. The same is then seen to hold true for the third operator in (2.6), by

$$
I-V^{-1}(\lambda)=\lambda V^{-1}(\lambda) G_{1} G_{1}^{*} A^{-1 / 2}+\lambda V^{-1}(\lambda) G_{2} \Lambda^{2} G_{2}^{*} A^{-1 / 2}+\lambda^{2} V^{-1}(\lambda) A^{-1}
$$

which is obtained from (1.25) by applying $V^{-1}(\lambda)$ and using the preceding results. Finally, $\mathscr{A} y=0$ yields $y=0$ by (1.23) and $0 \in \rho(\mathscr{A})$.

Step 3. The $L_{2}$-boundedness in time (1.28), (1.29) follows at once from (2.2) with $y=\left[w(t), w_{t}(t)\right]$, since then the left of $(2.2)$ is $\frac{1}{2}(d / d t)\left\|\exp (\mathscr{A} t)\left[w_{0}, w_{1}\right]\right\|_{Z}^{2}$ : integrating in $t$ and using contraction yields the conclusion.

Step 4. By contradiction, let $\lambda=\mathrm{ir}, r$ real $\neq 0$, and let $V(\mathrm{ir}) x=0$. Taking the $\left[\mathscr{D}\left(A^{1 / 4}\right)\right]^{\prime}$-inner product, we obtain from the definition of $V(\cdot)$ in (1.25) (with $k_{2} \equiv 0$ and $k_{1} \equiv 1$ )

$$
\begin{equation*}
G_{1}^{*} A^{-1 / 2} x=G_{1}^{*} A A^{-3 / 2} x=\left.\frac{\partial \Delta}{\partial \nu} A^{-3 / 2} x\right|_{\Gamma}=0 \tag{2.7}
\end{equation*}
$$

using (1.19). Moreover, we obtain using (2.7) in $V(\lambda)$ that $A x=r^{2} x$. Thus, either $x=0$ as desired, or else $x$ is an eigenvector of $A$, say $x=e_{n}$, with eigenvalue $r^{2}$. Thus, $\left.e_{n}\right|_{\Gamma}=\left.\left(\partial e_{n} / \partial \nu\right)\right|_{\Gamma}=0$. Moreover, $A^{-3 / 2} e_{n}=\left(1 / r^{2}\right)^{3 / 2} e_{n}$ and (2.7) implies $\left.\left(\partial \Delta e_{n} / \partial \nu\right)\right|_{\Gamma}=0$. Then the uniqueness property to be proved in Steo 5 implies $x=e_{n}=0$. Thus, the (point) spectrum of $\mathscr{A}$ is in $\operatorname{Re} \lambda<0$.

Step 5. We prove the uniqueness property for problems (1.30), (1.31). Define the nonnegative self-adjoint operator

$$
\begin{equation*}
A f=\Delta^{2} f ; \quad \mathscr{D}(A)=\left\{f \in H^{4}(\Omega):\left.\frac{\partial f}{\partial \nu}\right|_{\Gamma}=\left.\frac{\partial(\Delta f)}{\partial \nu}\right|_{\Gamma}=0\right\} . \tag{2.8}
\end{equation*}
$$

Then plainly

$$
\begin{equation*}
A^{1 / 2} f=-\Delta f ; \quad \mathscr{D}\left(A^{1 / 2}\right)=\left\{f \in H^{2}(\Omega):\left.\frac{\partial f}{\partial \nu}\right|_{\Gamma}=0\right\} . \tag{2.9}
\end{equation*}
$$

Problems (1.30), (1.31) can be rewritten taking $\lambda=r^{2}$, with $r>0$

$$
\begin{equation*}
A \phi=r^{2} \phi \quad \text { plus }\left.\phi\right|_{\Gamma}=0 \tag{2.10}
\end{equation*}
$$

Thus either $\phi \equiv 0$ and we are done, or else $\phi$ is an eigenvector of $A$ with eigenvalue $r^{2}$. Applying $A^{-1 / 2}$ to (2.10) yields $A^{1 / 2} \phi=r \phi$ plus $\left.\phi\right|_{\Gamma}=0$; i.e., by (2.9)

$$
\left\{\begin{array}{l}
-\Delta \phi=r \phi,  \tag{2.11}\\
\left.\phi\right|_{\Gamma}=\left.\frac{\partial \phi}{\partial \nu}\right|_{\Gamma}=0
\end{array}\right.
$$

and (2.11) plainly implies $\phi \equiv 0$ in $\Omega$ (with sufficiently smooth $\Gamma$ ), as desired.

## 3. Proof of Theorems 1.2 and 1.3.

3.1. Preliminaries and a change of variable. For the feedback problem (1.21) in the case of Theorem 1.2 (respectively, (1.21a-c)) and $(\partial w / \partial \nu)_{\Sigma}=0$ in the case of Theorem 1.3) we define (the "energy functional") $E(t) \equiv E(w, t)$ by the squared norm of the semigroup in Theorem 1.1(i) on $Z=\left[\mathscr{D}\left(A^{1 / 4}\right)\right]^{\prime} \times\left[\mathscr{D}\left(A^{3 / 4}\right)\right]^{\prime}$ :

$$
\begin{align*}
E(t) & =\left\|e^{\mathfrak{s t}}\left|\begin{array}{c}
w_{0} \\
w_{1}
\end{array}\right|\right\|_{Z}^{2}=\left\|\left|\begin{array}{c}
w(t) \\
w_{t}(t)
\end{array}\right|\right\|_{Z}^{2}  \tag{3.1}\\
& =\left\|A^{-1 / 4} w(t)\right\|_{L^{2}(\Omega)}^{2}+\left\|A^{-3 / 4} w_{t}(t)\right\|_{L^{2}(\Omega)}^{2} \leqq E(0)
\end{align*}
$$

by the contraction property of Theorem 1.1(i). Our main goal will be, as usual [8], [39], to show that

$$
\begin{equation*}
\int_{0}^{\infty} E(t) d t \leqq \text { const } E(0) \quad \forall\left[w_{0}, w_{1}\right] \in \mathscr{D}(\mathscr{A}) \tag{3.2}
\end{equation*}
$$

where the constant is independent of the initial data [ $w_{0}, w_{1}$ ] whereby (3.2) can be extended by continuity to all $\left\{w_{0}, w_{1}\right\} \in Z$. After this, Datko's theorem [3] will yield the desired uniform bound (1.32). Thus, unless otherwise stated, we assume henceforth that $\left[\mathrm{w}_{0}, \mathrm{w}_{1}\right] \in \mathscr{D}(\mathscr{A})$.

Remark 3.1. Instead of (3.2), we may of course use the other well-known and equivalent criterion for uniform decay of a semigroup: that there is some $0<T<\infty$ such that

$$
\begin{equation*}
E(T) \leqq r E(0), \quad r<1 \quad \text { or } \quad\left\|e^{\mathscr{A} T}\right\|_{\mathscr{L}(Z)}<1 . \tag{*}
\end{equation*}
$$

Generally speaking, each of the two criteria, while requiring very closely related approaches and computations, offers some advantages and some disadvantages over the other. In the case of constant coefficients (canonically, with $\Delta^{2}$ ) and with a radial vector field $h(x)=x-x_{0}$, as in the proof of our Theorem 1.2, the use of $(*)$ offers some streamlining in the computations over use of (3.2): we may take $\beta=0$ below and integrate in time over a finite interval, without needing to show that terms arising from integration by parts in time go to zero as $t \rightarrow \infty$. On the other hand, in the non-constant coefficient case (in space variable) and in working with a general vector field $h(x)$ as in the proof of Theorem 1.3 below, the need arises to absorb "lower-order terms." In using (*), we resort to some arguments of compactness type already used in the corresponding exact controllability results. These, however, ultimately rely on a Holmgren-type uniqueness property, and hence require smooth (analytic) coefficients. In contrast, in using criterion (3.2), absorption of lower-order terms requires a new result, such as our Theorem 1.3B in the case of the present paper. Such a result needs only minimal smoothness of the coefficients (in space); besides, it is of interest in itself. See, for instance, $[8, \S 5]$ for a more general wave equation with Neumann feedback, where the counterpart of (3.2) is used. As noted in Remark 1.1, achievement of an explicit estimate of the constant $\delta$ in (1.32) is irrespective of whether we use criterion
(3.2) or the equivalent condition (*) above. Indeed, it depends on whether $h(x)$ is radial (linear) or not.

Returning to (1.23), we see a more explicit description of $y=\left[y_{1}, y_{2}\right] \in \mathscr{D}(\mathscr{A})$ :
(3.3) $y_{2} \in\left[\mathscr{D}\left(A^{1 / 4}\right)\right]^{\prime} ;$ i.e., $A^{-1 / 4} y_{2} \in L^{2}(\Omega)$, i.e., $y_{2} \in H^{-1}(\Omega)$,

$$
\begin{array}{ll}
\text { (3.4) } & A\left[y_{1}+G_{1} G_{1}^{*} A^{-1 / 2} y_{2}+G_{2} \Lambda^{2} G_{2}^{*} A^{-1 / 2} y_{2}\right] \in\left[\mathscr{D}\left(A^{3 / 4}\right)\right]^{\prime},  \tag{ii}\\
& y_{1}+G_{1} G_{1}^{*} A^{-1 / 2} y_{2}+G_{2} \Lambda^{2} G_{2}^{*} A^{-1 / 2} y_{2} \in \mathscr{D}\left(A^{1 / 4}\right)=H_{0}^{1}(\Omega),
\end{array}
$$

which implies a fortiori

$$
\begin{equation*}
y_{1} \in H^{1}(\Omega) . \tag{3.5}
\end{equation*}
$$

Conclusion (3.5) is a consequence of $A^{-1 / 2} y_{2} \in H_{0}^{1}(\Omega)$ by (3.3) and (1.3a), and of the following maps:

$$
\begin{align*}
& G_{1} G_{1}^{*}: \text { continuous } \mathscr{D}\left(A^{1 / 4}\right)=H_{0}^{1}(\Omega) \rightarrow H^{2}(\Omega),  \tag{3.6}\\
& G_{2} \Lambda^{2} G_{2}^{*}: \text { continuous } \mathscr{D}\left(A^{1 / 4}\right)=H_{0}^{1}(\Omega) \rightarrow H^{2}(\Omega) . \tag{3.7}
\end{align*}
$$

Indeed, returning to (1.17) and (1.18), we see that these imply, respectively,

$$
\begin{equation*}
G_{1}^{*}: \text { continuous } H_{0}^{1}(\Omega) \rightarrow H^{3 / 2}(\Gamma) \tag{3.8}
\end{equation*}
$$

by duality on (1.17) with $s=-\frac{3}{2}$, and

$$
\begin{equation*}
G_{2}^{*}: \text { continuous } H_{0}^{1}(\Omega) \rightarrow H^{5 / 2}(\Gamma) \tag{3.9}
\end{equation*}
$$

by duality on (1.18) with $s=-\frac{5}{2}$. Then (3.8), followed by (1.17) with $s=\frac{3}{2}$, yields (3.6). Also, (3.9) and the definition (1.13) of $\Lambda$ gives first

$$
\begin{equation*}
\Lambda^{2} G_{2}^{*}: \text { continuous } H_{0}^{1}(\Omega) \rightarrow H^{1 / 2}(\Gamma) \tag{3.10}
\end{equation*}
$$

this followed by (1.18) with $s=\frac{1}{2}$ yields (3.7). Finally, (3.6), (3.7) used in (3.4) yield (3.5) via (3.3) as desired. Next, by Theorem 1.1(i),

$$
\begin{equation*}
\text { If }\left\{w_{0}, w_{1}\right\} \in \mathscr{D}(\mathscr{A}) \text { then }\left\{w(t), w_{t}(t)\right\} \in C([0, T] ; \mathscr{D}(\mathscr{A})) \tag{3.11a}
\end{equation*}
$$

and thus by (3.3) and (3.5)
(3.11b) $\quad A^{-1 / 4} w_{t} \in C\left([0, T] ; L^{2}(\Omega)\right), \quad w \in C\left([0, T] ; H^{1}(\Omega)\right), \quad\left\{w_{0}, w_{1}\right\} \in \mathscr{D}(\mathscr{A})$.

Motivated by the multiplier techniques of [18] and [19], and by [20], we introduce a new variable $p$ by setting $A^{3 / 4} p=A^{-3 / 4} w_{t}$; i.e.,

$$
p=A^{-3 / 2} w_{t} \in \begin{cases}C\left([0, T] ; \mathscr{D}\left(A^{3 / 4}\right)\right) & \text { if }\left\{w_{0}, w_{1}\right\} \in Z,  \tag{3.12a,b}\\ C\left([0, T] ; \mathscr{D}\left(A^{5 / 4}\right)\right) & \text { if }\left\{w_{0}, w_{1}\right\} \in \mathscr{D}(\mathscr{A}) ;\end{cases}
$$

see (1.6), Theorem $1.1(\mathrm{i})$ and (3.11b) respectively. Thus, by (2.3),
(3.13a, b)

$$
p_{t}=A^{-3 / 2} w_{t t}=-A^{-1 / 2}\left[w+G_{1} G_{1}^{*} A^{-1 / 2} w_{t}+G_{2} \Lambda^{2} G_{2}^{*} A^{-1 / 2} w_{t}\right]
$$

$$
\in \begin{cases}L^{2}\left(0, T ; \mathscr{D}\left(A^{1 / 4}\right)\right) & \text { if }\left\{w_{0}, w_{1}\right\} \in Z, \\ C\left([0, T] ; \mathscr{D}\left(A^{3 / 4}\right)\right. & \text { if }\left\{w_{0}, w_{1}\right\} \in \mathscr{D}(\mathscr{A})\end{cases}
$$

where the regularity follows from Theorem 1.1(i), (1.28), (1.29), or (3.11a), (3.4), respectively; hence

$$
\begin{gather*}
p_{t t}=-A^{-1 / 2}\left[w_{t}+G_{1} G_{1}^{*} A^{-1 / 2} w_{t t}+G_{2} \Lambda^{2} G_{2}^{*} A^{-1 / 2} w_{t t}\right],  \tag{3.14a}\\
p_{t t}=-A p+F_{1}+F_{2},  \tag{3.14b}\\
F_{1}=-A^{-1 / 2} G_{1} G_{1}^{*} A^{-1 / 2} w_{t t}, \quad F_{2}=-A^{-1 / 2} G_{2} \Lambda^{2} G_{2}^{*} A^{-1 / 2} w_{t t} . \tag{3.15}
\end{gather*}
$$

In terms of the scalar function $p(t, x), x \in \Omega$, corresponding to the vector-valued function $p(t)=p(t, \cdot)$, the abstract equation (3.14b) can be rewritten explicitly as the following Euler-Bernoulli homogeneous problem with initial condition (I.C.) well defined at $t_{0}>0$ by (3.13b) and (2.3) for $w_{t t}\left(t_{0}\right)$
(3.16a) $p_{t t}+\Delta^{2} p=F_{1}+F_{2}$
in $\left(t_{0}, \infty\right) \times \Omega=Q$,

$$
\begin{equation*}
p\left(t_{0}, x\right)=p_{0}=A^{-3 / 2} w_{t}\left(t_{0}\right) ; p_{t}\left(t_{0}, x\right)=p_{1}=A^{-3 / 2} w_{t t}\left(t_{0}\right) \quad \text { in } \Omega \tag{3.16b}
\end{equation*}
$$

$$
\begin{array}{ll}
\left.p\right|_{\Sigma}=0 & \text { in }\left(t_{0}\right.  \tag{3.16c}\\
\left.\frac{\partial p}{\partial y} \right\rvert\,=0 & \text { in } \Sigma
\end{array}
$$

$$
\text { in }\left(t_{0}, \infty\right) \times \Gamma=\Sigma \text {, }
$$

(3.16d) $\left.\frac{\partial p}{\partial \nu}\right|_{\Sigma}=0$
where the homogeneous boundary conditions are a consequence of $p \in \mathscr{D}\left(A^{3 / 4}\right)$ from (3.12), and of (1.3). In our argument in the sequel, we will have to consider pointwise values $p_{t}(t)$. Note from (3.13b) that these make sense for initial data $\left\{w_{0}, w_{1}\right\} \in \mathscr{D}(\mathscr{A})$ as assumed, while from (3.13a) the pointwise meaning of $p_{t}$ in $H_{0}^{1}(\Omega)=\mathscr{D}\left(A^{1 / 4}\right)$ is lost for general initial data in $Z$. In the analysis below of the $p$-system (3.16), we will use the crucial results, from (1.3)-(1.5) via (3.12) and (3.13), that

$$
\begin{gather*}
\left\|A^{-3 / 4} w_{t}\right\|_{L^{2}(\Omega)}=\left\|A^{3 / 4} p\right\|_{L^{2}(\Omega)} \quad \text { equivalent to }\left\{\int_{\Omega}|\nabla(\Delta p)|^{2} d \Omega\right\}^{1 / 2},  \tag{3.17}\\
\left\|A^{3 / 4} p(t)\right\|_{L^{2}(\Omega)}^{2} \leqq E(0) \quad \forall t \geqq 0  \tag{3.18}\\
A^{1 / 4} p_{t}=-A^{-1 / 4} w+O\left(\left\|G_{1}^{*} A^{-1 / 2} w_{t}\right\|_{L^{2}(\Gamma)}+\left\|\Lambda G_{2}^{*} A^{-1 / 2} w_{t}\right\|_{L^{2}(\Gamma)}\right), \tag{3.19}
\end{gather*}
$$

the $L^{2}(\Gamma)$-terms being the feedback in (1.28), (1.29), since $G_{1}$ and $G_{2} \Lambda$ are bounded on $L^{2}(\Gamma)$ and

$$
\begin{equation*}
\left\|A^{1 / 4} p_{t}\right\|_{L^{2}(\Omega)} \quad \text { equivalent to }\left\{\int_{\Omega}\left|\nabla p_{t}\right|^{2} d \Omega\right\}^{1 / 2} . \tag{3.20}
\end{equation*}
$$

In (3.19) the symbol $O$ means, as usual, bounded above by a constant. The norms on the right of (3.17) and (3.20) will arise in the multiplier approach used below (following [18], [19]); this justifies the need to introduce the variable $p$. Before applying the multiplier approach, we need to note what follows. Since $\lambda=0 \in \rho(\mathscr{A})$, the resolvent set of $\mathscr{A}$, by Theorem 1.1(i), we have for $\left\{w_{0}, w_{1}\right\} \in \mathscr{D}(\mathscr{A})$

$$
\left\|\left|\begin{array}{c}
w(t)  \tag{3.21}\\
w_{t}(t)
\end{array}\right|\right\|_{\mathscr{D}(\mathscr{A})}=\left\|e^{\mathscr{A} t}\left|\begin{array}{c}
w_{0} \\
w_{1}
\end{array}\right|\right\|_{\mathscr{D}(\mathscr{A})}=\left\|e^{\mathscr{A} t} \mathscr{A}\left|\begin{array}{c}
w_{0} \\
w_{1}
\end{array}\right|\right\|_{Z} \leqq\left\|\mathscr{A}\left|\begin{array}{c}
w_{0} \\
w_{1}
\end{array}\right|\right\|_{z} \quad t \geqq 0
$$

by the contraction property. A fortiori, (3.21) implies via (3.11b) for $\left\{w_{0}, w_{1}\right\} \in \mathscr{D}(\mathscr{A})$

$$
\|w(t)\|_{H^{1}(\Omega)}^{2}+\left\|A^{-1 / 4} w_{t}(t)\right\|_{L^{2}(\Omega)}^{2} \leqq\left\|\mathscr{A}\left|\begin{array}{l}
w_{0}  \tag{3.22}\\
w_{1}
\end{array}\right|\right\|_{Z}^{2} \quad \forall t \geqq t_{0} .
$$

By (3.12), $A^{5 / 4} p(t)=A^{-1 / 4} w_{t}(t)$, and by (3.13)

$$
\begin{align*}
A^{1 / 4} p_{t}(t)=- & A^{-1 / 4} w(t)-A^{-1 / 4} G_{1} G_{1}^{*} A^{-1 / 4} A^{-1 / 4} w_{t}(t)  \tag{3.23}\\
& -A^{-1 / 4} G_{2} \Lambda^{2} G_{2}^{*} A^{-1 / 4} A^{-1 / 4} w_{t}(t),
\end{align*}
$$

so that from (3.22) we obtain

$$
\left\|A^{5 / 4} p(t)\right\|_{L^{2}(\Omega)}^{2}+\left\|A^{1 / 4} p_{t}(t)\right\|_{L^{2}(\Omega)}^{2} \leqq \mathrm{const}\left\{E\left(t_{0}\right)+\left\|\mathscr{A}\left|\begin{array}{l}
w_{0}  \tag{3.24}\\
w_{1}
\end{array}\right|\right\|_{Z}^{2}\right\}, \quad t \geqq t_{0}
$$

since $A^{-1 / 4} w(t) \in C\left([0, T] ; L^{2}(\Omega)\right)$ for all $\left\{w_{0}, w_{1}\right\} \in Z$ and $G_{1} G_{1}^{*} A^{-1 / 4}$ are bounded on $L^{2}(\Omega)$ (see (3.6) and (3.7)).

### 3.2. An identity for the $\boldsymbol{p}$-system.

Proposition 3.1. The following identity holds true for problem (3.16), where $\left\{w_{0}, w_{1}\right\} \in \mathscr{D}(\mathscr{A})$; hence $\left\{p_{0}, p_{1}\right\} \in \mathscr{D}\left(A^{5 / 4}\right) \times \mathscr{D}\left(A^{3 / 4}\right)$ by (3.12b), (3.13b), where $\beta>0$ is an arbitrary constant, and $Q=\left(t_{0}, \infty\right) \times \Omega, \Sigma=\left(t_{0}, \infty\right) \times \Gamma$, and $h(x)$ is a smooth vector field:

$$
\begin{align*}
& \int_{\Sigma} e^{-2 \beta t} \frac{\partial(\Delta p)}{\partial \nu} h \cdot \nabla(\Delta p) d \Sigma-\frac{1}{2} \int_{\Sigma} e^{-2 \beta t}|\nabla(\Delta p)|^{2} h \cdot \nu d \Sigma \\
&=\int_{Q} e^{-2 \beta t} H \nabla(\Delta p) \cdot \nabla(\Delta p) d Q+\int_{Q} e^{-2 \beta t} H \nabla p_{t} \cdot \nabla p_{t} d Q \\
&+\int_{Q} e^{-2 \beta t} p_{t} \nabla p_{t} \cdot \nabla(\operatorname{div} h) d Q  \tag{3.25}\\
&+\frac{1}{2} \int_{Q} e^{-2 \beta t}\left\{\left|\nabla p_{t}\right|^{2}-|\nabla(\Delta p)|^{2}\right\} \operatorname{div} h d Q \\
&+\int_{Q} e^{-2 \beta t}\left(F_{1}+F_{2}\right) h \cdot \nabla(\Delta p) d Q \\
&-2 \beta \int_{Q} e^{-2 \beta t} p_{t} h \cdot \nabla(\Delta p) d Q+e^{-2 \beta t_{0}}\left(p_{1}, h \cdot \nabla\left(\Delta p_{0}\right)\right)_{\Omega}
\end{align*}
$$

Proof. Most of the proof is carried out in Appendix A and Leads to identities (A.8) and (A.10). It only remains to show that for the assumed initial data

$$
\begin{equation*}
\lim _{T \rightarrow x} e^{-2 \beta T}\left(p_{t}(T), h \cdot \nabla(\Delta p(T))\right)_{\Omega}=0 \tag{3.26}
\end{equation*}
$$

Indeed, we have by using (3.17), (3.18) with $T \geqq t_{0}$, and (3.24)

$$
\begin{align*}
\mid\left(p_{t}(T), h \cdot \nabla(\Delta p(T))_{\Omega} \mid\right. & \leqq c_{h}\left\{\left\|p_{t}(T)\right\|_{L^{2}(\Omega)}^{2}+\left\|A^{3 / 4} p(T)\right\|_{L^{2}(\Omega)}^{2}\right\} \\
& \leqq \mathrm{const}\left\{E\left(t_{0}\right)+\left\|\mathscr{A}\left|\begin{array}{c}
w_{0} \\
w_{1}
\end{array}\right|\right\|_{z}^{2}\right\} . \tag{3.27}
\end{align*}
$$

It will be shown below that all the terms in (3.25) are well defined. But before doing so, we will rewrite the fourth integral over $Q$ on the right of (3.25) in a more convenient form.

Proposition 3.2. The following identity holds true for problem (3.16), where $\left\{w_{0}, w_{1}\right\} \in \mathscr{D}(\mathscr{A})$ and $\beta>0$

$$
\begin{align*}
& \int_{Q} e^{-2 \beta t}\left\{\left|\nabla p_{t}\right|^{2}-|\nabla(\Delta p)|^{2}\right\} \operatorname{div} h d Q \\
&=-\int_{\Sigma} e^{-2 \beta t} \frac{\partial(\Delta p)}{\partial \nu} \Delta p \operatorname{div} h d \Sigma+\int_{Q} e^{-2 \beta t}\left(F_{1}+F_{2}\right) \Delta p \operatorname{div} h d Q \\
&+\int_{Q} e^{-2 \beta t} \Delta p \nabla(\Delta p) \cdot \nabla(\operatorname{div} h) d Q-2 \beta \int_{Q} e^{-2 \beta t} p_{t} \Delta p \operatorname{div} h d Q  \tag{3.28}\\
&-\int_{Q} e^{-2 \beta t} p_{t} \nabla p_{t} \cdot(\operatorname{div} h) d Q+e^{-2 \beta t_{0}}\left(p_{1}, \Delta p_{0} \operatorname{div} h\right)_{\Omega} .
\end{align*}
$$

Proof. Most of the proof is carried out in Appendix B and leads to identity (B.4). We must show only that

$$
\begin{equation*}
\lim _{T \rightarrow \infty} e^{-2 \beta T} \int_{\Omega} \nabla p(T) \cdot \nabla\left(p_{t}(T) \operatorname{div} h\right) d \Omega=0 \tag{3.29}
\end{equation*}
$$

for the assumed initial data. Indeed, as in (3.27) we have by (3.20) and (3.24) for $T \geqq t_{0}$,

$$
\begin{align*}
\left|\int_{\Omega} \nabla p(T) \cdot \nabla\left(p_{t}(T) \operatorname{div} h\right) d \Omega\right| & \leqq C_{h}\left\{\left\|A^{1 / 4} p(T)\right\|_{L^{2}(\Omega)}^{2}+\left\|A^{1 / 4} p_{t}(T)\right\|_{L^{2}(\Omega)}^{2}\right\} \\
& \leqq \mathrm{const}\left\{E\left(t_{0}\right)+\left\|\mathscr{A}\left|\begin{array}{c}
w_{0} \\
w_{1}
\end{array}\right|\right\|_{Z}^{2}\right\} . \tag{3.30}
\end{align*}
$$

By combining Proposition 3.1 with Proposition 3.2 we readily obtain the following final identity.

Proposition 3.3. The following identity holds true for problem (3.16), where $\left\{w_{0}, w_{1}\right\} \in \mathscr{D}(\mathscr{A}), \beta>0$ is an arbitrary constant, and $Q=\left(t_{0}, \infty\right) \times \Omega ; \Sigma=\left(t_{0}, \infty\right) \times \Gamma$; and $h(x)$ is a smooth vector field

$$
\begin{aligned}
\int_{\Sigma} e^{-2 \beta t} & \frac{\partial(\Delta p)}{\partial \nu} h \cdot \nabla(\Delta p) d \Sigma-\frac{1}{2} \int_{\Sigma} e^{-2 \beta t}|\nabla(\Delta p)|^{2} h \cdot \nu d \Sigma \\
& +\frac{1}{2} \int_{\Sigma} e^{-2 \beta t} \frac{\partial(\Delta p)}{\partial \nu} \Delta p \operatorname{div} h d \Sigma \\
= & \int_{Q} e^{-2 \beta t} H \nabla(\Delta p) \cdot \nabla(\Delta p) d Q+\int_{Q} e^{-2 \beta t} H \nabla p_{t} \cdot \nabla p_{t} d Q \\
& +\int_{Q} e^{-2 \beta t}\left(F_{1}+F_{2}\right) h \cdot \nabla(\Delta p) d Q+\frac{1}{2} \int_{Q} e^{-2 \beta t}\left(F_{1}+F_{2}\right) \Delta p \operatorname{div} h d Q \\
& +\frac{1}{2} \int_{Q} e^{-2 \beta t} p_{t} \nabla p_{t} \cdot \nabla(\operatorname{div} h) d Q+\frac{1}{2} \int_{Q} e^{-2 \beta t} \Delta p \nabla(\Delta p) \cdot \nabla(\operatorname{div} h) d Q \\
& -2 \beta \int_{Q} e^{-2 \beta t} p_{t} h \cdot \nabla(\Delta p) d Q-\beta \int_{Q} e^{-2 \beta t} p_{t} \Delta p \operatorname{div} h d Q \\
& +e^{-2 \beta t_{0}}\left(p_{1}, h \cdot \nabla\left(\Delta p_{0}\right)\right)_{\Omega}+\frac{1}{2} e^{-2 \beta t_{0}}\left(p_{1}, \Delta p_{0} \operatorname{div} h\right)_{\Omega} .
\end{aligned}
$$

The analysis below will show a fortiori that the terms in identity (3.31) are well defined by establishing appropriate estimates thereof.
3.3. Analysis of the terms involving $\boldsymbol{F}_{\boldsymbol{i}}$ and the initial data. Crucial terms are those involving $F_{1}, F_{2}$ multiplied by $h \cdot \nabla(\Delta p)$.

Proposition 3.4. For $\left\{w_{0}, w_{1}\right\} \in \mathscr{D}(\mathscr{A})$, we have the following identity with $\beta>0$ : (a)

$$
\begin{aligned}
\int_{Q} e^{-2 \beta t}( & \left.F_{1}+F_{2}\right) h \cdot \nabla(\Delta p) d Q+e^{-2 \beta t_{0}}\left(p_{1}, h \cdot \nabla\left(\Delta p_{0}\right)\right)_{\Omega} \\
& -e^{-2 \beta t_{0}}\left(A^{-1 / 2} w\left(t_{0}\right), h \cdot \nabla\left(\Delta p_{0}\right)\right)_{\Omega} \\
= & \int_{t_{0}}^{\infty} e^{-2 \beta t}\left(A^{-1 / 2} G_{1} G_{1}^{*} A^{-1 / 2} w_{t}+A^{-1 / 2} G_{2} \Lambda^{2} G_{2}^{*} A^{-1 / 2} w_{t}, h \cdot \nabla\left(\Delta p_{t}\right)\right)_{\Omega} d t \\
& +2 \beta \int_{t_{0}}^{\infty} e^{-2 \beta t}\left(A^{-1 / 2} G_{1} G_{1}^{*} A^{-1 / 2} w_{t}\right. \\
& \left.+A^{-1 / 2} G_{2} \Lambda^{2} G_{2}^{*} A^{-1 / 2} w_{t}, h \cdot \nabla(\Delta p)\right)_{\Omega} d t .
\end{aligned}
$$

(b) For $\left\{w_{0}, w_{1}\right\} \in \mathscr{D}(\mathscr{A})$ and for any $\varepsilon>0$, the following estimate holds for the first term of (3.32):

$$
\begin{align*}
& \int_{t_{0}}^{\infty} e^{-2 \beta t}\left(A^{-1 / 2} G_{1} G_{1}^{*} A^{-1 / 2} w_{t}+A^{-1 / 2} G_{2} \Lambda^{2} G_{2}^{*} A^{-1 / 2} w_{t}, h \cdot \nabla\left(\Delta p_{t}\right)\right)_{\Omega} d t \\
& \quad=\frac{1}{\varepsilon} O\left\{\int_{t_{0}}^{\infty} e^{-2 \beta t}\left[\left\|G_{1}^{*} A^{-1 / 2} w_{t}\right\|_{L^{2}(\Gamma)}^{2}+\left\|\Lambda G_{2}^{*} A^{-1 / 2} w_{t}\right\|_{L^{2}(\Gamma)}^{2}\right] d t\right\}  \tag{3.33}\\
& \quad+\varepsilon\left\{\int_{t_{0}}^{\infty} e^{-2 \beta t} E(t) d t\right\}
\end{align*}
$$

where $O$ denotes upper bound with a multiplicative constant independent of $\beta$, and $t_{0}$ and the right-hand side of (3.33) are finite by Theorem 1.1(ii), (1.28), (1.29), and the contraction property (3.1) of $E(t)$.
(c)

$$
\begin{aligned}
& \int_{Q} e^{-2 \beta t}\left(F_{1}+F_{2}\right) h \cdot \nabla(\Delta p) d Q+e^{-2 \beta t_{0}}\left(p_{1}, h \cdot \nabla\left(\Delta p_{0}\right)\right)_{\Omega} \\
& \quad= \\
& O\left\{E\left(t_{0}\right)\right\}+\frac{1}{\varepsilon} O\left\{\int_{t_{0}}^{\infty} e^{-2 \beta t}\left[\left\|G_{1}^{*} A^{-1 / 2} w_{t}\right\|_{L^{2}(\Gamma)}^{2}+\left\|\Lambda G_{2}^{*} A^{-1 / 2} w_{t}\right\|_{L^{2}(\Gamma)}^{2}\right] d t\right\} \\
& \quad+\varepsilon\left\{\int_{t_{0}}^{\infty} e^{-2 \beta t} E(t) d t\right\} .
\end{aligned}
$$

Proof. (a) Recalling $F_{1}$ from (3.15) and integrating by parts in $t$ we obtain

$$
\begin{aligned}
-\int_{Q} e^{-2 \beta t} F_{1} h \cdot \nabla(\Delta p) d Q= & \int_{t_{0}}^{\infty}\left(A^{-1 / 2} G_{1} G_{1}^{*} A^{-1 / 2} w_{t t}, e^{-2 \beta t} h \cdot \nabla(\Delta p)\right)_{\Omega} d t \\
= & -e^{-2 \beta t_{0}}\left(A^{-1 / 2} G_{1} G_{1}^{*} A^{-1 / 2} w_{t}\left(t_{0}\right), h \cdot \nabla\left(\Delta p_{0}\right)\right)_{\Omega} \\
& +2 \beta \int_{t_{0}}^{\infty} e^{-2 \beta t}\left(A^{-1 / 2} G_{1} G_{1}^{*} A^{-1 / 2} w_{t}, h \cdot \nabla(\Delta p)\right)_{\Omega} d t \\
& -\int_{t_{0}}^{\infty} e^{-2 \beta t}\left(A^{-1 / 2} G_{1} G_{1}^{*} A^{-1 / 2} w_{t}, h \cdot \nabla\left(\Delta p_{t}\right)\right)_{\Omega} d t
\end{aligned}
$$

since for $\left\{w_{0}, w_{1}\right\} \in \mathscr{D}(\mathscr{A})$ as assumed we have

$$
\begin{equation*}
\lim _{T \rightarrow \infty} e^{-2 \beta T}\left(A^{-1 / 2} G_{1} G_{1}^{*} A^{-1 / 2} w_{t}(T), h \cdot \nabla(\Delta p(T))_{\Omega}=0 .\right. \tag{3.36}
\end{equation*}
$$

Since $A^{-1 / 2} G_{1} G_{1}^{*}$ is a bounded operator on $L^{2}(\Omega)$, we arrive at (3.36) readily by applying the Schwarz inequality to the inner product in $\Omega$, using $\left\|A^{-1 / 2} w_{t}(T)\right\|=$ $\|A p(T)\|$ by (3.12) and $\||\nabla(\Delta p(T))|\| \sim\left\|A^{3 / 4} p(T)\right\|$ by (3.17), and recalling (3.24). Similarly, recalling $F_{2}$ from (3.15) we obtain, integrating by parts in $t$,

$$
\begin{align*}
-\int_{Q} e^{-2 \beta t} F_{2} h \cdot \nabla(\Delta p) d Q= & \int_{t_{0}}^{\infty}\left(A^{-1 / 2} G_{2} \Lambda^{2} G_{2}^{*} A^{-1 / 2} w_{t t}, e^{-2 \beta t} h \cdot \nabla(\Delta p)\right)_{\Omega} d t \\
= & -e^{-2 \beta t_{0}}\left(A^{-1 / 2} G_{2} \Lambda^{2} G_{2}^{*} A^{-1 / 2} w_{t}\left(t_{0}\right), h \cdot \nabla\left(\Delta p_{0}\right)\right)_{\Omega}  \tag{3.37}\\
& +2 \beta \int_{t_{0}}^{\infty} e^{-2 \beta t}\left(A^{-1 / 2} G_{2} \Lambda^{2} G_{2}^{*} A^{-1 / 2} w_{t}, h \cdot \nabla(\Delta p)\right)_{\Omega} d t \\
8) & -\int_{t_{0}}^{\infty} e^{-2 \beta t}\left(A^{-1 / 2} G_{2} \Lambda^{2} G_{2}^{*} A^{-1 / 2} w_{t}, h \cdot \nabla\left(\Delta p_{t}\right)\right)_{\Omega} d t \tag{3.38}
\end{align*}
$$

since for $\left\{w_{0}, w_{1}\right\} \in \mathscr{D}(\mathscr{A})$ as assumed we have

$$
\begin{equation*}
\lim _{T \rightarrow \infty} e^{-2 \beta T}\left(A^{-1 / 2} G_{2} \Lambda^{2} G_{2}^{*} A^{-1 / 2} w_{t}(T), h \cdot \nabla(\Delta p(T))\right)_{\Omega}=0 . \tag{3.39}
\end{equation*}
$$

An argument similar to the one below (3.36) establishes (3.39), this time with $A^{-1 / 2} G_{2} \Lambda^{2} G_{2}^{*} A^{-1 / 4}$ a bounded operator on $L^{2}(\Omega)$ by (3.7), and with $\left\|A^{-1 / 4} w_{t}(T)\right\|=$ $\left\|A^{5 / 4} p(T)\right\|$ by (3.12), so that we can once again invoke (3.24). Finally, to obtain (3.32), we sum up (3.35) with (3.37) and use (3.13) in combining the two (, $)_{\Omega}$-terms for $t=t_{0}$. Part (a) is proved.
(b) We treat each term on the left of (3.33) separately. We will use the following lemma.

Lemma 3.5. For $h=\left[h_{1}(x), \cdots, h_{n}(x)\right] \in\left[C^{2}(\bar{\Omega})\right]^{n}$, we have

$$
\begin{equation*}
\left\|A^{-1 / 2}\left(h \cdot \nabla\left(\Delta p_{t}\right)\right)\right\|_{L^{2}(\Omega)} \leqq C_{h}\left\|A^{1 / 4} p_{t}\right\|_{L^{2}(\Omega)} . \tag{3.40}
\end{equation*}
$$

Proof of Lemma 3.5. We have that $\mathscr{D}\left(A^{1 / 2}\right)=H_{0}^{2}(\Omega)$ (see [19, App. C]) so that $\left[\mathscr{D}\left(A^{1 / 2}\right)\right]^{\prime}=H^{-2}(\Omega)$ (with equivalent norms). Then, since $\left.p_{t}\right|_{\Gamma}=0$ so that (3.20) applies,

$$
\begin{align*}
\left\|A^{-1 / 2}\left(h \cdot \nabla\left(\Delta p_{t}\right)\right)\right\|_{L^{2}(\Omega)} & =\left\|h \cdot \nabla\left(\Delta p_{t}\right)\right\|_{\left[\mathscr{D}\left(A^{1 / 2}\right)\right]^{\prime}} \leqq c_{1}\left\|h \cdot \nabla\left(\Delta p_{t}\right)\right\|_{H^{-2}(\Omega)}  \tag{3.41}\\
& \leqq C_{h}\left\|\mid \nabla\left(\Delta p_{t}\right)\right\|_{H^{-2}(\Omega)} \leqq C_{h}\left\|p_{t}\right\|_{H^{1}(\Omega)}=C_{h}\left\|A^{1 / 4} p_{t}\right\|_{L^{2}(\Omega)} \tag{3.42}
\end{align*}
$$

In going from (3.41) to (3.42) we have used (see also [17, p.31]) the fact that if $z$ is a scalar function in $\mathrm{H}^{-2}(\Omega)$, and $h_{i} \in C^{2}(\bar{\Omega})$, then we have $h_{i} z \in H^{-2}(\Omega)$ continuously, as it follows directly by duality. If $y \in H_{0}^{2}(\Omega)$ and $h_{i} \in C^{2}(\bar{\Omega})$, then $h_{i} y \in H_{0}^{2}(\Omega)$, since $\left.\left(h_{i} y\right)\right|_{\Gamma}=0$ and $\partial\left(h_{i} y\right) /\left.\partial \nu\right|_{\Gamma}=0$ by using the same properties for $y$.

Then (3.33) follows at once from (3.40) (after moving the self-adjoint $A^{-1 / 2}$ across the ( , $)_{\Omega}$-inner product) and from (3.19) and (3.1).
(c) We use (1.28), (1.29) and (3.17), (3.18) to obtain readily

$$
\begin{align*}
& 2 \beta \int_{t_{0}}^{\infty} e^{-2 \beta t}\left(A^{-1 / 2} G_{1} G_{1}^{*} A^{-1 / 2} w_{t}+A^{-1 / 2} G_{2} \Lambda^{2} G_{2}^{*} A^{-1 / 2} w_{t}, h \cdot \nabla(\Delta p)\right)_{\Omega} d t  \tag{3.43}\\
& \quad \leqq 2 \beta\left[E\left(t_{0}\right)+\int_{t_{0}}^{\infty} e^{-2 \beta t} E(t) d t\right]=(2 \beta+1) O\left(E\left(t_{0}\right)\right)
\end{align*}
$$

by the contraction property of $E(t)$. Then (3.33) and (3.43) used in (3.32) readily yield (3.34).

The integral terms in (3.31) involving the lower-order terms $F_{i} \Delta p$ div $h$ are a fortiori handled by the analysis in Proposition 3.4 that deals with the integral terms involving the higher-order terms $F_{i} h \cdot \nabla(\Delta p)$. Thus, we have the following easy counterpart of (3.34) of Proposition 3.4c.

Proposition 3.6. For $\left\{w_{0}, w_{1}\right\} \in \mathscr{D}(\mathscr{A})$ we have the following estimate with $\beta>0$ :

$$
\begin{align*}
& \int_{Q} e^{-2 \beta t}\left(F_{1}+F_{2}\right) \Delta p \operatorname{div} h d Q+e^{-2 \beta t_{0}}\left(p_{1}, \Delta p_{0} \operatorname{div} h\right)_{\Omega} \\
& \quad=\frac{1}{\varepsilon} O\left\{\int_{t_{0}}^{\infty} e^{-2 \beta t}\left[\left\|G_{1}^{*} A^{-1 / 2} w_{t}\right\|_{L^{2}(\mathrm{~T})}^{2}+\left\|\Lambda G_{2}^{*} A^{-1 / 2} w_{t}\right\|_{L^{2}(\Gamma)}^{2}\right] d t\right\}  \tag{3.44}\\
& \quad+\varepsilon\left(\int_{t_{0}}^{\infty} e^{-2 \beta t} E(t) d t\right)+O\left\{E\left(t_{0}\right)\right\} .
\end{align*}
$$

3.4. Completion of the proof of Theorem 1.2: two feedback controls $g_{1}$ and $g_{2}$, in the absence of geometrical conditions on $\boldsymbol{\Omega}$.

Right-hand side of (3.31). We will specialize the vector field $h(x)$ to a radial field $h(x)=x-x_{0} \in R^{n}$. Thus, $H(x) \equiv$ Identity, $\operatorname{div} h \equiv \operatorname{dim} \Omega=n$, and the two integral terms in identity (3.31) involving $\nabla$ ( $\operatorname{div} h$ ) vanish. As to the integral terms in (3.31) premultiplied by $\beta$, we readily see by (3.17), (3.19), (3.1), and (1.28), (1.29) that

$$
\begin{equation*}
2 \beta \int_{Q} e^{-2 \beta t} p_{t} h \cdot \nabla(\Delta p) d Q-\beta \int_{Q} e^{-2 \beta t} p_{t} \Delta p \operatorname{div} h d Q=(\beta+1) O\left(E\left(t_{0}\right)\right) \tag{3.45}
\end{equation*}
$$

Hence, using (3.34), (3.44), and (3.45) on the right-hand side (R.H.S.) of identity (3.31), we obtain
R.H.S. of $(3.31)=\int_{Q} e^{-2 \beta t}\left[|\nabla(\Delta p)|^{2}+\left|\nabla p_{t}\right|^{2} d Q+\varepsilon \int_{t_{0}}^{\infty} e^{-2 \beta t} E(t) d t\right.$

$$
\begin{align*}
& +\frac{1}{\varepsilon} O\left\{\int_{t_{0}}^{\infty} e^{-2 \beta t}\left[\left\|G_{1}^{*} A^{-1 / 2} w_{t}\right\|_{L^{2}(\Gamma)}^{2}+\left\|\Lambda G_{2}^{*} A^{-1 / 2} w_{t}\right\|_{L^{2}(\Gamma)}^{2}\right] d t\right\}  \tag{3.46}\\
& +O\left(E\left(t_{0}\right)\right)
\end{align*}
$$

Thus, recalling again (3.17), (3.19), (3.20), and (3.1), we finally obtain from (3.46) with $c_{i \varepsilon}$ positive constants:

$$
\begin{equation*}
\text { R.H.S. of }(3.31) \geqq c_{1 \varepsilon} \int_{t_{0}}^{\infty} e^{-2 \beta t} E(t) d t-c_{2 \varepsilon} E\left(t_{0}\right) \text {, } \tag{3.47}
\end{equation*}
$$

which is the desired estimate.
Left-hand side of (3.31). We collect the three pieces of information that are needed. First, by (1.10), (1.19), (3.12), and (1.28), we obtain

$$
\begin{equation*}
-\left.w\right|_{\Sigma}=G_{1}^{*} A^{-1 / 2} w_{t}=G_{1}^{*} A A^{-3 / 2} w_{t}=\frac{\partial(\Delta p)}{\partial \nu} \in L^{2}\left(0, \infty ; L^{2}(\Gamma)\right) \tag{3.48}
\end{equation*}
$$

continuously in $E(0)$. Next, in a similar way, by (1.20) and (1.29) we find

$$
\begin{equation*}
\Lambda G_{2}^{*} A^{-1 / 2} w_{t}=\Lambda G_{2}^{*} A A^{-3 / 2} w_{t}=-\Lambda(\Delta p) \in L^{2}\left(0, \infty ; L^{2}(\Gamma)\right) \tag{3.49}
\end{equation*}
$$

continuously in $E(0)$, i.e., via the definition of $\Lambda$ in (1.13):

$$
\begin{equation*}
\int_{t_{0}}^{\infty}\|\Lambda(\Delta p)\|_{L^{2}(\Gamma)}^{2} d t=\int_{t_{0}}^{\infty} \int_{\Gamma}(\Delta p)^{2}+\left|\nabla_{\sigma}(\Delta p)\right|^{2} d \Gamma d t \leqq E\left(t_{0}\right) \tag{3.50}
\end{equation*}
$$

We now return to the left-hand side (L.H.S.) of identity (3.31) and see that by (3.48)-(3.50), along with $|\nabla(\Delta p)|^{2}=|\partial(\Delta p) / \partial \nu|^{2}+\left|\nabla_{\sigma}(\Delta p)\right|^{2}$, (1.28), (1.29), and (3.17) we obtain for any $\varepsilon>0$

$$
\begin{align*}
\text { L.H.S. of }(3.31) & \leqq C_{h, \varepsilon} \int_{\Sigma} e^{-2 \beta t}\left[\left(\frac{\partial(\Delta p)}{\partial \nu}\right)^{2}+\left|\nabla_{\sigma}(\Delta p)\right|^{2}+(\Delta p)^{2}\right] d \Sigma \\
& \leqq C_{h, \varepsilon} E\left(t_{0}\right) \tag{3.51}
\end{align*}
$$

which is the desired estimate. Finally, we combine (3.47) and (3.51) and we conclude that if $\left\{w_{0}, w_{1}\right\} \in \mathscr{D}(\mathscr{A})$ and $\beta>0$ then

$$
\begin{equation*}
\int_{t_{0}}^{\infty} e^{-2 \beta t} E(t) d t \leqq \text { const } E\left(t_{0}\right) \tag{3.52}
\end{equation*}
$$

with const independent of $\beta_{0}, 0<\beta \leqq \beta_{0}$, and of $\left\{w_{0}, w_{1}\right\}$. Letting $\beta \downarrow 0$ in (3.52) we easily obtain (3.2). The proof of Theorem 1.2 is complete.
3.5. Completion of the proof of Theorem 1.3A: feedback control for $\boldsymbol{g}_{1}$ while $\boldsymbol{g}_{2} \equiv \mathbf{0}$, under geometrical conditions for $\boldsymbol{\Omega}$. Now let $h(x)$ be a general smooth vector field as assumed in (1.33), (1.34) of Theorem 1.3. Then we estimate the two integral terms involving $\nabla$ (div $h$ ) by

$$
\begin{aligned}
& \int_{Q} e^{-2 \beta t} p_{t} \nabla p_{t} \cdot \nabla(\operatorname{div} h) d Q+\int_{Q} e^{-2 \beta t} \Delta p \nabla(\Delta p) \cdot \nabla(\operatorname{div} h) d Q \\
& = \\
& =\varepsilon O\left(\int_{Q} e^{-2 \beta t}\left[\left|\nabla p_{t}\right|^{2}+|\nabla(\Delta p)|^{2}\right] d Q\right) \\
& \quad+\frac{1}{\varepsilon} O\left(\int_{Q} e^{-2 \beta t}\left[p_{t}^{2}+(\Delta p)^{2}\right] d Q\right)
\end{aligned}
$$

Thus, the new contribution in the R.H.S. of (3.31) is given by the above terms when $h(x)$ is not linear, where $\|\Delta p\|=\left\|A^{1 / 2} p\right\|=\left\|A^{-1} w_{t}\right\|$ in the $L^{2}(\Omega)$-norm by (3.12); moreover, $\left\|p_{t}\right\|$ is estimated by (3.13) (with $k_{2}=0$ as we are taking $g_{2} \equiv 0$ now), subject to the feedback bound (1.28). Thus the counterpart of (3.51) is

$$
\begin{align*}
& \text { R.H.S. of }(3.31) \geqq C_{1 \varepsilon} \int_{t_{0}}^{\infty} e^{-2 \beta t} E(t) d t-C_{2 \varepsilon} E\left(t_{0}\right) \\
&  \tag{3.53}\\
& \quad-C_{3 h \varepsilon} \int_{t_{0}}^{\infty} e^{-2 \beta t}\left[\left\|A^{-1 / 2} w\right\|_{L^{2}(\Omega)}^{2}+\left\|A^{-1} w_{t}\right\|_{L^{2}(\Omega)}^{2}\right] d t
\end{align*}
$$

after we use (1.34) on the matrix $H(x)$, with positive constants independent of $\beta$ and $t_{0}$, where $C_{3 h \varepsilon}=0$ if $h(x)$ is linear in $x\left(C_{3 h \varepsilon}\right.$ is proportional to max $|\nabla(\operatorname{div} h)|$ over $\bar{\Omega}$ ). In the absence of a feedback control on $g_{2}$, i.e., with $g_{2} \equiv 0$, we estimate the L.H.S. of (3.31) differently. We use the assumption (1.33) on $h$ and obtain, since $\|\Delta p\|_{L^{2}(\Gamma)} \leqq$ $C\|\Delta p\|_{H^{1}(\Omega)} \leqq C\|p\|_{H^{3}(\Omega)} \leqq C\left\|A^{3 / 4} p\right\|_{L^{2}(\Omega)}$ because $\left.p\right|_{\Gamma}=\left.(\partial p / \partial \nu)\right|_{\Gamma}=0$,
L.H.S. of $(3.31) \leqq \frac{c_{h}}{\varepsilon} \int_{\Sigma} e^{-2 \beta t}\left(\frac{\partial(\Delta p)}{\partial \nu}\right)^{2} d \Sigma+\left(\varepsilon-\frac{\gamma}{2}\right) \int_{\Sigma} e^{-2 \beta t}|\nabla(\Delta p)|^{2} d Q$

$$
\begin{equation*}
-\varepsilon \int_{t_{0}}^{\infty} e^{-2 \beta t}\left\|A^{3 / 4} p\right\|_{L^{2}(\Omega)}^{2} d t \tag{3.54}
\end{equation*}
$$

$$
\begin{equation*}
\leqq O\left(E\left(t_{0}\right)\right)-\varepsilon \int_{t_{0}}^{\infty} e^{-2 \beta t} E(t) d t \tag{3.55}
\end{equation*}
$$

after selecting $\varepsilon<\gamma / 2$, dropping the $|\nabla(\Delta p)|^{2}$-term, and recalling (3.48) and (3.17). Combining (3.53) with (3.55) yields (1.37) in Theorem 1.3A. (A local variation of the argument in (3.54), (3.55) also allows us to take $\gamma=0$; see [14], [19, footnote 2].)

### 3.6. Proof of Theorem 1.3B.

Step 1. ${ }^{1}$ From $\left\|A^{-1 / 2} w\right\|^{2}=\left(A^{-1 / 4} w, A^{-3 / 4} w\right)$ and $\left\|A^{-1} w_{t}\right\|^{2}=\left(A^{-3 / 4} w_{t}, A^{-5 / 4} w_{t}\right)$ we obtain for any $\varepsilon>0$

$$
\begin{align*}
2 \int_{0}^{\infty} e^{-2 \beta t}\left\|A^{-1 / 2} w(t)\right\|^{2} d t \leqq \varepsilon & \int_{0}^{\infty} e^{-2 \beta t}\left\|A^{-1 / 4} w(t)\right\|^{2} d t \\
& +\frac{1}{\varepsilon} \int_{0}^{\infty} e^{-2 \beta t}\left\|A^{-3 / 4} w(t)\right\|^{2} d t \tag{3.56}
\end{align*}
$$

[^4]\[

$$
\begin{align*}
2 \int_{0}^{\infty} e^{-2 \beta t}\left\|A^{-1} w_{t}(t)\right\|^{2} d t \leqq \varepsilon & \int_{0}^{\infty} e^{-2 \beta t}\left\|A^{-3 / 4} w_{t}(t)\right\|^{2} d t \\
& +\frac{1}{\varepsilon} \int_{0}^{\infty} e^{-2 \beta t}\left\|A^{-5 / 4} w_{t}(t)\right\|^{2} d t . \tag{3.57}
\end{align*}
$$
\]

Thus, in view of (3.56), (3.57), to prove (1.38) in Theorem 1.3B, all we need is the following result.

Proposition 3.7. With reference to the closed-loop problem (1.21) with $k_{2} \equiv 0$, i.e., $\partial w / \partial \nu \equiv 0$ on $\Sigma$, for every $\varepsilon_{1}$ there is a $C_{\varepsilon_{1}}>0$ such that for every $\beta>0$
(a)

$$
\begin{equation*}
\int_{0}^{\infty} e^{-2 \beta t}\left\|A^{-3 / 4} w(t)\right\|^{2} d t \leqq \varepsilon_{1} \int_{0}^{\infty} e^{-2 \beta t}\left\|A^{-3 / 4} w_{t}(t)\right\|^{2} d t+C_{\varepsilon_{1}} E(0) \tag{3.58}
\end{equation*}
$$

(b)

$$
\begin{equation*}
\int_{0}^{\infty} e^{-2 \beta t}\left\|A^{-5 / 4} w_{t}(t)\right\|^{2} d t \leqq \varepsilon_{1} \int_{0}^{\infty} e^{-2 \beta t}\left\|A^{-5 / 4} w_{t t}(t)\right\|^{2} d t+C_{\varepsilon_{1}} E(0) \tag{3.59}
\end{equation*}
$$

where by (2.3)

$$
\begin{equation*}
\left\|A^{-5 / 4} w_{t t}\right\|^{2} \leqq 2\left\|A^{-1 / 4} w\right\|^{2}+\text { const }\left\|G_{1}^{*} A^{-1 / 2} w_{t}\right\|_{L^{2}(\Gamma)}^{2} \quad \text { a.e. in } t, \tag{3.60}
\end{equation*}
$$ so that (3.59) implies by (3.60) and by the feedback bound (1.28)

$$
\begin{equation*}
\int_{0}^{\infty} e^{-2 \beta t}\left\|A^{-5 / 4} w_{t}(t)\right\|^{2} d t \leqq 2 \varepsilon_{1} \int_{0}^{\infty} e^{-2 \beta t}\left\|A^{-1 / 4} w(t)\right\|^{2} d t+C_{\varepsilon_{1}}^{\prime} E(0) \tag{3.61}
\end{equation*}
$$

Step 3. Using (3.58) and (3.61) in (3.56) and (3.57), respectively, with $\varepsilon_{1}<\varepsilon^{2}$ we obtain (1.35) in Theorem 1.3B.

Step 4. Proof of Proposition 3.7. Patterened after the proof in [39, § 3.2] of Theorem 2 in [8] for the case of wave equation problem considered there. We introduce a new variable

$$
\begin{gather*}
u(t, x)=\phi(t) w(t, x), \quad \phi \in C^{\infty}(R), \quad \phi(0)=\phi^{\prime}(0)=\phi^{\prime \prime}(0)=0, \\
\phi(t) \equiv 1, \quad \text { for } t \geqq 1 . \tag{3.62}
\end{gather*}
$$

Then, in the new variable $u$, (1.21) with $\partial w / \partial \nu \equiv 0$ on $\Sigma$ becomes

$$
\begin{array}{ll}
u_{t t}+\Delta^{2} u=b & \text { in }(0, \infty) \times \Omega, \\
\left.u\right|_{t=0}=0 ;\left.u_{t}\right|_{t=0}=0 & \text { in } \Omega, \\
\left.u\right|_{\Sigma}=-G_{1}^{*} A^{1 / 2} u_{t}+G_{1}^{*} A^{-1 / 2} \phi^{\prime} w & \text { in }(0, \infty) \times \Gamma, \\
\left.\frac{\partial u}{\nabla \nu}\right|_{\Sigma} \equiv 0 & \text { in }(0, \infty) \times \Gamma, \tag{3.63d}
\end{array}
$$

$$
\begin{equation*}
b=\phi^{\prime \prime} w+2 \phi^{\prime} w_{t} \tag{3.64}
\end{equation*}
$$

whose explicit solution, according to the operator model in e.g., [18], [19] is

$$
\begin{align*}
u(t)=A & \int_{0}^{t} S(t-\tau) G_{t}\left[-G_{1}^{*} A^{-1 / 2} u_{t}(\tau)+G_{1}^{*} A^{-1 / 2} \phi^{\prime}(\tau) w(\tau)\right] d \tau \\
& +\int_{0}^{t} S(t-\tau) b(\tau) d \tau \tag{3.65}
\end{align*}
$$

where $S(t)=\int_{0}^{t} C(\tau) d \tau, C(\cdot)$ being the cosine operator on $L^{2}(\Omega)$ generated by the negative self-adjoint operator $-A$. Taking the Laplace transform of (3.65) with $\hat{u}_{t}(\lambda)=$ $\lambda \hat{u}(\lambda)$ by (3.63b) and $\widehat{S(t)}=R\left(\lambda^{2},-A\right), \lambda=\beta+i \alpha$, we obtain

$$
\begin{align*}
{[I+} & \left.\lambda A R\left(\lambda^{2},-A\right) G_{1} G_{1}^{*} A^{-1 / 2}\right] \hat{u}(\lambda)  \tag{3.66}\\
& =A R\left(\lambda^{2},-A\right) G_{1} G_{1}^{*} A^{-1 / 2}\left[\widehat{\phi^{\prime}} \hat{w}\right](\lambda)+R\left(\lambda^{2},-A\right) \hat{b}(\lambda)
\end{align*}
$$

But, if we recall the definition of $V(\lambda)$ in (1.25) (with $k_{1} \equiv 1, k_{2} \equiv 0$ ), we see that

$$
\begin{align*}
I+\lambda A R\left(\lambda^{2},-A\right) G_{1} G_{1}^{*} A^{-1 / 2} & =R\left(\lambda^{2},-A\right) A\left[I+\lambda G_{1} G_{1}^{*} A^{-1 / 2}+\lambda^{2} A^{-1}\right]  \tag{3.67}\\
& =A R\left(\lambda^{2},-A\right) V(\lambda)
\end{align*}
$$

inserted in (3.66) yields

$$
\begin{align*}
& A R\left(\lambda^{2},-A\right) V(\lambda) \hat{u}(\lambda)=A R\left(\lambda^{2},-A\right) G_{1} G_{1}^{*} A^{-1 / 2}\left[\widehat{\phi^{\prime} w}\right](\lambda)  \tag{3.68}\\
&+A R\left(\lambda^{2},-A\right) A^{-1} \hat{b}(\lambda)
\end{align*}
$$

valid at least for all $\lambda=\beta+i \alpha, \beta \geqq 0$, with $\lambda^{2}=\beta^{2}-\alpha^{2}+2 i \alpha \beta \neq\left\{-\mu_{n}, n=1,2 \cdots\right\}$, $\mu_{n}>0$, the eigenvalues of $A$; i.e., except $\beta=0$ and $\alpha^{2}=\mu_{n}$, or $\lambda=\lambda_{n}= \pm i \sqrt{\mu_{n}}$, where $R\left(\lambda^{2},-A\right)$ is not defined. Then (3.68) yields after a crucial cancellation

$$
\begin{equation*}
\hat{u}(\lambda)=V^{-1}(\lambda)\left[G_{1} G_{1}^{*} A^{-1 / 2}\left(\widehat{\phi^{\prime} w}\right)+A^{-1} \hat{b}\right](\lambda) \tag{3.69}
\end{equation*}
$$

Moreover, since $\phi^{\prime} w$ and $b$ both vanish at $t=0$ by (3.64) and (3.62), we have

$$
\begin{align*}
& \lambda\left[\widehat{\phi^{\prime} w}\right](\lambda)=\left[\left(\widehat{\phi^{\prime} w}\right)_{t}\right](\lambda)=\left[\widehat{\phi^{\prime \prime} w}+\widehat{\phi^{\prime} w_{t}}\right](\lambda),  \tag{3.70}\\
& \lambda \hat{b}(\lambda)=\left[\hat{b}_{t}\right](\lambda)=\left[\widehat{\phi^{\prime \prime \prime} w}+3 \widehat{\phi^{\prime \prime} w_{1}}+2 \widehat{\phi^{\prime} w_{t i}}\right](\lambda)
\end{align*}
$$

and thus by (3.69), (3.70)

$$
\begin{equation*}
\left[\hat{u}_{t}\right](\lambda)=\lambda \hat{u}(\lambda)=V^{-1}(\lambda)\left[G_{1} G_{1}^{*} A^{-1 / 2}\left[\left(\widehat{\phi^{\prime} w}\right)_{t}\right]+A^{-1} \hat{b}_{t}\right](\lambda) \tag{3.71}
\end{equation*}
$$

Then, by Theorem 1.1(iii), the resolvent $R(\lambda, \mathscr{A})$ is well defined also on the imaginary axis. Hence, we have that $V^{-1}(\lambda) \in \mathscr{L}\left(L^{2}(\Omega)\right)$ in the closed right half plane $\operatorname{Re} \lambda \geqq 0$, including the imaginary axis $\beta=0$, and is holomorphic in $\operatorname{Re} \lambda>0$. Moreover, for any $\lambda$ in the closed rectangle $\mathscr{R}_{\alpha_{0}}: 0 \leqq \operatorname{Re} \lambda \leqq 1,|\operatorname{Im} \lambda| \leqq \alpha_{0}$, with $\alpha_{0}>0$ arbitrary, we have

$$
\begin{equation*}
\left\|V^{-1}(\lambda)\right\|_{\mathscr{L}\left(L^{2}(\Omega)\right)} \leqq C_{\alpha_{0}}, \quad \lambda \in \mathscr{R}_{\alpha_{0}} . \tag{3.72}
\end{equation*}
$$

Proof of part (a), (3.58). With $\lambda=\beta+i \alpha, \beta$ fixed, $0<\beta \leqq 1$, we obtain from (3.69) and (3.72) by use of Parseval equality and obvious majorizations on bounded operators since $\phi^{\prime}=\phi^{\prime \prime} \equiv 0$ for $t \geqq 1$

$$
\begin{aligned}
\int_{|\alpha| \leqq \alpha_{0}} & \left\|A^{-3 / 4} \hat{u}(\lambda)\right\|^{2} d \alpha \\
& \leqq C_{\alpha_{0}}\left\{\int_{|\alpha| \leqq \alpha_{0}}\left\|\left[A^{-1 / 4} \widehat{\phi^{\prime} w}\right](\lambda)\right\|^{2} d \alpha+\int_{|\alpha| \leqq \alpha_{0}}\left\|\left[A^{-3 / 4} \hat{b}\right](\lambda)\right\|^{2} d \alpha\right\}
\end{aligned}
$$

$$
\begin{equation*}
\leqq C_{\alpha_{0}}\left\{\int_{0}^{\infty} e^{-2 \beta t}\left\|A^{-1 / 4} \phi^{\prime} w\right\|^{2} d t+\int_{0}^{\infty} e^{-2 \beta t}\left\|A^{-3 / 4}\left(\phi^{\prime \prime} w+2 \phi^{\prime} w_{t}\right)\right\|^{2} d t\right\} \tag{3.73}
\end{equation*}
$$

$$
\begin{equation*}
\leqq C_{\phi} C_{\alpha_{0}}\left\{\int_{0}^{1}\left\|A^{-1 / 4} w\right\|^{2}+\left\|A^{-3 / 4} w_{t}\right\|^{2} d t\right\} \leqq C_{\phi} C_{\alpha_{0}} E(0) \tag{3.64b}
\end{equation*}
$$

by the contraction property of $E(t)$. Next, for $|\alpha|>\alpha_{0}>0$, where $1 /|\lambda|^{2} \leqq$ $\left(\alpha^{2} / \alpha_{0}^{2}\right)\left(1 /|\lambda|^{2}\right) \leqq 1 / \alpha_{0}^{2}$, the Parseval equality gives

$$
\begin{align*}
\int_{|\alpha|>\alpha_{0}} \mid A^{-3 / 4} \hat{u}(\lambda) \|^{2} d \alpha & =\int_{|\alpha|>\alpha_{0}} \frac{1}{|\lambda|^{2}}\left\|A^{-3 / 4} \lambda \hat{u}(\lambda)\right\|^{2} d \alpha \\
& \leqq \frac{1}{\alpha_{0}^{2}} \int_{|\alpha|>\alpha_{0}}\left\|A^{-3 / 4} \hat{u}_{t}(\lambda)\right\|^{2} d \alpha  \tag{3.74}\\
& \leqq \frac{2 \pi}{\alpha_{0}^{2}} \int_{0}^{\infty} e^{-2 \beta t}\left\|A^{-3 / 4} u_{t}\right\|^{2} d t .
\end{align*}
$$

Choosing $1 / \alpha_{0}^{2}=\varepsilon_{1}$, we obtain from (3.73), (3.74) and the Parseval equality

$$
\begin{equation*}
2 \pi \int_{0}^{\infty} e^{-2 \beta t}\left\|A^{-3 / 4} u(t)\right\|^{2} d t \leqq \varepsilon_{1} \int_{0}^{\infty} e^{-2 \beta t}\left\|A^{-3 / 4} u_{t}(t)\right\|^{2} d t+C_{\varepsilon_{1}} E(0) \tag{3.75}
\end{equation*}
$$

which is an inequality of the type desired, but for $u$, not $w$. We return from $u$ to $w$ : since $u \equiv w$ for $t \geqq 1$ by (3.62), and $u_{t}=\phi^{\prime} w+\phi w_{t}$, so that

$$
\begin{align*}
\int_{0}^{\infty} e^{-2 \beta t}\left\|A^{-3 / 4} w(t)\right\|^{2} d t= & \int_{0}^{1} e^{-2 \beta t}\left\|A^{-3 / 4} w(t)\right\|^{2} d t+\int_{1}^{\infty} e^{-2 \beta t}\left\|A^{-3 / 4} u(t)\right\|^{2} d t  \tag{3.76}\\
\leqq & C E(0)+\varepsilon_{1} \int_{0}^{1} e^{-2 \beta t}\left\|A^{-3 / 4} u_{t}(t)\right\|^{2} d t \\
& \quad+\varepsilon_{1} \int_{1}^{\infty} e^{-2 \beta t}\left\|A^{-3 / 4} w_{t}(t)\right\|^{2} d t+C_{\varepsilon_{1}} E(0)
\end{align*}
$$

$$
\leqq C_{\varepsilon_{1}} E(0)+\varepsilon_{1} \int_{0}^{1} e^{-2 \beta t}\left\|A^{-3 / 4} w_{t}(t)\right\|^{2} d t
$$

$$
+\varepsilon_{1} \int_{1}^{\infty} e^{-2 \beta t}\left\|A^{-3 / 4} w_{t}(t)\right\|^{2} d t
$$

(by (3.76) in $0 \leqq t \leqq 1$ )
and part (a), (3.58) is proved.
Proof of part (b), (3.59). The proof is conceptually similar. We start from (3.71). We have that the resolvent $R(\lambda, \mathscr{A})$ is well defined in all of $\operatorname{Re} \lambda \geqq 0$ and hence (see the proof of Theorem 1.1 following (2.5))

$$
\begin{equation*}
\left\|A^{-1 / 4} V^{-1}(\lambda) A^{1 / 4}\right\|_{\mathscr{L}\left(L^{2}(\Omega)\right)} \leqq C_{\alpha_{0}}, \quad \lambda \in \mathscr{R}_{\alpha_{0}} . \tag{3.78}
\end{equation*}
$$

Then, from (3.71), writing $A^{-5 / 4} V^{-1}(\lambda) A^{1 / 4} A^{-5 / 4} \hat{b}$ and using (3.78) and (3.70), since $\phi^{\prime}=\phi^{\prime \prime}=\phi^{\prime \prime \prime}=0$ for $t \geqq 1$ we obtain

$$
\begin{aligned}
& \int_{|\alpha| \leqq \alpha_{0}}\left\|A^{-5 / 4} \hat{u}_{t}(\lambda)\right\|^{2} d \alpha \\
& \leqq C_{\alpha_{0}}\left\{\int_{|\alpha| \leqq \alpha_{0}}\left\|G_{1}^{*} A^{-1 / 2}\left[\left(\phi^{\prime} w\right)_{t}\right](\lambda)\right\|^{2} d \alpha+\int_{|\alpha| \leqq \alpha_{0}}\left\|A^{-5 / 4}\left[\hat{b}_{t}\right](\lambda)\right\|^{2} d \alpha\right\} \\
& \leqq C_{\alpha_{0}}\left\{\int_{0}^{\infty} e^{-2 \beta t}\left\|G_{1}^{*} A^{-1 / 2}\left(\phi^{\prime \prime} w+\phi^{\prime} w_{t}\right)\right\|^{2} d t\right. \\
& \left.\left.+\int_{0}^{\infty} e^{-2 \beta t} \| A^{-5 / 4}\left(\phi^{\prime \prime \prime} w+3 \phi^{\prime \prime} w_{t}+2 \phi^{\prime} w_{t t}\right)\right) \|^{2} d t\right\} \quad(\text { by }(3.70)) \\
& \leqq C_{\phi} C_{\alpha_{0}}\left\{\int_{0}^{1}\left[\left\|A^{-1 / 4} w\right\|^{2}+\left\|G_{1}^{*} A^{-1 / 2} w_{t}\right\|_{L^{2}(\Gamma)}^{2}\right] d t\right. \\
& \left.+\int_{0}^{1}\left[\left\|A^{-1 / 4} w\right\|^{2}+\left\|A^{-3 / 4} w_{t}\right\|^{2}+\left\|A^{-5 / 4} w_{t t}\right\|^{2}\right] d t\right\} \\
& \leqq C_{\alpha_{0}} E(0),
\end{aligned}
$$

since from (2.3) $A^{-5 / 4} w_{t t}=-A^{-1 / 4} w-A^{-1 / 4} G_{1} G_{1}^{*} A^{-1 / 2} w_{t}$, and then (3.1), the contraction of $E(t)$, and (1.28) apply. The rest of the proof proceeds as before. We obtain as in (3.74)

$$
\begin{equation*}
\int_{|\alpha|>\alpha_{0}}\left\|A^{-5 / 4} \hat{u}_{t}(\lambda)\right\|^{2} d \alpha \leqq \frac{2 \pi}{\alpha_{0}^{2}} \int_{0}^{\infty} e^{-2 \beta t}\left\|A^{-5 / 4} u_{t t}\right\|^{2} d t \tag{3.80}
\end{equation*}
$$

and have as in (3.75) with $\varepsilon_{1}=1 / \alpha_{0}^{2}$

$$
\begin{equation*}
2 \pi \int_{0}^{\infty} e^{-2 \beta t}\left\|A^{-5 / 4} u_{t}(t)\right\|^{2} d t \leqq \varepsilon_{1} \int_{0}^{\infty} e^{-2 \beta t}\left\|A^{-5 / 4} u_{t t}(t)\right\|^{2} d t+C_{\varepsilon_{1}} E(0) \tag{3.81}
\end{equation*}
$$

from which the passage from $u$ satisfying (3.81) to $w$ satisfying (3.59) takes place as before. The proof of Theorem 1.3B is complete.

Appendix A. Proof of Proposition 3.1. Adapting the multiplier technique of [18], [19] to present circumstances, where $t_{0} \leqq t \leqq \infty$, we multiply (3.16a) by $e^{-2 \beta t} h \cdot \nabla(\Delta p)$, where $\beta>0$ is an arbitrary constant and $h(x) \in C^{2}(\bar{\Omega})$ is a vector field on $\bar{\Omega}$. For future reference to uniform stabilization problems for (1.1a) with boundary conditions of possibly different type from ( $1.1 \mathrm{c}, \mathrm{d}$ ), we will first derive a general identity for $p$ which solves only (3.16a) with no use of boundary conditions (3.16c, d) (see (A.8) below). Only subsequently will we specialize such identity (A.8) to $p$ which also satisfies the boundary conditions ( $3.16 \mathrm{c}, \mathrm{d}$ ).

Identity for $p$ which satisfies (3.16a). With $Q=\left(t_{0}, \infty\right) \times \Omega, \Sigma=\left(t_{0}, \infty\right) \times \Gamma$, we multiply (3.16a) by $e^{-2 \beta t} h \cdot \nabla(\Delta p)$ and integrate by parts. We will use the identity, obtained via the divergence theorem

$$
\begin{equation*}
\int_{\Omega} f h \cdot \nabla \psi d \Omega=\int_{\Gamma} f \psi h \cdot \nu d \Gamma-\int_{\Omega} \psi h \cdot \nabla f d \Omega-\int_{\Omega} f \psi \operatorname{div} h d \Omega \tag{A.1}
\end{equation*}
$$

with $f, \psi$ two $H^{1}(\Omega)$-functions. In addition we will use the identity

$$
\begin{align*}
& \int_{Q} e^{-2 \beta t} \Delta \phi h \cdot \nabla \phi d Q=\int_{\Sigma} e^{-2 \beta t} \frac{\partial \phi}{\partial \nu} h \cdot \nabla \phi d \Sigma-\frac{1}{2} \int_{\Sigma} e^{-2 \beta t}|\nabla \phi|^{2} h \cdot \nu d \Sigma \\
&-\int_{Q} e^{-2 \beta t} H \nabla \phi \cdot \nabla \phi d Q+\frac{1}{2} \int_{Q} e^{-2 \beta t}|\nabla \phi|^{2} \operatorname{div} h d Q \tag{A.2}
\end{align*}
$$

already proved in, e.g., [39, eq. (A.3), App. A] (with similar multiplier $e^{-2 \beta t} h \cdot \nabla \phi$ ), where $H(x)$ is the matrix defined in (1.33) (transpose of the Jacobian of $h(x)$ ).

Term $p_{t t} e^{-2 \beta t} h \cdot \nabla(\Delta p)$. Integrating by parts in $t$

$$
\begin{align*}
& \int_{Q} e^{-2 \beta t} p_{t t} h \cdot \nabla(\Delta p) d Q=\lim _{T \rightarrow \infty} e^{-2 \beta T}\left(p_{t}(T), h \cdot \nabla(\Delta p(T))\right)_{\Omega} \\
&  \tag{A.3}\\
& -\quad-e^{-2 \beta t_{0}}\left(p_{1}, h \cdot \nabla\left(\Delta p_{0}\right)\right)_{\Omega} \\
& \\
& \quad+2 \beta \int_{Q} e^{-2 \beta t} p_{t} h \cdot \nabla(\Delta p) d Q-\int_{Q} e^{-2 \beta t} p_{t} h \cdot \nabla\left(\Delta p_{t}\right) d Q
\end{align*}
$$

(using (A.1) in the last integral above with $f=p_{t}$ and $\psi=\Delta p_{t}$ )

$$
=\lim _{T \rightarrow \infty} e^{-2 \beta T}\left(p_{t}(T), h \cdot \nabla(\Delta p(T))_{\Omega}-e^{-2 \beta t_{0}}\left(p_{1}, h \cdot \nabla\left(\Delta p_{0}\right)\right)_{\Omega}\right.
$$

$$
+2 \beta \int_{Q} e^{-2 \beta t} p_{t} h \cdot \nabla(\Delta p) d Q-\int_{\Sigma} e^{-2 \beta t} p_{t} \Delta p_{t} h \cdot \nu d \Sigma
$$

$$
+\int_{Q} e^{-2 \beta t} p_{t} \Delta p_{t} \operatorname{div} h d Q+\int_{Q} e^{-2 \beta t} \Delta p_{t} h \cdot \nabla p_{t} d Q
$$

Invoking (A.2) with $\phi=p_{t}$ for the last integral in (A.5) we obtain

$$
\begin{aligned}
\int_{Q} e^{-2 \beta t} p_{t t} h \cdot \nabla(\Delta p) d Q= & \left.\lim _{T \rightarrow \infty} e^{-2 \beta T}\left(p_{t}(T), h \cdot \nabla(\Delta p)(T)\right)\right)_{\Omega}-e^{-2 \beta t_{0}}\left(p_{1}, h \cdot \nabla\left(\Delta p_{0}\right)\right)_{\Omega} \\
& -\int_{\Sigma} e^{-2 \beta t} p_{t} \Delta p_{t} h \cdot \nu d \Sigma+\int_{\Sigma} e^{-2 \beta t} \frac{\partial p_{t}}{\partial \nu} h \nabla p_{t} d \Sigma \\
& -\frac{1}{2} \int_{\Sigma} e^{-2 \beta t}\left|\nabla p_{t}\right|^{2} h \cdot \nu d \Sigma \\
& -\int_{Q} e^{-2 \beta t} H \nabla p_{t} \cdot \nabla p_{t} d Q+\frac{1}{2} \int_{Q} e^{-2 \beta t}\left|\nabla p_{t}\right|^{2} \operatorname{div} h d Q \\
& +2 \beta \int_{Q} e^{-2 \beta t} p_{t} h \cdot \nabla(\Delta p) d Q+\int_{Q} e^{-2 \beta t} \Delta p_{t} p_{t} \operatorname{div} h d Q .
\end{aligned}
$$

Now, using Green's first theorem on the last integral at the right of (A.5) along with the identity

$$
\nabla p_{t} \cdot \nabla\left(p_{t} \operatorname{div} h\right)=p_{t} \nabla(\operatorname{div} h) \cdot \nabla p_{t}+\left|\nabla p_{t}\right|^{2} \operatorname{div} h
$$

we finally obtain from (A.5)

$$
\begin{array}{r}
\int_{Q} e^{-2 \beta t} p_{t t} h \cdot \nabla(\Delta p) d Q=\lim _{T \rightarrow \infty}\left[e^{-2 \beta t}\left(p_{t}, h \cdot \nabla(\Delta p)\right)_{\Omega}\right]_{t_{0}}^{T}-\int_{\Sigma} e^{-2 \beta t} p_{t} \Delta p_{t} h \cdot \nu d \Sigma \\
\\
-\frac{1}{2} \int_{\Sigma} e^{-2 \beta t}\left|\nabla p_{t}\right|^{2} h \cdot \nu d \Sigma+\int_{\Sigma} e^{-2 \beta t} \frac{\partial p_{t}}{\partial \nu} h \cdot \nabla p_{t} d \Sigma
\end{array}
$$

$$
\begin{align*}
& +\int_{\Sigma} e^{-2 \beta t} \frac{\partial p_{t}}{\partial \nu} p_{t} \operatorname{div} h d Q-\int_{Q} e^{-2 \beta t} H \nabla p_{t} \cdot \nabla p_{t} d Q \\
& -\frac{1}{2} \int_{Q} \mathrm{e}^{-2 \beta t}\left|\nabla p_{t}\right|^{2} \operatorname{div} h d Q  \tag{A.6}\\
& -\int_{Q} e^{-2 \beta t} p_{t} \nabla(\operatorname{div} h) \cdot \nabla p_{t} d Q \\
& +2 \beta \int_{Q} e^{-2 \beta t} p_{t} h \cdot \nabla(\Delta p) d Q
\end{align*}
$$

Term $e^{-2 \beta t} \Delta^{2} p h \cdot \nabla(\Delta p)$. Using identity (A.2), this time with $\phi=\Delta p$, we obtain

$$
\begin{align*}
& \int_{Q} e^{-2 \beta t} \Delta^{2} p h \cdot \nabla(\Delta p) d Q \\
& \quad \begin{array}{l}
=\int_{\Sigma} e^{-2 \beta t} \frac{\partial(\Delta p)}{\partial \nu} h \cdot \nabla(\Delta p) d \Sigma-\frac{1}{2} \int_{\Sigma} e^{-2 \beta t}|\nabla(\Delta p)|^{2} h \cdot \nu d \Sigma \\
\quad-\int_{Q} e^{-2 \beta t} H \nabla(\Delta p) \cdot \nabla(\Delta p) d Q+\frac{1}{2} \int_{Q} e^{-2 \beta t}|\nabla(\Delta p)|^{2} \operatorname{div} h d Q .
\end{array}
\end{align*}
$$

Summing up (A.6) and (A.7) and recalling (3.16a) we obtain

$$
\begin{aligned}
& \int_{\Sigma} e^{-2 \beta t} \frac{\partial p_{t}}{\partial \nu} h \cdot \nabla p_{t} d \Sigma+\int_{\Sigma} e^{-2 \beta t} \frac{\partial p_{t}}{\partial \nu} p_{t} \operatorname{div} h d \Sigma-\int_{\Sigma} e^{-2 \beta t} p_{t} \Delta p_{t} h \cdot \nu d \Sigma \\
&-\frac{1}{2} \int_{\Sigma} e^{-2 \beta t}\left|\nabla p_{t}\right|^{2} h \cdot \nu d \Sigma+\int_{\Sigma} e^{-2 \beta t} \frac{\partial(\Delta p)}{\partial \nu} h \cdot \nabla(\Delta p) d \Sigma \\
&-\frac{1}{2} \int_{\Sigma} e^{-2 \beta t}|\nabla(\Delta p)|^{2} h \cdot \nu d \Sigma
\end{aligned}
$$

$$
\begin{align*}
=\int_{Q} & e^{-2 \beta t}\left[H \nabla(\Delta p) \cdot \nabla(\Delta p)+H \nabla p_{t} \cdot \nabla p_{t}\right] d Q  \tag{A.8}\\
& +\frac{1}{2} \int_{Q} e^{-2 \beta t}\left\{\left|\nabla p_{t}\right|^{2}-|\nabla(\Delta p)|^{2}\right\} \operatorname{div} h d Q+\int_{Q} e^{-2 \beta t} p_{t} \nabla p_{t} \cdot \nabla(\operatorname{div} h) d Q \\
& -2 \beta \int_{Q} e^{-2 \beta t} p_{t} h \cdot \nabla(\Delta p) d Q+\int_{Q} e^{-2 \beta t}\left(F_{1}+F_{2}\right) h \cdot \nabla(\Delta p) d Q \\
& -\lim _{T \rightarrow \infty}\left[e^{-2 \beta t}\left(p_{t}, h \cdot \nabla(\Delta p)\right)_{\Omega}\right]_{t_{0}}^{T}
\end{align*}
$$

which is the desired identity for $p$ which satisfies (3.16a).
Specialization of the left-hand side of (A.8) to $p$ which satisfies also the boundary conditions ( $3.16 \mathrm{c}, \mathrm{d}$ ). Recalling ( $3.16 \mathrm{c}, \mathrm{d}$ ) we have

$$
\begin{equation*}
\left.p_{t}\right|_{\Sigma} \equiv 0, \quad \nabla p \perp \Gamma \quad \text { and } \quad|\nabla p|=\left|\frac{\partial p}{\partial \nu}\right| \equiv 0 \quad \text { on } \Sigma \quad(\text { by }(3.16 \mathrm{~d})) \tag{A.9a}
\end{equation*}
$$

$$
\begin{equation*}
\left.\frac{\partial p_{t}}{\partial \nu}\right|_{\Sigma} \equiv 0, \quad \nabla p_{t} \perp \Gamma \quad \text { and } \quad\left|\nabla p_{t}\right|=\left|\frac{\partial p_{t}}{\partial \nu}\right| \equiv 0 \quad \text { on } \Sigma . \tag{A.9b}
\end{equation*}
$$

Thus, using (3.16c, d) and (A.9a, b) on the L.H.S. of (A.8), we find that this simplifies to
(A.10) L.H.S. of $(\mathrm{A} .8)=\int_{\Sigma} e^{-2 \beta t} \frac{\partial(\Delta p)}{\partial \nu} h \cdot \nabla(\Delta p) d \Sigma-\frac{1}{2} \int_{\Sigma} e^{-2 \beta t}|\nabla(\Delta p)|^{2} h \cdot \nu d \Sigma$.

Appendix B. Proof of Proposition 3.2. Again, we will first obtain an identity, (B.3) below, for $p$ which solves only (3.16a) and for an arbitrary smooth vector field $h \in C^{2}(\bar{\Omega})$. Next, we shall specialize this identity (B.3) to the case where $p$ also satisfies the boundary conditions (3.16c, d). We multiply (3.16a) by $e^{-2 \beta t} \Delta p$ div $h$ and integrate over $Q$ by parts in $t$ and by Green's first theorem:

$$
\begin{align*}
\int_{Q} e^{-2 \beta t} p_{t t} \Delta p \operatorname{div} h d Q= & \lim _{T \rightarrow \infty}\left[e^{-2 \beta t} \int_{\Omega} \Delta p p_{t} \operatorname{div} h d \Omega\right]_{t_{0}}^{T}+2 \beta \int_{Q} e^{-2 \beta t} p_{t} \Delta p \operatorname{div} h d Q \\
& -\int_{Q} e^{-2 \beta t} p_{t} \Delta p_{t} \operatorname{div} h d Q \\
= & \lim _{T \rightarrow \infty}\left[e^{-2 \beta t} \int_{\Omega} \Delta p p_{t} \operatorname{div} h d \Omega\right]_{t_{0}}^{T}  \tag{B.1}\\
& +2 \beta \int_{Q} e^{-2 \beta t} p_{t} \Delta p \operatorname{div} h d Q-\int_{\Sigma} e^{-2 \beta t} \frac{\partial p_{t}}{\partial \nu} p_{t} \operatorname{div} h d \Sigma \\
& +\int_{Q} e^{-2 \beta t}\left|\nabla p_{t}\right|^{2} \operatorname{div} h d Q+\int_{Q} e^{-2 \beta t} p_{t} \nabla p_{t} \cdot \nabla(\operatorname{div} h) d Q .
\end{align*}
$$

Also, again by Green's first theorem

$$
\begin{align*}
& \int_{Q} e^{-2 \beta t} \Delta^{2} p \Delta p \operatorname{div} h d Q=\int_{\Sigma} e^{-2 \beta t} \frac{\partial(\Delta p)}{\partial \nu} \Delta p \operatorname{div} h d \Sigma \\
&-\int_{Q} e^{-2 \beta t}|\nabla(\Delta p)|^{2} \operatorname{div} h d Q  \tag{B.2}\\
&-\int_{Q} e^{-2 \beta t} \Delta p \nabla(\Delta p) \cdot \nabla(\operatorname{div} h) d Q .
\end{align*}
$$

Summing up (B.1) and (B.2) and recalling (3.16a) we find the identity

$$
\begin{aligned}
& \int_{Q} e^{-2 \beta t}\left\{\left|\nabla p_{t}\right|^{2}-|\nabla(\Delta p)|^{2}\right\} \operatorname{div} h d Q \\
&= \int_{\Sigma} e^{-2 \beta t} \frac{\partial p_{t}}{\partial \nu} p_{t} \operatorname{div} h d \Sigma-\int_{\Sigma} e^{-2 \beta t} \frac{\partial(\Delta p)}{\partial \nu} \Delta p \operatorname{div} h d \Sigma \\
&+\int_{Q} e^{-2 \beta t} \Delta p \nabla(\Delta p) \cdot \nabla(\operatorname{div} h) d Q \\
&-2 \beta \int_{Q} e^{-2 \beta t} p_{t} \Delta p \operatorname{div} h d Q-\int_{Q} e^{-2 \beta t} p_{t} \nabla p_{t} \cdot \nabla(\operatorname{div} h) d Q \\
&-\lim _{T \rightarrow \infty}\left[e^{-2 \beta t} \int_{\Omega} \Delta p p_{t} \operatorname{div} h d \Omega\right]_{t_{0}}^{T}+\int_{Q} e^{-2 \beta t}\left(F_{1}+F_{2}\right) \Delta p \operatorname{div} h d Q
\end{aligned}
$$

for $p$ satisfying (3.16a). If $p$ now satisfies also the boundary conditions (3.16c, d ), then (B.3) specializes to

$$
\begin{aligned}
\int_{Q} e^{-2 \beta t} & \left\{\left|\nabla p_{t}\right|^{2}-|\nabla(\Delta p)|^{2}\right\} \operatorname{div} h d Q \\
= & -\int_{\Sigma} e^{-2 \beta t} \frac{\partial(\Delta p)}{\partial \nu} \Delta p \operatorname{div} h d \Sigma+\int_{Q} e^{-2 \beta t} \Delta p \nabla(\Delta p) \cdot \nabla(\operatorname{div} h) d Q \\
& -2 \beta \int_{Q} e^{-2 \beta t} p_{t} \Delta p \operatorname{div} h d Q-\int_{Q} e^{-2 \beta t} p_{t} \nabla p_{t} \cdot \nabla(\operatorname{div} h) d Q \\
& +\int_{Q} e^{-2 \beta t}\left(F_{1}+F_{2}\right) \Delta p \operatorname{div} h d Q \\
& +\lim _{T \rightarrow \infty} e^{-2 \beta T} \int_{\Omega} \nabla p(T) \cdot \nabla\left(p_{t}(T) \operatorname{div} h\right) d \Omega \\
& -e^{-2 \beta t_{0}} \int_{\Omega} \nabla p_{0} \cdot \nabla\left(p_{1} \operatorname{div} h\right) d \Omega
\end{aligned}
$$
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# GLOBAL EXISTENCE AND ASYMPTOTIC STABILITY FOR A NONLINEAR INTEGRODIFFERENTIAL EQUATION MODELING HEAT FLOW* 
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#### Abstract

This paper studies initial value problems that arise from models for one-dimensional heat flow (with finite wave speeds) in materials with memory. Under assumptions that ensure compatibility of the constitutive relations with the second law of thermodynamics, the resulting integrodifferential equation is hyperbolic near equilibrium. The existence of unique, globally (in time) defined, classical solutions to the problems under consideration is established, provided the data are smooth and sufficiently close to equilibrium. Both Dirichlet and Neumann boundary conditions are treated, as well as the problem on the entire real line.

Local existence is proved using a contraction-mapping argument which involves estimates for linear hyperbolic partial differential equations with variable coefficients. Global existence is obtained by deriving a priori energy estimates. These estimates are based on inequalities for strongly positive Volterra kernels (including a new inequality that is needed due to the form of the constitutive relations). Furthermore, compatibility with the second law plays an essential role in the proof in order to obtain an existence result under less restrictive assumptions on the data.
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Introduction. In this paper we establish global existence and asymptotic stability of solutions to initial value problems arising from integral models for heat flow that were introduced in [2]. These models are based on Gurtin and Pipkin's theory of heat conduction [6]. The situations we are concerned with are such that the heat flux depends on the temporal history of the temperature gradient (and possibly on the present value and the history of the temperature), but is independent of the present value of the temperature gradient.

As in [2], we restrict our attention to one-dimensional rigid heat conductors in which the only nonzero component of the heat flux is its $x$-component, $q$. Here $q$ and the absolute temperature $\theta>0$ are functions of $x$ and time $t$. Moreover, we assume that the material under consideration is homogeneous and has unit density. The first two laws of thermodynamics then take the form

$$
\begin{gather*}
e_{t}+q_{x}=r,  \tag{0.1}\\
\eta_{t} \geqq-\left(\frac{q}{\theta}\right)_{x}+\frac{r}{\theta}, \tag{0.2}
\end{gather*}
$$

where $e=e(x, t)$ is the (specific) internal energy, $r=r(x, t)$ is the external heat supply, and $\eta=\eta(x, t)$ is the (specific) entropy. Subscripts $t$ and $x$ indicate partial derivatives. If we define the (specific) free energy $\psi=\psi(x, t)$ through

$$
\begin{equation*}
\psi:=e-\theta \eta \tag{0.3}
\end{equation*}
$$

[^5]then the law of balance of energy (0.1) and the entropy inequality ( 0.2 ) can be combined to give the Clausius-Duhem inequality
\[

$$
\begin{equation*}
\psi_{t}+\eta \theta_{t}+\frac{q \theta_{x}}{\theta} \leqq 0 . \tag{0.4}
\end{equation*}
$$

\]

Gurtin and Pipkin consider materials characterized by constitutive equations that express $\psi(x, t), \eta(x, t)$, and $q(x, t)$ as functionals of $\left(\theta(x, t), \bar{\theta}^{t}(x, \cdot), \bar{\theta}_{x}^{t}(x, \cdot)\right)$. Here $\bar{\theta}^{t}$ and $\bar{\theta}_{x}^{t}$ denote the summed histories up to time $t$ of the temperature and the temperature gradient. The summed history up to time $t$ of $\theta$ is defined by

$$
\begin{equation*}
\bar{\theta}^{t}(x, s):=\int_{t-s}^{t} \theta(x, z) d z, \quad x \in B, \quad s \geqq 0, \tag{0.5}
\end{equation*}
$$

where $B \subset \mathbb{R}$ denotes the interval occupied by the body. Gurtin and Pipkin require that their constitutive relations be compatible with thermodynamics in the sense that the Clausius-Duhem inequality ( 0.4 ) is satisfied for all smooth processes consistent with the constitutive relations. They derive conditions that are both necessary and sufficient for compatibility with thermodynamics. These conditions can be summarized roughly as follows:
(i) The entropy is minus the derivative of the free energy with respect to the present value of the temperature;
(ii) The heat flux is determined from the free energy through a differential equation called the heat flux relation;
(iii) A functional differential inequality called the dissipation inequality, holds for all smooth processes.
We note that by virtue of ( 0.3 ), condition (ii) implies a relation between $q$ and $e$ and hence, $e$ will generally depend on $\bar{\theta}_{x}^{t}$.

MacCamy considered a model motivated by Gurtin and Pipkin's linearized constitutive equations [10]. He replaced the linear equation for the heat flux with

$$
\begin{equation*}
q(x, t)=-\int_{0}^{\infty} a(s) f\left(\theta_{x}(x, t-s)\right) d s \tag{0.6}
\end{equation*}
$$

but retained the linear equation for the internal energy

$$
\begin{align*}
e(x, t) & =b+c \theta(x, t)-\int_{0}^{\infty} \beta^{\prime}(s) \bar{\theta}^{t}(x, s) d s  \tag{0.7}\\
& =b+c \theta(x, t)+\int_{0}^{\infty} \beta(s) \theta(x, t-s) d s .
\end{align*}
$$

Here $b$ and $c$ are constants, $a$ and $\beta$ are smooth kernels that decay sufficiently rapidly at infinity, and $f$ is a smooth function. MacCamy proved global existence and asymptotic stability for a corresponding initial boundary value problem. Similar existence theorems for MacCamy's model were established by Dafermos and Nohel [5] and Staffans [13].

MacCamy does not address the issue of compatibility with thermodynamics. However, we can show that there are smooth processes consistent with (0.6), (0.7) but for which an inequality implied by (0.4) is violated; within the context of [5], [10], and [13] this probably is not a serious difficulty since the solutions discussed there remain close to equilibrium (i.e., close to a state where $\theta$ is a constant and $\theta_{x} \equiv 0$ ), and under reasonable assumptions on $a, \beta$, and $f$, the aforementioned inequality is
satisfied by a suitable class of processes that are close to equilibrium. (See [2, § 1] for further details.)

Here we consider the constitutive relations ${ }^{1}$

$$
\begin{align*}
& \psi(x, t)=\hat{\psi}(\theta(x, t))+\int_{0}^{\infty} \hat{\Psi}\left(s, \theta(x, t), \bar{\theta}^{t}(x, s), \bar{\theta}_{x}^{t}(x, s)\right) d s \\
& \eta(x, t)=-\hat{\psi}^{\prime}(\theta(x, t))-\int_{0}^{\infty} \hat{\Psi}_{, 2}\left(s, \theta(x, t), \bar{\theta}^{t}(x, s), \bar{\theta}_{x}^{t}(x, s)\right) d s  \tag{0.8}\\
& q(x, t)=-\theta(x, t) \int_{0}^{\infty} \hat{\Psi}_{, 4}\left(s, \theta(x, t), \bar{\theta}^{t}(x, s), \bar{\theta}_{x}^{t}(x, s)\right) d s
\end{align*}
$$

and hence by ( 0.3 ) we have

$$
\begin{equation*}
e(x, t)=\hat{e}(\theta(x, t))+\int_{0}^{\infty} \hat{E}\left(s, \theta(x, t), \bar{\theta}^{t}(x, s), \bar{\theta}_{x}^{t}(x, s)\right) d s \tag{0.9}
\end{equation*}
$$

with

$$
\begin{array}{r}
\hat{e}(\nu):=\hat{\psi}(\nu)-\nu \hat{\psi}^{\prime}(\nu), \quad \hat{E}(s, \nu, \alpha, \gamma):=\hat{\Psi}(s, \nu, \alpha, \gamma)-\nu \hat{\Psi}_{, 2}(s, \nu, \alpha, \gamma),  \tag{0.10}\\
s, \nu>0, \quad \alpha \geqq 0, \quad \gamma \in \mathbb{R} .
\end{array}
$$

Here $\hat{\Psi}$ is normalized so that

$$
\begin{equation*}
\hat{\Psi}(s, \nu, \nu s, 0)=0 \quad \forall s, \nu>0 \tag{0.11}
\end{equation*}
$$

and $\hat{\Psi}$ satisfies hypotheses which ensure that the integrals in $(0.8)$ will be well behaved for a reasonable class of functions $\theta$.

We assume that $\hat{\Psi}$ satisfies

$$
\begin{equation*}
\hat{\Psi}_{, 1}(s, \nu, \alpha, \gamma)+\nu \hat{\Psi}_{, 3}(s, \nu, \alpha, \gamma) \leqq 0 \quad \forall s, \nu>0, \quad \alpha \geqq 0, \quad \gamma \in \mathbb{R} \tag{0.12}
\end{equation*}
$$

and thus by the main result obtained in [2] the constitutive relations ( 0.8 ) are compatible with thermodynamics and

$$
\begin{equation*}
\hat{\Psi}_{, j}(s, \nu, \nu s, 0)=0, \quad j=1,2,3,4 \quad \forall s, \nu>0 . \tag{0.13}
\end{equation*}
$$

Substitution of $(0.8)_{3}$ and (0.9) into the law of balance of energy (0.1) yields

$$
\begin{aligned}
& \hat{c}_{I}\left(\theta(x, t), \bar{\theta}^{t}(x, \cdot), \bar{\theta}_{x}^{t}(x, \cdot)\right) \theta_{t}(x, t) \\
&+\frac{\partial}{\partial x}\left\{\int_{0}^{\infty} \hat{Q}\left(s, \theta(x, t), \bar{\theta}^{t}(x, s), \bar{\theta}_{x}^{t}(x, s)\right) d s\right\} \\
& \quad+\int_{0}^{\infty} \hat{E}_{, 3}\left(s, \theta(x, t), \bar{\theta}^{t}(x, s), \bar{\theta}_{x}^{t}(x, s)\right)[\theta(x, t)-\theta(x, t-s)] d s \\
&+\int_{0}^{\infty} \hat{E}_{, 4}\left(s, \theta(x, t), \bar{\theta}^{t}(x, s), \bar{\theta}_{x}^{t}(x, s)\right)\left[\theta_{x}(x, t)-\theta_{x}(x, t-s)\right] d s=r(x, t), \\
& x \in B, \quad t \geqq 0 .
\end{aligned}
$$

Here $\hat{Q}$ is given by

$$
\begin{equation*}
\hat{Q}(s, \nu, \alpha, \gamma):=-\nu \hat{\Psi}_{, 4}(s, \nu, \alpha, \gamma), \quad s, \nu>0, \quad \alpha \geqq 0, \quad \gamma \in \mathbb{R} \tag{0.15}
\end{equation*}
$$

[^6]and
\[

$$
\begin{aligned}
& \hat{c}_{I}\left(\theta(s, t), \bar{\theta}^{t}(x, \cdot), \bar{\theta}_{x}^{t}(x, \cdot)\right) \\
& \quad:=\hat{e}^{\prime}(\theta(x, t))+\int_{0}^{\infty} \hat{E}_{, 2}\left(s, \theta(x, t), \bar{\theta}^{t}(x, s), \bar{\theta}_{x}^{t}(x, s)\right) d s
\end{aligned}
$$
\]

is the instantaneous heat capacity at $\left(\theta(x, t), \bar{\theta}^{t}(x, \cdot), \bar{\theta}_{x}^{t}(x, \cdot)\right)$; the equilibrium heat capacity $\hat{c}_{E}(\nu)$ at the temperature $\nu$ is given by

$$
\begin{equation*}
\hat{c}_{E}(\nu):=\hat{e}^{\prime}(\nu) . \tag{0.17}
\end{equation*}
$$

It is generally assumed in practice that the heat capacities are positive.
We seek a smooth solution to ( 0.14 ) subject to the initial conditions

$$
\begin{array}{ll}
\theta(x, t)=\varphi(x, t), & x \in B, \quad t<0,  \tag{0.18}\\
\theta(x, 0)=\theta_{0}(x), & x \in B,
\end{array}
$$

and appropriate boundary conditions if $B \neq \mathbb{R}$. Here $\varphi>0$ and $\theta_{0}>0$ are prescribed smooth functions. Observe that ( 0.18 ) permits a temporal jump discontinuity in $\theta$ at $t=0$. Even if such a discontinuity is present in the data, we can obtain a solution that is smooth for $t \geqq 0$ provided that $\theta_{0}$ and $r(\cdot, 0)$ satisfy certain compatibility conditions at the endpoints of $B$.

It follows from the arguments of Gurtin and Pipkin [6] that compatibility with thermodynamics, strict positivity of the equilibrium heat capacity, and some assumptions of nondegeneracy imply that (0.14) is of hyperbolic type near equilibrium. (See [12, Chap. II] for determination of type for equations with memory terms.) The characteristic speeds for (0.14) are not constant, and it is therefore possible that weak waves will be amplified and shocks will develop. On the other hand, (0.14) includes a natural damping mechanism induced by memory. It is not clear which effect is dominant. A great deal of insight into this question is given by Chen [3], who assumed the existence of solutions containing singularities called temperature rate waves and obtained a formula for the amplitude of these waves. He found that an amplitude of small initial value decays as $t \rightarrow \infty$, and if the initial amplitude is large then blowup may occur in finite time. This suggests that when the data are close to equilibrium, (0.14) has a global solution, whereas if the data are sufficiently far away from equilibrium the solution may develop singularities in finite time.

To keep the analysis relatively clean, while retaining the important features (from the point of view of the analysis) of ( 0.14 ) we treat the following special case in detail:

$$
\begin{align*}
& \psi(x, t)=\hat{\psi}(\theta(x, t))-\frac{1}{\theta(x, t)} \int_{0}^{\infty} a^{\prime}(s) F\left(\bar{\theta}_{x}^{t}(x, s)\right) d s \\
& \eta(x, t)=-\hat{\psi}^{\prime}(\theta(x, t))-\frac{1}{\theta(x, t)^{2}} \int_{0}^{\infty} a^{\prime}(s) F\left(\bar{\theta}_{x}^{t}(x, s)\right) d s  \tag{0.19}\\
& q(x, t)=\int_{0}^{\infty} a^{\prime}(s) F^{\prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) d s
\end{align*}
$$

Here $\hat{\psi}:(0, \infty) \rightarrow \mathbb{R}, a:[0, \infty) \rightarrow \mathbb{R}$, and $F: \mathbb{R} \rightarrow \mathbb{R}$ are smooth functions with $a \in W^{3,1}(0, \infty)$ and $F(0)=0$. Observe that unlike ( 0.8 ), in ( 0.19 ) there is no dependence on the summed history of the temperature; moreover, here the kernel ( $a^{\prime}$ ) factors out. We assume that

$$
\begin{equation*}
a \text { is convex, } \quad F \geqq 0 ; \tag{0.20}
\end{equation*}
$$

the arguments used in [2] can be applied in the present setting to show that (0.20) implies that the constitutive equations ( 0.19 ) are compatible with thermodynamics. We note that by ( 0.20 ) we have

$$
\begin{equation*}
a^{\prime} \leqq 0, \quad a \geqq 0, \quad F^{\prime}(0)=0, \quad F^{\prime \prime}(0) \geqq 0 . \tag{0.21}
\end{equation*}
$$

The corresponding equation for $e$ is

$$
\begin{equation*}
e(x, t)=\hat{e}(\theta(x, t))-\frac{2}{\theta(x, t)} \int_{0}^{\infty} a^{\prime}(s) F\left(\bar{\theta}_{x}^{t}(x, s)\right) d s \tag{0.22}
\end{equation*}
$$

where $\hat{e}$ is as in ( 0.10$)_{1}$. Thus (0.1) yields

$$
\begin{aligned}
& \left(\hat{e}^{\prime}(\theta(x, t))+\frac{2}{\theta(x, t)^{2}} \int_{0}^{\infty} a^{\prime}(s) F\left(\bar{\theta}_{x}^{t}(x, s)\right) d s\right) \theta_{t}(x, t) \\
& \quad+\int_{0}^{\infty} a^{\prime}(s) F^{\prime \prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) \bar{\theta}_{x x}^{t}(x, s) d s \\
& \quad-\frac{2}{\theta(x, t)} \int_{0}^{\infty} a^{\prime}(s) F^{\prime}\left(\bar{\theta}_{x}^{t}(x, s)\right)\left[\theta_{x}(x, t)-\theta_{x}(x, t-s)\right] d s=r(x, t)
\end{aligned}
$$

$$
x \in B, \quad t \geqq 0 .
$$

We establish global existence and asymptotic stability of smooth solutions to the initial value problem ( 0.23 ), ( 0.18 ) for smooth data ( $r, \varphi, \theta_{0}$ ) that are close to equilibrium. We treat Dirichlet and Neumann boundary conditions as well as the problem with $B=\mathbb{R}$. We also make some remarks concerning the extension of our work to the initial value problem (0.14), (0.18).

To indicate the nature of our results let us consider the case where $B=[0,1]$, $\varphi \equiv \theta_{0} \equiv \theta^{*}$, with Dirichlet boundary conditions

$$
\begin{equation*}
\theta(0, t)=\theta(1, t)=\theta^{*}, \quad t \geqq 0 \tag{0.24}
\end{equation*}
$$

where $\theta^{*}>0$ is a given constant.
In order to prove global existence of solutions to ( 0.23 ), ( 0.24 ), ( 0.18 ) we need to make additional assumptions on the constitutive relations and on the data. Concerning the constitutive equations we require that

$$
\begin{equation*}
a \neq 0 \tag{0.25}
\end{equation*}
$$

and we strengthen the inequality $(0.21)_{4}$ to the strict inequality

$$
\begin{equation*}
F^{\prime \prime}(0)>0 . \tag{0.26}
\end{equation*}
$$

These two conditions imply that the linearized relation for the heat flux is nontrivial. We also assume that the equilibrium heat capacity is strictly positive, i.e., ${ }^{2}$

$$
\begin{equation*}
\hat{e}^{\prime}>0 \tag{0.27}
\end{equation*}
$$

Assumptions ( 0.25 )-(0.27) imply that ( 0.23 ) is hyperbolic near equilibrium. Since we have dependence on the summed history of the temperature gradient (for which we do not obtain a pointwise bound), we need to make a growth restriction on $F$ that is related to the decay rate of $a$. In addition, we assume that the heat supply $r$ is smooth, decays with time, and is small in a sense that will be stated more precisely later.

[^7]Moreover, to ensure the existence of smooth classical solutions the heat supply $r$ must satisfy the condition

$$
\begin{equation*}
r(0,0)=r(1,0)=r_{t}(0,0)=r_{t}(1,0)=0 \tag{0.28}
\end{equation*}
$$

which guarantees compatibility of the data with the boundary conditions at $t=0$. We note that our assumptions imply that $a$ is a strongly positive-definite kernel in the sense of [11]. Inequalities for such kernels play an essential role in the proof of global existence.

Observe that if $r \equiv 0$, then $\theta \equiv \theta^{*}$ is a solution. We look for classical solutions to ( 0.23 ), ( 0.24 ), ( 0.18 ) near the prescribed equilibrium temperature $\theta^{*}$ for $t \geqq 0$. We show that ( 0.23 ), ( 0.24 ), ( 0.18 ) has a unique solution $\theta>0$ with $\theta, \theta_{x}, \theta_{t}, \theta_{x x}, \theta_{x t}, \theta_{t t}, \theta_{x x x}$, $\theta_{x x t}, \theta_{x t t}, \theta_{t t t} \in C\left([0, \infty) ; L^{2}(0,1)\right)$ and $\theta, \theta_{x}, \theta_{t}, \theta_{x x}, \theta_{x t}, \theta_{t t} \in L^{2}\left((0, \infty) ; L^{2}(0,1)\right) \cap$ $L^{\infty}\left((0, \infty) ; L^{2}(0,1)\right)$. Moreover, as $t \rightarrow \infty, \theta(\cdot, t) \rightarrow \theta^{*}$ and $\theta_{x}(\cdot, t), \theta_{t}(\cdot, t) \rightarrow 0$ uniformly on $[0,1]$. An analogous result can be obtained for Neumann boundary conditions as well as for the problem with $B=\mathbb{R}$.

The arguments used to prove global existence in [5], [10], and [13] for MacCamy's model are similar in spirit to the arguments used here. The primary differences between our existence proof and those for MacCamy's model arise from the dependence of $e$ on the summed history of $\theta_{x}$. This dependence complicates the analysis and necessitates the use of a new inequality for strongly positive-definite kernels. Global existence is obtained by deriving a priori estimates; in these derivations we exploit the compatibility of our constitutive relations with thermodynamics, i.e., we make use of the entropy inequality ( 0.2 ). It is interesting to note that we can obtain an existence result for ( 0.23 ), ( 0.24 ), ( 0.18 ) without utilizing the thermodynamical restrictions, provided the linearized equation has the appropriate features. However, the compatibility conditions imposed on our constitutive relations by the thermodynamical restrictions allow us to establish a global existence result under less restrictive assumptions on the data.

The paper is organized as follows. Precise statements of global existence results are given in §1. Section 2 is concerned with appropriate local existence results and with properties of strongly positive-definite kernels relevant to our needs. Section 3 is devoted to the proof of the theorems stated in § 1 ; the proof for the problem with Dirichlet boundary conditions is discussed in detail and remarks are made concerning other boundary conditions.

1. Statement of results. We first consider the problem

$$
\begin{align*}
& \left(\hat{e}^{\prime}(\theta(x, t))+\frac{2}{\theta(x, t)^{2}} \int_{0}^{\infty} a^{\prime}(s) F\left(\bar{\theta}_{x}^{t}(x, s)\right) d s\right) \theta_{t}(x, t) \\
& \quad+\int_{0}^{\infty} a^{\prime}(s) F^{\prime \prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) \bar{\theta}_{x x}^{t}(x, s) d s \\
& -\frac{2}{\theta(x, t)} \int_{0}^{\infty} a^{\prime}(s) F^{\prime}\left(\bar{\theta}_{x}^{t}(x, s)\right)\left[\theta_{x}(x, t)-\theta_{x}(x, t-s)\right] d s=r(x, t), \\
& x \in[0,1], \quad t \geqq 0, \\
& \theta(x, t)=\theta^{*}, \quad x \in[0,1], \quad t<0,  \tag{1.2}\\
& \theta(x, 0)=\theta_{0}(x), \quad x \in[0,1],  \tag{1.3}\\
& \theta(0, t)=\theta(1, t)=\theta^{*}, \quad t \geqq 0 . \tag{1.4}
\end{align*}
$$

Here, $\theta^{*}>0$ is a given constant and $\theta_{0}:[0,1] \rightarrow(0, \infty)$ is a prescribed smooth function.

Concerning $\hat{e}, F$, and $a$ we require that

$$
\begin{gather*}
\hat{e} \in C^{4}(0, \infty),  \tag{1.5}\\
\hat{e}^{\prime}>0 ;  \tag{1.6}\\
F \in C^{5}(\mathbb{R}),  \tag{1.7}\\
F(0)=0, \quad F^{\prime \prime}(0)>0, \quad F(\gamma) \geqq 0 \quad \forall \gamma \in \mathbb{R}, \tag{1.8}
\end{gather*}
$$

and there are constants $K>0, k>1$ such that

$$
\begin{gather*}
\left|F^{(j)}(\xi)-F^{(j)}(0)\right| \leqq K\left(|\xi|+|\xi|^{k}\right), \quad j=0,1,2,3,4,5, \quad \xi \in \mathbb{R} ;  \tag{1.9}\\
a \in W^{3,1}(0, \infty), \quad a \text { is strongly positive definite, } \quad a^{\prime \prime} \geqq 0,
\end{gather*}
$$

and

$$
\begin{equation*}
\int_{0}^{\infty}\left|a^{\prime}(z)\right| z^{k+1} d z, \int_{0}^{\infty}\left|a^{\prime \prime}(z)\right| z^{k+1} d z, \int_{0}^{\infty}\left|a^{\prime \prime \prime}(z)\right| z^{k} d z<\infty . \tag{1.11}
\end{equation*}
$$

We note that there is some redundancy in (1.11) due to assumption (1.10); however, we feel that the present form (which is not as compact as possible) is clearer from an expository point of view. The definition of a strongly positive-definite kernel is given in the next section. For now, it suffices to know that
(i) $(1.10)_{1,2}$ implies $a(0)>0$;
(ii) If $a \in W^{3,1}(0, \infty), a \not \equiv 0$, and $a^{\prime \prime} \geqq 0$, then $a$ is strongly positive definite.

The data are assumed to have the following regularity:

$$
\begin{array}{r}
\theta_{0} \in H^{3}(0,1), \\
r, r_{x}, r_{t}, r_{x t}, r_{t t} \in C\left([0, \infty) ; L^{2}(0,1)\right) \cap L^{2}\left((0, \infty) ; L^{2}(0,1)\right) \\
\cap L^{\infty}\left((0, \infty) ; L^{2}(0,1)\right), \\
r(\cdot, 0) \in H^{2}(0,1), \quad r_{t t t} \in L^{2}\left((0, \infty) ; L^{2}(0,1)\right) . \tag{1.14}
\end{array}
$$

We also assume that the following compatibility conditions hold on the boundary:

$$
\begin{gather*}
\theta_{0}(0)=\theta_{0}(1)=\theta^{*},  \tag{1.15}\\
r(0,0)=r(1,0)=0,  \tag{1.16}\\
r_{t}(0,0)=a(0) F^{\prime \prime}(0)\left(-\theta_{0}^{\prime \prime}(0)+\frac{2}{\theta^{*}} \theta_{0}^{\prime}(0)^{2}\right),  \tag{1.17}\\
r_{t}(1,0)=a(0) F^{\prime \prime}(0)\left(-\theta_{0}^{\prime \prime}(1)+\frac{2}{\theta^{*}} \theta_{0}^{\prime}(1)^{2}\right) . \tag{1.18}
\end{gather*}
$$

The interpretation of (1.15) is clear; conditions (1.16)-(1.18) ensure that $\theta_{t}(\cdot, 0)$ and $\theta_{t t}(\cdot, 0)$ vanish on the boundary. To state our results, it is convenient to define

$$
\begin{equation*}
\Theta_{0}:=\int_{0}^{1}\left(\left[\theta_{0}(x)-\theta^{*}\right]^{2}+\theta_{0}^{\prime}(x)^{2}+\theta_{0}^{\prime \prime}(x)^{2}\right) d x \tag{1.19}
\end{equation*}
$$

and

$$
\begin{align*}
\mathbf{R}_{0}:= & \sup _{t \geqq 0} \int_{0}^{1}\left(r^{2}+r_{t}^{2}\right)(x, t) d x+\int_{0}^{1} r_{x}^{2}(x, 0) d x+\left(\sup _{\substack{x \in[0,1] \\
t \geqslant 0}}|r(x, t)|\right) \\
& +\int_{0}^{\infty} \int_{0}^{1}\left(r^{2}+r_{t}^{2}+r_{t t}^{2}\right)(x, t) d x d t . \tag{1.20}
\end{align*}
$$

We establish the following result.
Theorem 1.1. Assume that (1.5)-(1.11) hold. Then there is a constant $\delta>0$ such that for all $\theta_{0}$ and $r$ satisfying (1.12)-(1.18) and

$$
\begin{equation*}
\Theta_{0}+R_{0} \leqq \delta^{2} \tag{1.21}
\end{equation*}
$$

the initial value problem (1.1)-(1.4) has a unique solution $\theta>0$ with

$$
\begin{equation*}
\theta, \theta_{x}, \theta_{t}, \theta_{x x}, \theta_{x t}, \theta_{t t}, \theta_{x x x}, \theta_{x x t}, \theta_{x t t}, \theta_{t t t} \in C\left([0, \infty) ; L^{2}(0,1)\right) \tag{1.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta-\theta^{*}, \theta_{x}, \theta_{t}, \theta_{x x}, \theta_{x t}, \theta_{t t} \in L^{\infty}\left((0, \infty) ; L^{2}(0,1)\right) \cap L^{2}\left((0, \infty) ; L^{2}(0,1)\right) \tag{1.23}
\end{equation*}
$$

Moreover, as $t \rightarrow \infty$

$$
\begin{equation*}
\theta(\cdot, t) \rightarrow \theta^{*} \tag{1.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta_{x}(\cdot, t), \theta_{t}(\cdot, t) \rightarrow 0 \quad \text { uniformly on }[0,1] . \tag{1.25}
\end{equation*}
$$

Remark 1.1. The constant $\delta$ in Theorem 1.1 depends on $\theta^{*}$ and on properties of the functions appearing in the constitutive relations.

Remark 1.2. By the Sobolev embedding theorem, (1.22) implies that $\theta \in$ $C^{2}([0,1] \times[0, \infty))$.

A result analogous to Theorem 1.1 can be established if we replace the Dirichlet boundary conditions (1.4) with Neumann boundary conditions

$$
\begin{equation*}
\theta_{x}(0, t)=\theta_{x}(1, t)=0, \quad t \geqq 0 . \tag{1.26}
\end{equation*}
$$

Remark 1.3. Under the assumptions of Theorem 1.2 below (1.26) holds if and only if

$$
\begin{equation*}
q(0, t)=q(1, t)=0, \quad t \geqq 0 . \tag{1.27}
\end{equation*}
$$

(Recall that the heat flux $q$ is given by $(0.19)_{3}$.) It is obvious that (1.26) implies (1.27). In order to show that (1.27) implies (1.26) we first differentiate the relation for the heat flux $(0.19)_{3}$ with respect to $t$ on the boundary, making use of (1.2). We then add and subtract terms to obtain the identity

$$
\begin{aligned}
& a(0) \theta_{x}(\xi, t)+\int_{0}^{t} a^{\prime}(t-s) \theta_{x}(\xi, s) d s \\
& =\frac{1}{F^{\prime \prime}(0)} \frac{\partial}{\partial t}\left\{\int_{0}^{t} \theta_{x}(\xi, s) \int_{t-s}^{\infty} a^{\prime}(y)\right. \\
& \\
& \left.\quad \cdot \int_{0}^{1}\left[F^{\prime \prime}\left(z \bar{\theta}_{x}^{t}(\xi, y)\right)-F^{\prime \prime}(0)\right] d z d y d s\right\}, \\
& \\
& \quad \xi=0,1, \quad t \geqq 0 .
\end{aligned}
$$

We can now solve (1.28) for $\theta_{x}$ and make use of Lemma 2.3 below to show that (1.26) is the only continuous solution of (1.28) that vanishes at $t=0$.

We now require that $r$ satisfy (1.13), (1.14), and

$$
\begin{equation*}
r \in L^{1}\left((0, \infty) ; L^{2}(0,1)\right) ; \tag{1.29}
\end{equation*}
$$

in addition, we assume that the following compatibility conditions hold:

$$
\begin{gather*}
\theta_{0}^{\prime}(0)=\theta_{0}^{\prime}(1)=0,  \tag{1.30}\\
r(0,0)=r(1,0)=0,  \tag{1.31}\\
r_{t}(0,0)=-a(0) F^{\prime \prime}(0) \theta_{0}^{\prime \prime}(0),  \tag{1.32}\\
r_{t}(1,0)=-a(0) F^{\prime \prime}(0) \theta_{0}^{\prime \prime}(1) . \tag{1.33}
\end{gather*}
$$

Theorem 1.2. Assume that (1.5)-(1.11) hold. Then there is a constant $\delta>0$ such that for every $\theta_{0}$ and $r$ that satisfy (1.12)-(1.14), (1.29)-(1.33) and

$$
\begin{equation*}
\Theta_{0}+R_{0}+\left(\int_{0}^{\infty}\left(\int_{0}^{1} r(x, t)^{2} d x\right)^{1 / 2} d t\right)^{2} \leqq \delta^{2} \tag{1.34}
\end{equation*}
$$

the initial value problem (1.1)-(1.3), (1.26) has a unique solution $\theta>0$ with

$$
\begin{gather*}
\theta, \theta_{x}, \theta_{t}, \theta_{x x}, \theta_{x t}, \theta_{t t}, \theta_{x x x}, \theta_{x x t}, \theta_{x t t}, \theta_{t t t} \in C\left([0, \infty) ; L^{2}(0,1)\right),  \tag{1.35}\\
\theta_{x}, \theta_{t}, \theta_{x x}, \theta_{x t}, \theta_{t t} \in L^{\infty}\left((0, \infty) ; L^{2}(0,1)\right) \cap L^{2}\left((0, \infty) ; L^{2}(0,1)\right), \tag{1.36}
\end{gather*}
$$

and

$$
\begin{equation*}
\theta \in L^{\infty}\left((0, \infty) ; L^{2}(0,1)\right) \tag{1.37}
\end{equation*}
$$

Furthermore, as $t \rightarrow \infty, \theta(\cdot, t)$ converges to a constant $\theta^{* *}>0$ uniformly on [0,1] and (1.38)

$$
\theta_{x}(\cdot, t), \theta_{t}(\cdot, t) \rightarrow 0 \quad \text { uniformly on }[0,1] .
$$

Remark 1.4. The value of $\theta^{* *}$ can be determined from (1.1) as follows. If the assumptions of Theorem 1.2 hold and $\theta$ satisfies (1.1)-(1.3), (1.26) then integrating (1.1) over $[0,1] \times[0, t], t>0$, and passing to the limit as $t \rightarrow \infty$ yields

$$
\begin{equation*}
\hat{e}\left(\theta^{* *}\right)=\int_{0}^{1} \hat{e}\left(\theta_{0}(x)\right) d x+\int_{0}^{\infty} \int_{0}^{1} r(x, t) d x d t \tag{1.39}
\end{equation*}
$$

By (1.6) $\hat{e}$ is strictly monotone and hence there is a unique solution $\theta^{* *}$ of (1.39).
Let us now consider the problem stated below in which the heat conductor occupies the entire real line:

$$
\begin{align*}
& \left(\hat{e}^{\prime}(\theta(x, t))+\frac{2}{\theta(x, t)^{2}} \int_{0}^{\infty} a^{\prime}(s) F\left(\bar{\theta}_{x}^{t}(x, s)\right) d s\right) \theta_{t}(x, t) \\
& \quad+\int_{0}^{\infty} a^{\prime}(s) F^{\prime \prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) \bar{\theta}_{x x}^{t}(x, s) d s \\
& \quad-\frac{2}{\theta(x, t)} \int_{0}^{\infty} a^{\prime}(s) F^{\prime}\left(\bar{\theta}_{x}^{t}(x, s)\right)\left[\theta_{x}(x, t)-\theta_{x}(x, t-s)\right] d s=r(x, t), \tag{1.40}
\end{align*}
$$

$$
x \in \mathbb{R}, \quad t \geqq 0,
$$

$$
\begin{gather*}
\theta(x, t)=\theta^{*}, \quad x \in \mathbb{R}, \quad t<0  \tag{1.41}\\
\theta(x, 0)=\theta_{0}(x), \quad x \in \mathbb{R} . \tag{1.42}
\end{gather*}
$$

We assume that

$$
\begin{align*}
& \theta_{0}-\theta^{*} \in H^{3}(\mathbb{R})  \tag{1.43}\\
& r_{x}, r_{t}, r_{x t}, r_{t t} \in C\left([0, \infty) ; L^{2}(\mathbb{R})\right) \cap L^{2}\left((0, \infty) ; L^{2}(\mathbb{R})\right) \\
& \cap L^{\infty}\left((0, \infty) ; L^{2}(\mathbb{R})\right), \tag{1.44}
\end{align*}
$$

$$
\begin{gather*}
r \in C\left([0, \infty) ; L^{2}(\mathbb{R})\right) \cap L^{1}\left((0, \infty) ; L^{2}(\mathbb{R})\right) \cap L^{\infty}\left((0, \infty) ; L^{2}(\mathbb{R})\right),  \tag{1.45}\\
r(\cdot, 0) \in H^{2}(\mathbb{R}), \quad r_{t t t} \in L^{2}\left((0, \infty) ; L^{2}(\mathbb{R})\right) . \tag{1.46}
\end{gather*}
$$

Note that (1.45) implies $r \in L^{2}\left((0, \infty) ; L^{2}(\mathbb{R})\right)$. We define

$$
\begin{equation*}
\Theta_{1}:=\int_{-\infty}^{\infty}\left(\left[\theta_{0}(x)-\theta^{*}\right]^{2}+\theta_{0}^{\prime}(x)^{2}+\theta_{0}^{\prime \prime}(x)^{2}\right) d x \tag{1.47}
\end{equation*}
$$

and

$$
\begin{align*}
R_{1}:=\sup _{t \geqq 0} & \int_{-\infty}^{\infty}\left(r^{2}+r_{t}^{2}\right)(x, t) d x+\int_{-\infty}^{\infty} r_{x}^{2}(x, 0) d x+\left(\sup _{\substack{x \in \mathbb{R} \\
t \geqq 0}}|r(x, t)|\right)^{2} \\
& +\int_{0}^{\infty} \int_{-\infty}^{\infty}\left(r^{2}+r_{t}^{2}+r_{t t}^{2}\right)(x, t) d x d t  \tag{1.48}\\
& +\left(\int_{0}^{\infty}\left(\int_{-\infty}^{\infty} r(x, t)^{2} d x\right)^{1 / 2} d t\right)^{2} .
\end{align*}
$$

Theorem 1.3. If (1.5)-(1.11) hold, then there is a constant $\delta>0$ such that when $\theta_{0}$ and $r$ satisfy (1.43)-(1.46) and

$$
\begin{equation*}
\Theta_{1}+R_{1} \leqq \delta^{2} \tag{1.49}
\end{equation*}
$$

the initial value problem (1.40)-(1.42) has a unique solution $\theta>0$ with

$$
\begin{gather*}
\theta-\theta^{*}, \theta_{x}, \theta_{t}, \theta_{x x}, \theta_{x t}, \theta_{t t}, \theta_{x x x}, \theta_{x x t}, \theta_{x t}, \theta_{t t t} \in C\left([0, \infty) ; L^{2}(\mathbb{R})\right),  \tag{1.50}\\
\theta_{x}, \theta_{t}, \theta_{x x}, \theta_{x t}, \theta_{t t} \in L^{\infty}\left((0, \infty) ; L^{2}(\mathbb{R})\right) \cap L^{2}\left((0, \infty) ; L^{2}(\mathbb{R})\right), \tag{1.51}
\end{gather*}
$$

and

$$
\begin{equation*}
\theta-\theta^{*} \in L^{\infty}\left((0, \infty) ; L^{2}(\mathbb{R})\right) . \tag{1.52}
\end{equation*}
$$

In addition, as $t \rightarrow \infty$,

$$
\begin{equation*}
\theta(\cdot, t) \rightarrow \theta^{*} \quad \text { uniformly on } \mathbb{R} \tag{1.53}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta_{x}(\cdot, t), \theta_{t}(\cdot, t) \rightarrow 0 \quad \text { uniformly on } \mathbb{R} \text { and in } L^{2}(\mathbb{R}) . \tag{1.54}
\end{equation*}
$$

Remark 1.5. A detailed proof of Theorem 1.1 is given in §3. With some minor modifications the argument used to establish Theorem 1.1 can be applied to prove Theorems 1.2 and 1.3; these modifications are discussed in $\S 3$.

Remark 1.6. Assumption (1.11) is not the weakest possible to obtain the global estimates of $\S 3$. However, in order to establish Lemma 2.2 below, the replacement of (1.11) with a weaker assumption would necessitate a more complicated argument than the one used in this paper.

The results established here can be modified and extended, as is illustrated below.
(i) Solutions with less regularity. Using a density argument we can show that under weaker assumptions on the data, our initial value problems have a unique, globally defined solution with less regularity than the solutions discussed above. More precisely, for instance in Theorem 1.1, if we replace (1.12)-(1.18) with

$$
\begin{gather*}
\theta_{0} \in H^{2}(0,1),  \tag{1.55}\\
r, r_{t} \in C\left([0, \infty) ; L^{2}(0,1)\right) \cap L^{2}\left((0, \infty) ; L^{2}(0,1)\right) \\
\cap L^{\infty}\left((0, \infty) ; L^{2}(0,1)\right),  \tag{1.56}\\
r \in L^{\infty}((0,1) \times(0, \infty)), \quad r(\cdot, 0) \in H^{1}(0,1), \quad r_{t t} \in L^{2}\left((0, \infty) ; L^{2}(0,1)\right), \tag{1.57}
\end{gather*}
$$

and

$$
\begin{equation*}
\theta_{0}(0)=\theta_{0}(1)=\theta^{*}, \quad r(0,0)=r(1,0)=0, \tag{1.58}
\end{equation*}
$$

then the result of Theorem 1.1 is true with (1.22) replaced with

$$
\begin{equation*}
\theta, \theta_{x}, \theta_{t}, \theta_{x x}, \theta_{x t}, \theta_{t t} \in C\left([0, \infty) ; L^{2}(0,1)\right) \tag{1.59}
\end{equation*}
$$

(ii) Nonequilibrium history. Results analogous to Theorems 1.1-1.3 can be obtained if a more general history is prescribed. For example, a result similar to Theorem 1.1 can be established if (1.2) is replaced by

$$
\begin{equation*}
\theta(x, t)=\varphi(x, t), \quad x \in[0,1], \quad t<0 \tag{1.60}
\end{equation*}
$$

where $\varphi:[0,1] \times(-\infty, 0] \rightarrow(0, \infty)$ satisfies

$$
\begin{align*}
& \varphi_{x}, \varphi_{x x}, \varphi_{x t}, \varphi_{x x x}, \varphi_{x x t}, \varphi_{x t t} \in C\left((-\infty, 0] ; L^{2}(0,1)\right) \\
& \cap L^{2}\left((-\infty, 0) ; L^{2}(0,1)\right) \cap L^{\infty}\left((-\infty, 0) ; L^{2}(0,1)\right),  \tag{1.61}\\
& \int_{0}^{\infty} a^{\prime}(s) F^{\prime}\left(\bar{\varphi}_{x}^{0}(\cdot, s)\right) d s \in H^{3}(0,1), \tag{1.62}
\end{align*}
$$

and the compatibility conditions (1.16)-(1.18) are modified accordingly. In addition, the quantity

$$
\begin{align*}
\Phi:= & \sup _{t \in(-\infty, 0)} \int_{0}^{1}\left(\varphi_{x}^{2}+\varphi_{x x}^{2}+\varphi_{x t}^{2}\right)(x, t) d x \\
& +\int_{-\infty}^{0} \int_{0}^{1}\left(\varphi_{x}^{2}+\varphi_{x x}^{2}+\varphi_{x t}^{2}\right)(x, t) d x d t  \tag{1.63}\\
& +\int_{0}^{1}\left(\int_{0}^{\infty} a^{\prime}(s) \frac{\partial^{2}}{\partial x^{2}}\left\{F^{\prime}\left(\bar{\varphi}_{x}^{0}(x, s)\right)\right\} d s\right)^{2} d x
\end{align*}
$$

must be sufficiently small, i.e., condition (1.21) is to be replaced with

$$
\begin{equation*}
\Theta_{0}+\Phi+R_{0} \leqq \delta^{2} . \tag{1.64}
\end{equation*}
$$

In § 3 we discuss modifications needed in order to adapt the proof of Theorem 1.1 to this case. We note that for the analogue of Theorem 1.2, if we assume that

$$
\begin{equation*}
\varphi_{x}(0, t)=\varphi_{x}(1, t)=0, \quad t \leqq 0 \tag{1.65}
\end{equation*}
$$

then, following the procedure discussed in Remark 1.3, we can show that (1.26) is equivalent to (1.27).
(iii) General integral models. These results can be extended to the case where the constitutive equations ( 0.8 ) are considered. In these equations the dependence on the summed history of $\theta$ is nontrivial; hence a term involving $\theta(x, t)$ appears in the analogue of (1.1). In the corresponding linearized equation the coefficient of $\theta(x, t)$ is

$$
\begin{equation*}
E^{*}:=\int_{0}^{\infty} \hat{E}_{, 3}\left(s, \theta^{*}, \theta^{*} s, 0\right) d s \tag{1.66}
\end{equation*}
$$

we can show that compatibility with thermodynamics implies that $E^{*}$ is nonnegative and hence the methods we use here can be adopted to produce analogous results to those stated in Theorems 1.1-1.3. The precise statement of the technical assumptions required would be very complicated and not very illuminating, e.g., the mapping

$$
\begin{equation*}
s \mapsto Q_{, 4}\left(s, \theta^{*}, \theta^{*} s, 0\right) \tag{1.67}
\end{equation*}
$$

would have to be such that our assumptions on

$$
\begin{equation*}
s \mapsto a^{\prime}(s) F^{\prime \prime}(0) \tag{1.68}
\end{equation*}
$$

would hold. We will not discuss this case in further detail.
2. Preliminaries. We begin by stating a local existence result for (1.1)-(1.4). We first note that (1.1) is hyperbolic near equilibrium, but may lose its evolutionary character at states sufficiently far from equilibrium. To ensure that (1.1)-(1.4) is well posed we assume that $\theta_{0}$ is close to equilibrium in the sense described below. We choose $\varepsilon \in\left(0, \theta^{*}\right)$ sufficiently small so that there are constants $e^{*}, q^{*}>0$ with the following property:

$$
\begin{align*}
\hat{e}^{\prime}(w(x, t))+\frac{2}{w(x, t)^{2}} \int_{0}^{\infty} a^{\prime}(s) F\left(\bar{w}_{x}^{t}(x, s)\right) d s & \geqq e^{*} \\
& \forall x \in[0,1], \quad t \in[0, T], \tag{2.1}
\end{align*}
$$

and

$$
\begin{equation*}
-\int_{0}^{\infty} a^{\prime}(s) F^{\prime \prime}\left(\bar{w}_{x}^{t}(x, s)\right) d s \geqq q^{*} \quad \forall x \in[0,1], \quad t \in[0, T] \tag{2.2}
\end{equation*}
$$

for every $T>0$ and every $w \in L^{\infty}\left((-\infty, T) ; H^{1}(0,1)\right)$ satisfying

$$
\begin{equation*}
\left|w(x, t)-\theta^{*}\right|,\left|w_{x}(x, t)\right| \leqq \varepsilon \quad \forall x \in[0,1], \quad t \in(-\infty, T] . \tag{2.3}
\end{equation*}
$$

Such a choice is possible by virtue of our assumptions on $a$ and $F$. (Indeed, the left-hand sides of (2.1) and (2.2) are strictly positive when $w(x, t) \equiv \theta^{*}$. A simple perturbation about $w=\theta^{*}$ guarantees the existence of a suitable $\varepsilon$. In fact, we may take $e^{*}=\frac{1}{2} \hat{e}^{\prime}\left(\theta^{*}\right)$ and $q^{*}=\frac{1}{2} a(0) F^{\prime \prime}(0)$.) We assume that $\theta_{0}$ satisfies

$$
\begin{equation*}
\left|\theta_{0}(x)-\theta^{*}\right|,\left|\theta_{0}^{\prime}(x)\right| \leqq \eta \quad \forall x \in[0,1], \tag{2.4}
\end{equation*}
$$

for some $\eta \in(0, \varepsilon)$.
We can now state the following lemma.
Lemma 2.1. Assume that (1.5)-(1.18) and (2.4) are satisfied. Then the initial value problem (1.1)-(1.4) has a unique solution $\theta>0$, defined on a maximal time interval $\left[0, T_{0}\right), T_{0}>0$, with

$$
\begin{equation*}
\theta, \theta_{x}, \theta_{t}, \theta_{x x}, \theta_{x t}, \theta_{t t}, \theta_{x x x}, \theta_{x x t}, \theta_{x t t}, \theta_{t t} \in C\left(\left[0, T_{0}\right) ; L^{2}(0,1)\right) \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\theta(x, t)-\theta^{*}\right|,\left|\theta_{x}(x, t)\right|<\varepsilon \quad \forall x \in[0,1], \quad t \in\left[0, T_{0}\right) . \tag{2.6}
\end{equation*}
$$

Moreover, if

$$
\begin{equation*}
\sup _{\substack{x \in[0,1] \\ t \in\left[0, T_{0}\right)}}\left|\theta(x, t)-\theta^{*}\right|, \sup _{\substack{x \in[0,1] \\ t \in\left[0, T_{0}\right)}}\left|\theta_{x}(x, t)\right|<\varepsilon \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{t \in\left[0, T_{0}\right)} \int_{0}^{1}\left(\theta^{2}+\theta_{x}^{2}+\theta_{t}^{2}+\theta_{x x}^{2}+\theta_{x t}^{2}+\theta_{t t}^{2}+\theta_{x x x}^{2}+\theta_{x x t}^{2}+\theta_{x t t}^{2}+\theta_{t t t}^{2}\right)(x, t) d x<\infty, \tag{2.8}
\end{equation*}
$$

then $T_{0}=\infty$.
A result analogous to Lemma 2.1 can be established if we replace (1.4) by (1.26) (i.e., if instead of Dirichlet boundary conditions we consider Neumann boundary
conditions) and (1.15)-(1.18) with (1.29)-(1.33). Similarly to (1.1)-(1.4), the initial value problem (1.1)-(1.3), (1.26) has a unique solution $\theta$ defined on a maximal time interval $\left[0, T_{0}\right), T_{0}>0$ satisfying (2.5) and (2.6). We can also obtain a corresponding result for the case when the heat conductor occupies the entire real line; the assumptions required in this case would be the analogues on $\mathbb{R}$ of the assumptions stated above.

The proof of Lemma 2.1 is given in Chapter III of [1] ${ }^{3}$; this proof is very technical but standard. Proofs similar in spirit have been used by several authors to obtain local existence results (cf., e.g., [12, Chap. III]) and hence we omit the proof of the lemma. It is interesting to note that although compatibility of the constitutive relations (0.19), ( 0.22 ) with thermodynamics determines the form of (1.1) it plays no further role in the proof of Lemma 2.1. However, a bootstrapping argument, in which the thermodynamical restrictions play an essential part, can be applied to strengthen the result described in Lemma 2.1. More precisely, we can show that under the assumptions of Lemma 2.1, if $\theta$ satisfies (1.1)-(1.4) on a maximal time interval $\left[0, T_{0}\right), T_{0}>0$ (and hence $\theta$ satisfies the entropy inequality ( 0.2 ) ), then a bound on the $L^{\infty}\left(\left[0, T_{0}\right) ; L^{2}(0,1)\right)$ norms of $\theta$ and its derivatives through order 2 implies that there is a bound on the aforementioned norms of third-order derivatives of $\theta$. Hence, we can establish the following lemma.

Lemma 2.2. Suppose that the assumptions of Lemma 2.1 hold and that $\theta$ is a solution of (1.1)-(1.4) on a maximal time interval $\left[0, T_{0}\right), T_{0}>0$. If $\theta$ satisfies (2.7) and

$$
\begin{equation*}
\sup _{t \in\left[0, T_{0}\right)} \int_{0}^{1}\left(\theta^{2}+\theta_{x}^{2}+\theta_{t}^{2}+\theta_{x x}^{2}+\theta_{x t}^{2}+\theta_{t t}^{2}\right)(x, t) d x<\infty, \tag{2.9}
\end{equation*}
$$

then $T_{0}=\infty$.
Remark 2.1. If $\theta$ is a solution of (1.1)-(1.4), then $\theta$ satisfies the entropy inequality ( 0.2 ), where the entropy and the heat flux are given by $(0.19)_{2}$ and $(0.19)_{3}$, i.e.,

$$
\begin{align*}
& -\frac{\partial}{\partial x}\left\{\frac{1}{\theta(x, t)} \int_{0}^{\infty} a^{\prime}(s) F^{\prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) d s\right\}  \tag{2.10}\\
& \quad \leqq \frac{\partial}{\partial t}\left\{-\hat{\psi}^{\prime}(\theta(x, t))-\frac{1}{\theta(x, t)^{2}} \int_{0}^{\infty} a^{\prime}(s) F\left(\bar{\theta}_{x}^{t}(x, s)\right) d s\right\}-\frac{r(x, t)}{\theta(x, t)} .
\end{align*}
$$

Recall that

$$
\begin{equation*}
\hat{e}(\nu):=\hat{\psi}(\nu)-\nu \hat{\psi}^{\prime}(\nu), \quad \nu>0, \tag{2.11}
\end{equation*}
$$

hence (1.5) implies

$$
\begin{equation*}
\hat{\psi}^{\prime \prime} \in C(0, \infty) . \tag{2.12}
\end{equation*}
$$

Before proving Lemma 2.2 we introduce the following definition. For $T>0$ and $0<h<T$, we define the forward difference operator $\Delta_{h}$ (with respect to the time

[^8]variable) by
\[

$$
\begin{equation*}
\left(\Delta_{h} w\right)(x, t):=w(x, t+h)-w(x, t), \quad x \in[0,1], \quad t \in[0, T-h] \tag{2.13}
\end{equation*}
$$

\]

for every $w \in C\left([0, T] ; L^{2}(0,1)\right)$.
Proof of Lemma 2.2. Let $\theta$ be a solution of (1.1)-(1.4) on a maximal time interval $\left[0, T_{0}\right), T_{0}>0$, such that (2.7) holds. Our aim is to show that if $T_{0}<\infty$, then

$$
\begin{equation*}
\sup _{t \in\left[0, T_{0}\right)} \int_{0}^{1}\left(\theta^{2}+\theta_{x}^{2}+\theta_{t}^{2}+\theta_{x x}^{2}+\theta_{x t}^{2}+\theta_{t t}^{2}\right)(x, t) d x=\infty \tag{2.14}
\end{equation*}
$$

For this purpose it is convenient to introduce the quantities

$$
\begin{align*}
& \gamma_{2}(t):=\sup _{s \in[0, t]} \int_{0}^{1}\left(\theta^{2}+\theta_{x}^{2}+\theta_{t}^{2}+\theta_{x x}^{2}+\theta_{x t}^{2}+\theta_{t t}^{2}\right)(x, s) d x, \quad t \in\left[0, T_{0}\right),  \tag{2.15}\\
& \gamma_{3}(t):=\sup _{s \in[0, t]} \int_{0}^{1}\left(\theta^{2}+\theta_{x}^{2}+\theta_{t}^{2}+\theta_{x x}^{2}+\theta_{x t}^{2}+\theta_{t t}^{2}+\theta_{x x x}^{2}+\theta_{x x t}^{2}\right.  \tag{2.16}\\
& \\
& \left.\quad+\theta_{x t t}^{2}+\theta_{t t t}^{2}\right)(x, s) d x, \quad t \in\left[0, T_{0}\right),  \tag{2.17}\\
& \Theta:=\int_{0}^{1}\left(\theta_{0}(x)^{2}+\theta_{0}^{\prime}(x)^{2}+\theta_{0}^{\prime \prime}(x)^{2}+\theta_{0}^{\prime \prime \prime}(x)^{2}\right) d x,
\end{align*}
$$

and

$$
\begin{align*}
R:= & \sup _{t \in(0, \infty)} \int_{0}^{1}\left(r^{2}+r_{x}^{2}+r_{t}^{2}+r_{x t}^{2}+r_{t t}^{2}\right)(x, t) d x+\int_{0}^{1} r_{x x}^{2}(x, 0) d x \\
& +\int_{0}^{\infty} \int_{0}^{1}\left(r^{2}+r_{x}^{2}+r_{t}^{2}+r_{x t}^{2}+r_{t t}^{2}+r_{t t}^{2}\right)(x, t) d x d t . \tag{2.18}
\end{align*}
$$

In the following calculations we make use of the inequalities

$$
\begin{gather*}
\left(\sum_{i=1}^{N} A_{i}\right)^{2} \leqq N \sum_{i=1}^{N} A_{i}^{2}, \quad A_{1}, \cdots, A_{N} \in \mathbb{R},  \tag{2.19}\\
|A B| \leqq \frac{A^{2}}{4 \lambda}+\lambda B^{2}, \quad A, B \in \mathbb{R}, \quad \lambda>0, \tag{2.20}
\end{gather*}
$$

and

$$
\begin{equation*}
\|A * B\|_{L^{p}\left((0, T) ; L^{2}(0,1)\right)} \leqq\|A\|_{L^{1}(0, \infty)}\|B\|_{L^{p}\left((0, T) ; L^{2}(0,1)\right)} \tag{2.21}
\end{equation*}
$$

for every $T>0, A \in L^{1}(0, \infty)$, and $B \in L^{p}\left((0, T) ; L^{2}(0,1)\right)$, where $1 \leqq p \leqq \infty$ and $A * B$ denotes the convolution of $A$ with $B$. We use $\Gamma$ to denote a (possible large) positive generic constant which is independent of $\theta_{0}, r$, and $T_{0}$.

We first differentiate (1.1) twice with respect to $t$ and then apply the forward difference operator $\Delta_{h}$ to the resulting expression. We multiply the new equation by $\Delta_{h} \theta_{t t}$ and integrate over $[0,1] \times[0, t], t \in\left(0, T_{0}\right)$. After several integrations by parts, we divide both sides by $h^{2}$ and let $h \downarrow 0$ to obtain the identity

$$
\begin{gather*}
\frac{1}{2} \int_{0}^{1}\left(\hat{e}^{\prime}(\theta(x, t))+\frac{2}{\theta(x, t)^{2}} \int_{0}^{\infty} a^{\prime}(s) F\left(\bar{\theta}_{x}^{t}(x, s)\right) d s\right) \theta_{t t t}^{2}(x, t) d x  \tag{2.22}\\
-\frac{1}{2} \int_{0}^{1} \int_{0}^{\infty} a^{\prime}(s) F^{\prime \prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) d s \theta_{x t t}^{2}(x, t) d x
\end{gather*}
$$

$$
\begin{aligned}
& =-\int_{0}^{t} \int_{0}^{1} \frac{\partial}{\partial x}\left\{\frac{1}{\theta(x, s)} \int_{0}^{\infty} a^{\prime}(z) F^{\prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) d z\right\} \theta_{t t t}^{2}(x, s) d x d s \\
& +\frac{1}{2} \int_{0}^{1} \hat{e}^{\prime}\left(\theta_{0}(x)\right) \theta_{t t t}^{2}(x, 0) d x+\frac{1}{2} a(0) F^{\prime \prime}(0) \int_{0}^{1} \theta_{x t t}^{2}(x, 0) d x \\
& +\frac{1}{2} \int_{0}^{t} \int_{0}^{1} \frac{\partial}{\partial s}\left\{\hat{e}^{\prime}(\theta(x, s))+\frac{2}{\theta(x, s)^{2}} \int_{0}^{\infty} a^{\prime}(z) F\left(\bar{\theta}_{x}^{s}(x, z)\right) d z\right\} \theta_{t t t}^{2}(x, s) d x d s \\
& -\frac{1}{2} \int_{0}^{t} \int_{0}^{1} \frac{\partial}{\partial s}\left\{\int_{0}^{\infty} a^{\prime}(z) F^{\prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) d z\right\} \theta_{x t t}^{2}(x, s) d x d s \\
& +\int_{0}^{t} \int_{0}^{1} \frac{\partial^{3}}{\partial s^{3}}\left\{r(x, s)-\frac{2}{\theta(x, s)} \int_{0}^{s} a^{\prime}(z) F^{\prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) \theta_{x}(x, s-z) d z\right\} \theta_{t t t}(x, s) d x d s \\
& -\int_{0}^{t} \int_{0}^{1} \theta_{t}(x, s) \frac{\partial^{3}}{\partial s^{3}}\left\{\hat{e}^{\prime}(\theta(x, s))+\frac{2}{\theta(x, s)^{2}}\right. \\
& \left.\cdot \int_{0}^{\infty} a^{\prime}(z) F\left(\bar{\theta}_{x}^{s}(x, z)\right) d z\right\} \theta_{t t}(x, s) d x d s \\
& -3 \int_{0}^{t} \int_{0}^{1} \frac{\partial}{\partial s}\left\{\theta _ { t t } ( x , s ) \frac { \partial } { \partial s } \left\{\hat{e}^{\prime}(\theta(x, s))+\frac{2}{\theta(x, s)^{2}}\right.\right. \\
& \left.\left.\cdot \int_{0}^{\infty} a^{\prime}(z) F\left(\bar{\theta}_{x}^{s}(x, z)\right) d z\right\}\right\} \theta_{t t t}(x, s) d x d s \\
& +\int_{0}^{t} \int_{0}^{1} \frac{\partial^{2}}{\partial s^{2}}\left\{\int_{0}^{s} a^{\prime}(z) F^{\prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) \theta_{x x}(x, s-z) d z\right\} \theta_{t t t}(x, s) d x d s \\
& +\int_{0}^{t} \int_{0}^{1} \frac{\partial^{2}}{\partial s^{2}}\left\{\int_{0}^{s} a^{\prime}(z) F^{\prime \prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) \bar{\theta}_{x x}^{s}(x, z) \theta_{x}(x, s-z) d z\right\} \theta_{t t t}(x, s) d x d s \\
& -\int_{0}^{t} \int_{0}^{1} \theta_{x}(x, s) \frac{\partial^{2}}{\partial s^{2}}\left\{\int_{0}^{s} a^{\prime}(z) F^{\prime \prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) \bar{\theta}_{x x}^{s}(x, z) d z\right\} \theta_{t t t}(x, s) d x d s \\
& -2 \int_{0}^{t} \int_{0}^{1} \theta_{x t}(x, s) \frac{\partial}{\partial s}\left\{\int_{0}^{s} a^{\prime}(z) F^{\prime \prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) \bar{\theta}_{x x}^{s}(x, z) d z\right\} \theta_{t t t}(x, s) d x d s \\
& +\int_{0}^{t} \int_{0}^{1} \theta_{x}(x, s) \frac{\partial^{3}}{\partial s^{3}}\left\{\frac{2}{\theta(x, s)} \int_{0}^{\infty} a^{\prime}(z) F^{\prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) d z\right\} \theta_{t t t}(x, s) d x d s \\
& +3 \int_{0}^{t} \int_{0}^{1} \frac{\partial}{\partial s}\left\{\theta_{x t}(x, s) \frac{\partial}{\partial s}\left\{\frac{2}{\theta(x, s)} \int_{0}^{\infty} a^{\prime}(z) F^{\prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) d z\right\}\right\} \theta_{t t}(x, s) d x d s \\
& -\int_{0}^{t} \int_{0}^{1} \frac{\partial^{2}}{\partial s^{2}}\left\{\int_{0}^{\infty} a^{\prime}(z) F^{\prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) d z\right\} \theta_{x x}(x, s) \theta_{t t t}(x, s) d x d s \\
& -2 \int_{0}^{t} \int_{0}^{1} \frac{\partial}{\partial s}\left\{\int_{0}^{\infty} a^{\prime}(z) F^{\prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) d z\right\} \theta_{x x t}(x, s) \theta_{t t t}(x, s) d x d s, \quad t \in\left[0, T_{0}\right) .
\end{aligned}
$$

Here $\theta_{t t t}(\cdot, 0)$ and $\theta_{x t t}(\cdot, 0)$ are determined from (1.1). Only a partial description of the estimates involved in obtaining (2.23), (2.25), and (2.29) (from (2.22)) will be given since the calculations are similar in spirit to those described in § 3 below. Making use of (2.1), (2.2), (2.10) (to estimate the first term on the right-hand side of (2.22)),
(2.19)-(2.21), and the Sobolev embedding theorem we can show that

$$
\begin{aligned}
& \int_{0}^{1}\left(\theta_{x t t}^{2}+\theta_{t t t}^{2}\right)(x, t) d x \\
& \begin{array}{l}
\leqq \Gamma\left\{\Theta+R+\gamma_{2}^{2}(t)+\gamma_{2}^{3}(t)+\left[1+R^{1 / 2}+(1+t)\left(\gamma_{2}^{1 / 2}(t)+\gamma_{2}^{(k+1) / 2}(t)\right)\right]\right. \\
\\
\left.\quad \cdot \int_{0}^{t} \int_{0}^{1}\left(\theta_{x x x}^{2}+\theta_{x x t}^{2}+\theta_{x t t}^{2}+\theta_{t t t}^{2}\right)(x, s) d x d s\right\} \quad \forall t \in\left[0, T_{0}\right) .
\end{array}
\end{aligned}
$$

We differentiate (1.1) twice with respect to $t$, square the resulting expression, and then integrate over [0,1] to obtain the inequality

$$
\begin{align*}
& \int_{0}^{1}\left(\int_{0}^{\infty} a^{\prime}(s) F^{\prime \prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) d s\right)^{2} \theta_{x x t}^{2}(x, t) d x \\
& \quad \leqq 5 \int_{0}^{1}\left(\frac{\partial^{3}}{\partial t^{3}}\left\{\hat{e}(\theta(x, t))-\frac{2}{\theta(x, t)} \int_{0}^{\infty} a^{\prime}(s) F\left(\bar{\theta}_{x}^{t}(x, s)\right) d s\right\}\right)^{2} d x \\
& \quad+5 \int_{0}^{1}\left(\theta_{x x}(x, t) \frac{\partial}{\partial t}\left\{\int_{0}^{\infty} a^{\prime}(s) F^{\prime \prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) d s\right\}\right)^{2} d x \\
& \quad+5 \int_{0}^{1}\left(\frac{\partial}{\partial t}\left\{\int_{0}^{t} a^{\prime}(s) F^{\prime \prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) \theta_{x x}(x, t-s) d s\right\}\right)^{2} d x  \tag{2.24}\\
& \quad+5 \int_{0}^{1}\left(\frac{\partial}{\partial t}\left\{\int_{0}^{t} a^{\prime}(s) \frac{\partial}{\partial t}\left(F^{\prime \prime}\left(\bar{\theta}_{x}^{t}(x, s)\right)\right) \bar{\theta}_{x x}^{t}(x, s) d s\right\}\right)^{2} d x \\
& \quad+5 \int_{0}^{1} r_{t t}^{2}(x, t) d x \quad \forall t \in\left[0, T_{0}\right) .
\end{align*}
$$

Using (2.2) to get a lower bound on the left-hand side of (2.24), and estimating the right-hand side of (2.24) we can show that

$$
\begin{align*}
\int_{0}^{1} \theta_{x x t}^{2}(x, t) d x \leqq \Gamma\{ & R+\gamma_{2}(t)+\gamma_{2}^{k+3}(t) \\
& +\left(1+\gamma_{2}(t)+\gamma_{2}^{k}(t)\right)  \tag{2.25}\\
& \left.\cdot \int_{0}^{1}\left(\theta_{x t t}^{2}+\theta_{t t t}^{2}\right)(x, t) d x\right\} \quad \forall t \in\left[0, T_{0}\right) .
\end{align*}
$$

We now differentiate (1.1) once with respect to $t$ and then once with respect to $x$. We square the result and integrate over $[0,1]$ to get

$$
\begin{aligned}
& \int_{0}^{1}\left(\int_{0}^{\infty} a^{\prime}(s) F^{\prime \prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) d s\right)^{2} \theta_{x x x}^{2}(x, t) d x \\
& \quad \leqq \\
& \leq \int_{0}^{1}\left(\frac{\partial^{3}}{\partial x \partial t^{2}}\left\{\hat{e}(\theta(x, t))-\frac{2}{\theta(x, t)} \int_{0}^{\infty} a^{\prime}(s) F\left(\bar{\theta}_{x}^{t}(x, s)\right) d s\right\}\right)^{2} d x \\
& \quad+5 \int_{0}^{1}\left(\theta_{x x}(x, t) \frac{\partial}{\partial x}\left\{\int_{0}^{\infty} a^{\prime}(s) F^{\prime \prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) d s\right\}\right)^{2} d x \\
& \quad+5 \int_{0}^{1}\left(\frac{\partial}{\partial x}\left\{\int_{0}^{t} a^{\prime}(s) F^{\prime \prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) \theta_{x x}(x, t-s) d s\right\}\right)^{2} d x \\
& \quad+5 \int_{0}^{1}\left(\frac{\partial}{\partial x}\left\{\int_{0}^{t} a^{\prime}(s) \frac{\partial}{\partial t}\left\{F^{\prime \prime}\left(\bar{\theta}_{x}^{t}(x, s)\right)\right\} \bar{\theta}_{x x}^{t}(x, s) d s\right\}\right)^{2} d x \\
& \quad+5 \int_{0}^{1} r_{x t}^{2}(x, t) d x \quad \forall t \in\left[0, T_{0}\right) .
\end{aligned}
$$

To obtain bounds on the third and fourth terms on the right-hand side of (2.26) we make use of the following observation. We have

$$
\begin{equation*}
g(x, t)=g(x, 0)+\int_{0}^{t} g_{t}(x, s) d s, \quad x \in[0,1], \quad t \in[0, T] \tag{2.27}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\int_{0}^{1} g^{2}(x, t) d x \leqq 2 \int_{0}^{1} g^{2}(x, 0) d x+2 t \int_{0}^{t} \int_{0}^{1} g_{t}^{2}(x, s) d x d s \quad \forall t \in[0, T] \tag{2.28}
\end{equation*}
$$

for every $T>0$ and every smooth function $g:[0,1] \times[0, T] \rightarrow \mathbb{R}$. Thus we arrive at the inequality
$\int_{0}^{1} \theta_{x x x}^{2}(x, t) d x \leqq \Gamma\left\{R+\gamma_{2}(t)+\gamma_{2}^{k+3}(t)\right.$

$$
\begin{align*}
& +\left(1+\gamma_{2}(t)+\gamma_{2}^{k}(t)\right) \int_{0}^{1}\left(\theta_{x x t}^{2}+\theta_{x t t}^{2}\right)(x, t) d x  \tag{2.29}\\
& \left.+t\left(1+\gamma_{2}(t)+\gamma_{2}^{k+2}(t)\right) \int_{0}^{t} \int_{0}^{1} \theta_{x x x}^{2}(x, s) d x d s\right\} \quad \forall t \in\left[0, T_{0}\right) .
\end{align*}
$$

As remarked earlier, we will not give further details of the calculations involved to obtain the above estimates.

Combining (2.23), (2.25), and (2.29) it is easy to show that there is a constant $N=N(k)>2$ such that

$$
\begin{aligned}
& \int_{0}^{1}\left(\theta_{x x x}^{2}+\theta_{x x t}^{2}+\theta_{x t t}^{2}+\theta_{t t}^{2}\right)(x, t) d x \\
& \leqq \bar{\Gamma}\left\{\Theta+\Theta^{2}+R+R^{2}+\gamma_{2}\left(T_{0}\right)+\gamma_{2}^{N}\left(T_{0}\right)\right. \\
& \quad+\left[1+R^{1 / 2}+R+\left(1+T_{0}\right)\left(\gamma_{2}^{1 / 2}\left(T_{0}\right)+\gamma_{2}^{N}\left(T_{0}\right)\right)\right] \\
& \left.\quad \cdot \int_{0}^{t} \int_{0}^{1}\left(\theta_{x x x}^{2}+\theta_{x x t}^{2}+\theta_{x t t}^{2}+\theta_{t t t}^{2}\right)(x, s) d x d s\right\} \forall t \in\left[0, T_{0}\right),
\end{aligned}
$$

where $\bar{\Gamma}$ is a fixed positive constant independent of $r, \theta_{0}$, and $T_{0}$. Thus Gronwall's inequality implies

$$
\begin{align*}
\gamma_{3}\left(T_{0}\right) \leqq \bar{\Gamma}[ & \left.\Theta+\Theta^{2}+R+R^{2}+\gamma_{2}\left(T_{0}\right)+\gamma_{2}^{N}\left(T_{0}\right)\right]  \tag{2.31}\\
& \cdot \exp \left\{\bar{\Gamma} T_{0}\left[1+R^{1 / 2}+R+\left(1+T_{0}\right)\left(\gamma_{2}^{1 / 2}\left(T_{0}\right)+\gamma_{2}^{N}\left(T_{0}\right)\right)\right]\right\}
\end{align*}
$$

According to Lemma 2.1, if $T_{0}<\infty$ then $\gamma_{3}\left(T_{0}\right)=\infty$ and hence (2.31) leads to the desired conclusion.

In the analysis of (1.1)-(1.4) we make essential use of several properties of strongly positive-definite kernels. A function $b \in L_{\mathrm{loc}}^{1}[0, \infty)$ is said to be positive definite if

$$
\begin{equation*}
\int_{0}^{t} w(s) \int_{0}^{s} b(s-z) w(z) d z d s \geqq 0 \quad \forall t \geqq 0 \tag{2.32}
\end{equation*}
$$

for every $w \in C[0, \infty)$. The kernel $b$ is said to be strongly positive definite if there is a constant $c>0$ such that the mapping $t \mapsto b(t)-c e^{-t}$ is positive definite.

This definition is generally not easy to check directly. We can show that if $b \in L^{1}(0, \infty)$, then $b$ is strongly positive definite if and only if there is a constant $c>0$ such that

$$
\begin{equation*}
\operatorname{Re} \mathscr{L}[b](i \omega) \geqq \frac{c}{\omega^{2}+1} \quad \forall \omega \in \mathbb{R} \tag{2.33}
\end{equation*}
$$

where $\mathscr{L}[\cdot]$ denotes the Laplace transform. It is useful to know that if $b \in C^{2}[0, \infty)$ and

$$
\begin{equation*}
(-1)^{j} b^{(j)}(t) \geqq 0 \quad \forall t \geqq 0, \quad j=0,1,2, \quad b^{\prime} \not \equiv 0, \tag{2.34}
\end{equation*}
$$

then $b$ is strongly positive definite. With sufficient regularity, we can obtain information concerning the pointwise behaviour near zero of strongly positive-definite functions. In particular, (1.10) $)_{1,2}$ imply that

$$
\begin{equation*}
a(0)>0, \quad a^{\prime}(0)<0 . \tag{2.35}
\end{equation*}
$$

This follows easily by expressing $a(0)$ and $a^{\prime}(0)$ in terms of the Laplace transform of $a$ (cf., e.g., [7, § 2]). Condition (2.35) plays an important role in the analysis. See, for example, [11] for more information on strongly positive-definite kernels.

To obtain certain estimates, we need to solve (1.1) for $\theta_{x x}$. For this purpose we recall that for each $y \in L_{\mathrm{loc}}^{1}[0, \infty)$, the equation

$$
\begin{equation*}
a(0) w(t)+\int_{0}^{t} a^{\prime}(t-s) w(s) d s=y(t), \quad t \geqq 0 \tag{2.36}
\end{equation*}
$$

has a unique solution $w \in L_{\text {loc }}^{1}[0, \infty)$; this solution is given by

$$
\begin{equation*}
w(t)=\frac{1}{a(0)}\left(y(t)+\int_{0}^{t} m(t-s) y(s) d s\right), \quad t \geqq 0 \tag{2.37}
\end{equation*}
$$

where $m$, the resolvent kernel of $a^{\prime}$, is defined to be the unique solution of the resolvent equation

$$
\begin{equation*}
a(0) m(t)+\int_{0}^{t} m(t-s) a^{\prime}(s) d s=-a^{\prime}(t), \quad t \geqq 0 \tag{2.38}
\end{equation*}
$$

Using a Paley-Wiener type argument, (1.10) $)_{1,2}$, and properties of strongly positive kernels, we establish the following lemma.

Lemma 2.3. Assume that (1.10) 1,2 $^{2}$ is satisfied. Then the solution $m$ to (2.38) satisfies $m^{\prime} \in L^{1}(0, \infty)$.

Remark 2.2. Under assumptions (1.10) $)_{1,2}$ and (1.11) $)_{1}$ we can also show that

$$
\begin{equation*}
m(t)=\frac{a(0)}{\mathscr{L}[a](0)}+M(t), \quad t \geqq 0 \tag{2.39}
\end{equation*}
$$

where $M \in L^{1}(0, \infty)$.
Proof of Lemma 2.3. Define $\Pi:=\{\xi \in \mathbb{C}: \operatorname{Re} \xi \geqq 0\}$. Formally taking Laplace transforms in (2.38) we find that

$$
\begin{equation*}
\mathscr{L}[m](\xi)=\frac{-\mathscr{L}\left[a^{\prime}\right](\xi)}{a(0)+\mathscr{L}\left[a^{\prime}\right](\xi)}, \quad \xi \in \Pi \tag{2.40}
\end{equation*}
$$

Recall that (1.10) 1,2 imply (2.35). Thus, by (2.38) we have

$$
\begin{equation*}
\mathscr{L}\left[m^{\prime}\right](\xi)=\frac{a^{\prime}(0)}{a(0)}-\frac{\xi \mathscr{L}\left[a^{\prime}\right](\xi)}{a(0)+\mathscr{L}\left[a^{\prime}\right](\xi)}, \quad \xi \in \Pi . \tag{2.41}
\end{equation*}
$$

After a simple computation we obtain

$$
\begin{equation*}
\mathscr{L}\left[m^{\prime}\right](\xi)=\frac{a^{\prime}(0)}{a(0)}+\frac{a(0)}{\mathscr{L}[a](\xi)}-\xi, \quad \xi \in \Pi . \tag{2.42}
\end{equation*}
$$

By (2.33) and the maximum principle for analytic functions $\mathscr{L}[a]$ does not vanish on $\Pi$. Hence, by $(2.35)_{1}$ and (2.33), $\mathscr{L}\left[m^{\prime}\right]$ is locally analytic on $\Pi$ in the sense of Definition 2.1 of [9]. Observe that for $\xi$ near infinity we have

$$
\begin{align*}
\mathscr{L}\left[m^{\prime}\right](\xi) & =\frac{-a(0)\left(\xi \mathscr{L}\left[a^{\prime}\right](\xi)-a^{\prime}(0)\right)+a^{\prime}(0) \mathscr{L}\left[a^{\prime}\right](\xi)}{a(0)\left(a(0)+\mathscr{L}\left[a^{\prime}\right](\xi)\right)}  \tag{2.43}\\
& =\frac{-a(0) \mathscr{L}\left[a^{\prime \prime}\right](\xi)+a^{\prime}(0) \mathscr{L}\left[a^{\prime}\right](\xi)}{a(0)\left(a(0)+\mathscr{L}\left[a^{\prime}\right](\xi)\right)} .
\end{align*}
$$

Thus $\mathscr{L}\left[m^{\prime}\right]$ is locally analytic at infinity and $\mathscr{L}\left[m^{\prime}\right](\infty)=0$. Therefore, by Proposition 2.3 of [9] $m^{\prime} \in L^{1}(0, \infty)$, and the proof is complete.

Before describing our next result we introduce the following notation (which is also used in the next section). For $b \in L_{\mathrm{loc}}^{1}[0, \infty)$ we define

$$
\begin{equation*}
Q(w, t, b):=\int_{0}^{t} \int_{0}^{1} w(x, s) \int_{0}^{s} b(s-z) w(x, z) d z d x d s, \quad t \in[0, T] \tag{2.44}
\end{equation*}
$$

for every $T>0$ and every $w \in C\left([0, T] ; L^{2}(0,1)\right)$. The result below was motivated by Lemma 2 of [8].

Lemma 2.4. Assume that (1.10) 1,2 hold. Then there exists a constant $L>0$ such that

$$
\begin{align*}
\int_{0}^{1} w^{2}(x, t) d x \leqq L & \int_{0}^{1} w^{2}(x, 0) d x+L \int_{0}^{t} \int_{0}^{1} w^{2}(x, s) d x d s  \tag{2.45}\\
& +L \liminf _{h \downarrow 0} \frac{1}{h^{2}} Q\left(\Delta_{h} w, t, a\right) \quad \forall t \in[0, T]
\end{align*}
$$

for every $T>0$ and every $w \in C\left([0, T] ; L^{2}(0,1)\right)$ and consequently, by Lemma 2.5 of [7], there is a constant $L^{*}>0$ such that

$$
\begin{align*}
\int_{0}^{1} w^{2}(x, t) d x+\int_{0}^{t} \int_{0}^{1} w^{2}(x, s) d x d s \leqq & L^{*} \int_{0}^{1} w^{2}(x, 0) d x+L^{*} Q(w, t, a) \\
& +L^{*} \liminf _{h \downarrow 0} \frac{1}{h^{2}} Q\left(\Delta_{h} w, t, a\right) \quad \forall t \in[0, T] \tag{2.46}
\end{align*}
$$

for every $T>0$ and every $w \in C\left([0, T] ; L^{2}(0,1)\right)$.
For the proof of Lemma 2.4 it is convenient to introduce the following notation:

$$
\begin{equation*}
e(t):=e^{-t}, \quad t \in[0, \infty) \tag{2.47}
\end{equation*}
$$

In addition, for $T>0$ and $0<h<T$, we define the quantity

$$
\begin{equation*}
\left(D_{h} w\right)(x, t):=\int_{0}^{t} \Delta_{h} w(x, s) d s, \quad t \in[0, T-h] \tag{2.48}
\end{equation*}
$$

for every $w \in C\left([0, T] ; L^{2}(0,1)\right)$. We note that

$$
\begin{equation*}
\left(D_{h} w\right)(x, t)=\int_{t}^{t+h} w(x, s) d s-\int_{0}^{h} w(x, s) d s, \quad t \in[0, T-h] . \tag{2.49}
\end{equation*}
$$

Proof of Lemma 2.4. We first observe that by (1.10) $)_{1,2}$ there exists a constant $c>0$ such that

$$
\begin{equation*}
0 \leqq Q(v, t, e) \leqq c Q(v, t, a) \quad \forall t \in[0, T], \tag{2.50}
\end{equation*}
$$

for every $T>0$ and every $v \in C\left([0, T] ; L^{2}(0,1)\right)$. Let $T>0, h \in(0, T)$, and $w \in$ $C\left([0, T] ; L^{2}(0,1)\right)$ be given. Integration by parts (twice) leads to the following identity:

$$
\begin{align*}
Q\left(\Delta_{h} w, t, e\right)=\frac{1}{2} & \int_{0}^{1}\left(D_{h} w\right)(x, t)^{2} d x+\int_{0}^{t} \int_{0}^{1}\left(D_{h} w\right)(x, s)^{2} d x d s \\
& -\int_{0}^{1}\left(D_{h} w\right)(x, t) \int_{0}^{t} e^{-(t-s)}\left(D_{h} w\right)(x, s) d s d x  \tag{2.51}\\
& -\int_{0}^{t} \int_{0}^{1}\left(D_{h} w\right)(x, s) \int_{0}^{s} e^{-(s-z)}\left(D_{h} w\right)(x, z) d z d x d s
\end{align*}
$$

Dividing both sides of (2.51) by $h^{2}$ and letting $h \downarrow 0$ we can show that $\lim _{h \downarrow 0}\left(1 / h^{2}\right) Q\left(\Delta_{h} w, t, e\right)$ exists and is given by $\lim _{h \downarrow 0} \frac{1}{h^{2}} Q\left(\Delta_{h} w, t, e\right)=\frac{1}{2} \int_{0}^{1}[w(x, t)-w(x, 0)]^{2} d x+\int_{0}^{t} \int_{0}^{1}[w(x, s)-w(x, 0)]^{2} d x d s$

$$
\begin{align*}
& -\int_{0}^{1}[w(x, t)-w(x, 0)] \int_{0}^{t} e^{-(t-s)}[w(x, s)-w(x, 0)] d s d x  \tag{2.52}\\
& -\int_{0}^{t} \int_{0}^{1}[w(x, s)-w(x, 0)] \int_{0}^{s} e^{-(s-z)}[w(x, z)-w(x, 0)] d z d x d s .
\end{align*}
$$

After some simple computations we obtain the following expression for the last two terms on the right-hand side of (2.52):

$$
\begin{align*}
& -\int_{0}^{1}[w(x, t)-w(x, 0)] \int_{0}^{t} e^{-(t-s)}[w(x, s)-w(x, 0)] d s d x \\
& =-\int_{0}^{1} w(x, t) \int_{0}^{t} e^{-(t-s)} w(x, s) d s d x \\
& \quad+\int_{0}^{1} w(x, 0) \int_{0}^{t} e^{-(t-s)} w(x, s) d s d x  \tag{2.53}\\
& \quad-\int_{0}^{1} w^{2}(x, 0)\left[1-e^{-t}\right] d x+\int_{0}^{1} w(x, t) w(x, 0)\left[1-e^{-t}\right] d x \\
& -\int_{0}^{t} \int_{0}^{1}[w(x, s)-w(x, 0)] \int_{0}^{s} e^{-(s-z)}[w(x, z)-w(x, 0)] d z d x d s \\
& =-Q(w, t, e)-\int_{0}^{t} \int_{0}^{1} w^{2}(x, 0) d x d s+\int_{0}^{1} w^{2}(x, 0)\left[1-e^{-t}\right] d x  \tag{2.54}\\
& \quad+2 \int_{0}^{t} \int_{0}^{1} w(x, s) w(x, 0) d x d s-\int_{0}^{t} \int_{0}^{1} w(x, s) w(x, 0) e^{-s} d x d s \\
& \quad-\int_{0}^{t} \int_{0}^{1} w(x, s) w(x, 0) e^{-(t-s)} d x d s .
\end{align*}
$$

Hence, (2.52) implies

$$
\begin{align*}
& \frac{1}{2} \int_{0}^{1} w^{2}(x, t) d x= \lim _{h \downarrow 0} \\
& \frac{1}{h^{2}} Q\left(\Delta_{h} w, t, e\right)+Q(w, t, e)-\int_{0}^{t} \int_{0}^{1} w^{2}(x, s) d x d s  \tag{2.55}\\
&-\frac{1}{2} \int_{0}^{1} w^{2}(x, 0) d x+\int_{0}^{1} w(x, t) \int_{0}^{t} e^{-(t-s)} w(x, s) d s d x \\
&+\int_{0}^{1} w(x, t) w(x, 0) e^{-t} d x \\
&+\int_{0}^{t} \int_{0}^{1} w(x, s) w(x, 0) e^{-s} d x d s
\end{align*}
$$

To complete the proof we use the inequality (2.20); for $\lambda>0$

$$
\begin{align*}
& \left|\int_{0}^{1} w(x, t) \int_{0}^{t} e^{-(t-s)} w(x, s) d s d x\right| \\
& \quad \leqq \lambda \int_{0}^{1} w^{2}(x, t) d x+\frac{1}{4 \lambda} \int_{0}^{1}\left(\int_{0}^{t} e^{-(t-s)} w(x, s) d s\right)^{2} d x  \tag{2.56}\\
& \quad \leqq \lambda \int_{0}^{1} w^{2}(x, t) d x+\frac{1}{8 \lambda} \int_{0}^{t} \int_{0}^{1} w^{2}(x, s) d x d s
\end{align*}
$$

$$
\begin{equation*}
\left|\int_{0}^{1} w(x, t) w(x, 0) e^{-t} d x\right| \leqq \lambda \int_{0}^{1} w^{2}(x, t) d x+\frac{1}{4 \lambda} \int_{0}^{1} w^{2}(x, 0) d x \tag{2.57}
\end{equation*}
$$

and similarly

$$
\begin{align*}
& \left|\int_{0}^{t} \int_{0}^{1} w(x, s) w(x, 0) e^{-s} d x d s\right| \\
& \quad \leqq \int_{0}^{t} \int_{0}^{1} w^{2}(x, s) d x d s+\frac{1}{4} \int_{0}^{t} e^{-2 s} d s \int_{0}^{1} w^{2}(x, 0) d x  \tag{2.58}\\
& \quad \leqq \int_{0}^{t} \int_{0}^{1} w^{2}(x, s) d x d s+\frac{1}{8} \int_{0}^{1} w^{2}(x, 0) d x .
\end{align*}
$$

Hence, if $\lambda>0$ is chosen to be sufficiently small the desired conclusion follows from (2.50).
3. Proof of Theorem 1.1. We choose $\varepsilon \in\left(0, \theta^{*}\right)$ as in the first paragraph of $\S 2$. If (1.21) holds with $\delta<\eta / 2$, for some $\eta \in(0, \varepsilon)$, then the Sobolev embedding theorem implies

$$
\begin{equation*}
\left|\theta_{0}(x)-\theta^{*}\right|,\left|\theta_{0}^{\prime}(x)\right| \leqq \sqrt{2 \Theta_{0}}<\eta \quad \forall x \in[0,1] \tag{3.1}
\end{equation*}
$$

Therefore, by Lemmas 2.1 and 2.2, the initial value problem (1.1)-(1.4) has a unique solution $\theta>0$ that satisfies

$$
\begin{equation*}
\theta, \theta_{x}, \theta_{t}, \theta_{x x}, \theta_{x t}, \theta_{t t}, \theta_{x x x}, \theta_{x x t}, \theta_{x t t}, \theta_{t t t} \in C\left(\left[0, T_{0}\right) ; L^{2}(0,1)\right) \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\theta(x, t)-\theta^{*}\right|,\left|\theta_{x}(x, t)\right|<\varepsilon \quad \forall x \in[0,1], \quad t \in\left[0, T_{0}\right) \tag{3.3}
\end{equation*}
$$

on a maximal time interval $\left[0, T_{0}\right), T_{0}>0$. Our aim is to show that if (1.21) holds for $\delta>0$ sufficiently small, then

$$
\begin{array}{r}
\sup _{t \in\left[0, T_{0}\right)} \int_{0}^{1}\left(\left[\theta(x, t)-\theta^{*}\right]^{2}+\theta_{x}^{2}(x, t)+\theta_{t}^{2}(x, t)+\theta_{x x}^{2}(x, t)\right.  \tag{3.4}\\
\left.+\theta_{x t}^{2}(x, t)+\theta_{t t}^{2}(x, t)\right) d x<\infty
\end{array}
$$

and

$$
\begin{equation*}
\sup _{\substack{x \in[0,1] \\ t \in\left[0, T_{0}\right)}}\left|\theta(x, t)-\theta^{*}\right|, \sup _{\substack{x \in[0,1] \\ t \in\left[0, T_{0}\right)}}\left|\theta_{x}(x, t)\right|<\varepsilon \tag{3.5}
\end{equation*}
$$

and hence $T_{0}=\infty$ (by Lemma 2.2). For this purpose it is convenient to introduce the quantities

$$
\begin{align*}
\mathscr{E}(t):= & \sup _{s \in[0, t]} \int_{0}^{1}\left(\left[\theta(x, s)-\theta^{*}\right]^{2}+\theta_{x}^{2}(x, s)+\theta_{t}^{2}(x, s)+\theta_{x x}^{2}(x, s)\right. \\
& \left.\quad+\theta_{x t}^{2}(x, s)+\theta_{t t}^{2}(x, s)\right) d x  \tag{3.6}\\
& +\int_{0}^{t} \int_{0}^{1}\left(\left[\theta(x, s)-\theta^{*}\right]^{2}+\theta_{x}^{2}(x, s)+\theta_{t}^{2}(x, s)+\theta_{x x}^{2}(x, s)\right. \\
& \left.\quad+\theta_{x t}^{2}(x, s)+\theta_{t t}^{2}(x, s)\right) d x d s, \quad t \in\left[0, T_{0}\right)
\end{align*}
$$

and

$$
\begin{align*}
\nu(t):= & \sup _{\substack{x \in[0,1] \\
s \in[0, t]}}\left(\left[\theta(x, s)-\theta^{*}\right]^{2}+\theta_{x}^{2}(x, s)+\theta_{t}^{2}(x, s)\right)^{1 / 2}  \tag{3.7}\\
& +\left(\int_{0}^{t}\left(\sup _{x \in[0,1]}\left|\theta_{x}(x, s)\right|\right)^{2} d s\right)^{1 / 2}, \quad t \in\left[0, T_{0}\right) .
\end{align*}
$$

Equation (1.1) can be rewritten as follows:

$$
\begin{aligned}
& \hat{e}^{\prime}\left(\theta^{*}\right) \theta_{t}(x, t)-F^{\prime \prime}(0) \int_{0}^{t} a(t-s) \theta_{x x}(x, s) d s \\
&=- {\left[\hat{e}^{\prime}(\theta(x, t))-\hat{e}^{\prime}\left(\theta^{*}\right)\right] \theta_{t}(x, t)-\int_{0}^{t} \theta_{x x}(x, s) } \\
& \quad \cdot \int_{t-s}^{\infty} a^{\prime}(z)\left[F^{\prime \prime}\left(\bar{\theta}_{x}^{t}(x, z)\right)-F^{\prime \prime}(0)\right] d z d s \\
& \quad-\frac{2}{\theta(x, t)^{2}} \theta_{t}(x, t) \int_{0}^{\infty} a^{\prime}(s) F\left(\bar{\theta}_{x}^{t}(x, s)\right) d s \\
&+\frac{2}{\theta(x, t)} \theta_{x}(x, t) \int_{0}^{\infty} a^{\prime}(s) F^{\prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) d s \\
&-\frac{2}{\theta(x, t)} \int_{0}^{t} a^{\prime}(s) F^{\prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) \theta_{x}(x, t-s) d s+r(x, t), \\
& x \in[0,1], \quad t \in\left[0, T_{0}\right) .
\end{aligned}
$$

In the derivation of this equation from (1.1) we make use of (1.2) and (1.8). The second terms on both sides of (3.8) are obtained through the following computation:

$$
\begin{align*}
\int_{0}^{\infty} a^{\prime}(s) F^{\prime \prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) \bar{\theta}_{x x}^{t}(x, s) d s & =\int_{0}^{\infty} \int_{t-s}^{t} a^{\prime}(s) F^{\prime \prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) \theta_{x x}(x, z) d z d s  \tag{3.9}\\
& =\int_{0}^{t} \theta_{x x}(x, z) \int_{t-z}^{\infty} a^{\prime}(s) F^{\prime \prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) d s d z
\end{align*}
$$

The aim of the computations that follow is to establish the inequality (3.40) below; to do so we employ energy methods. We use two main types of estimates in this argument:
(i) Estimates derived directly from energy integrals;
(ii) Additional estimates obtained from equation (3.8) through the use of inverse Volterra operators.

In our energy integrals, the left-hand side of (3.8) will lead to positive-definite contributions and the right-hand side will lead to terms that are small provided the solution is near equilibrium. We make essential use of Lemma 2.4 in the estimates of type (i); in addition, in order to estimate the energy integral of highest order we must exploit compatibility of our constitutive relations (0.19), (0.22) with thermodynamics; i.e., we make use of the fact that a solution of (1.1)-(1.4) satisfies the entropy inequality (0.2). (See Remark 2.1 for further details.) Lemma 2.3 plays an important role in the estimates of type (ii). A reader who is unfamiliar with energy methods and seeks further motivation for our computations may wish to look at the argument following (3.40) before reading the derivation of (3.40).

In the numerous estimations that follow we make frequent use of the inequalities (2.19)-(2.21). We use $\Gamma$ to denote a (possibly large) positive generic constant which is independent of $\theta_{0}, r$, and $T_{0}$.

To obtain our first energy integral we multiply equation (3.8) by ( $\theta-\theta^{*}$ ) and integrate over $[0,1] \times[0, t], t \in\left[0, T_{0}\right)$. After integration by parts we find that

$$
\begin{aligned}
& \frac{1}{2} \hat{e}^{\prime}\left(\theta^{*}\right) \int_{0}^{1}\left[\theta(x, t)-\theta^{*}\right]^{2} d x+F^{\prime \prime}(0) Q\left(\theta_{x}, t, a\right) \\
& =\frac{1}{2} \hat{e}^{\prime}\left(\theta^{*}\right) \int_{0}^{1}\left[\theta_{0}(x)-\theta^{*}\right]^{2} d x+\int_{0}^{t} \int_{0}^{1}\left[\theta(x, s)-\theta^{*}\right] \\
& \cdot\left(-\left[\hat{e}^{\prime}(\theta(x, s))-\hat{e}^{\prime}\left(\theta^{*}\right)\right] \theta_{t}(x, s)\right. \\
& \quad-\int_{0}^{s} \theta_{x x}(x, y) \int_{s-y}^{\infty} a^{\prime}(z)\left[F^{\prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right)-F^{\prime \prime}(0)\right] d z d y \\
& \quad-\frac{2}{\theta(x, s)^{2}} \theta_{t}(x, s) \int_{0}^{\infty} a^{\prime}(z) F\left(\bar{\theta}_{x}^{s}(x, z)\right) d z \\
& \quad+\frac{2}{\theta(x, s)} \theta_{x}(x, s) \int_{0}^{\infty} a^{\prime}(z) F^{\prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) d z-\frac{2}{\theta(x, s)} \\
& \left.\quad \cdot \int_{0}^{s} a^{\prime}(z) F^{\prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) \theta_{x}(x, s-z) d z+r(x, s)\right) d x d s, \quad t \in\left[0, T_{0}\right) .
\end{aligned}
$$

We next differentiate (3.8) with respect to $t$ :

$$
\begin{align*}
& \hat{e}^{\prime}\left(\theta^{*}\right) \theta_{t t}(x, t)-F^{\prime \prime}(0) a(0) \theta_{x x}(x, t)-F^{\prime \prime}(0) \int_{0}^{t} a^{\prime}(t-s) \theta_{x x}(x, s) d s \\
&=\frac{\partial}{\partial t}\{ -\left[\hat{e}^{\prime}(\theta(x, t))-\hat{e}^{\prime}\left(\theta^{*}\right)\right] \theta_{t}(x, t) \\
& \quad-\int_{0}^{t} \theta_{x x}(x, s) \int_{t-s}^{\infty} a^{\prime}(z)\left[F^{\prime \prime}\left(\bar{\theta}_{x}^{t}(x, z)\right)-F^{\prime \prime}(0)\right] d z d s \\
& \quad-\frac{2}{\theta(x, t)^{2}} \theta_{t}(x, t) \int_{0}^{\infty} a^{\prime}(s) F\left(\bar{\theta}_{x}^{t}(x, s)\right) d s  \tag{3.11}\\
&+\frac{2}{\theta(x, t)} \theta_{x}(x, t) \int_{0}^{\infty} a^{\prime}(s) F^{\prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) d s \\
&\left.\quad-\frac{2}{\theta(x, t)} \int_{0}^{t} a^{\prime}(s) F^{\prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) \theta_{x}(x, t-s) d s+r(x, t)\right\}, \\
& x \in[0,1], \quad t \in\left[0, T_{0}\right) .
\end{align*}
$$

Multiplying this equation by $\theta_{t}$ and integrating over $[0,1] \times[0, t], t \in\left[0, T_{0}\right)$ we obtain the following expression:

$$
\begin{align*}
\frac{1}{2} \hat{e}^{\prime}\left(\theta^{*}\right) & \int_{0}^{1} \theta_{t}^{2}(x, t) d x+F^{\prime \prime}(0) Q\left(\theta_{x t}, t, a\right) \\
= & F^{\prime \prime}(0) \int_{0}^{t} \int_{0}^{1} a(s) \theta_{0}^{\prime \prime}(x) \theta_{t}(x, s) d x d s+\frac{1}{2} \hat{e}^{\prime}\left(\theta^{*}\right) \int_{0}^{1} \theta_{t}^{2}(x, 0) d x+\int_{0}^{t} \int_{0}^{1} \theta_{t}(x, s) \frac{\partial}{\partial s} \\
& \cdot\left\{-\left[\hat{e}^{\prime}(\theta(x, s))-\hat{e}^{\prime}\left(\theta^{*}\right)\right] \theta_{t}(x, s)\right. \\
(3.12) \quad & \quad-\int_{0}^{s} \theta_{x x}(x, y) \int_{s-y}^{\infty} a^{\prime}(z)\left[F^{\prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right)-F^{\prime \prime}(0)\right] d z d y  \tag{3.12}\\
& \quad-\frac{2}{\theta(x, s)^{2}} \theta_{t}(x, s) \int_{0}^{\infty} a^{\prime}(z) F\left(\bar{\theta}_{x}^{s}(x, z)\right) d z \\
& +\frac{2}{\theta(x, s)} \theta_{x}(x, s) \int_{0}^{\infty} a^{\prime}(z) F^{\prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) d z \\
& \left.\quad-\frac{2}{\theta(x, s)} \int_{0}^{s} a^{\prime}(z) F^{\prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) \theta_{x}(x, s-z) d z+r(x, s)\right\} d x d s, \quad t \in\left[0, T_{0}\right) .
\end{align*}
$$

We note that according to (3.8) we have

$$
\begin{equation*}
\theta_{t}(x, 0)=\frac{1}{\hat{e}^{\prime}\left(\theta_{0}(x)\right)} r(x, 0), \quad x \in[0,1] . \tag{3.13}
\end{equation*}
$$

Differentiation of (3.11) with respect to $t$ yields (after integrating several terms by parts)

$$
\begin{align*}
& \hat{e}^{\prime}\left(\theta^{*}\right) \theta_{t t t}(x, t)-F^{\prime \prime}(0) a(0) \theta_{x x t}(x, t)-F^{\prime \prime}(0) \int_{0}^{t} a^{\prime}(t-s) \theta_{x x t}(x, s) d s  \tag{3.14}\\
& \quad=F^{\prime \prime}(0) a^{\prime}(t) \theta_{0}^{\prime \prime}(x)
\end{align*}
$$

$$
\begin{aligned}
& +\frac{\partial^{2}}{\partial t^{2}}\left\{-\left[\hat{e}^{\prime}(\theta(x, t))-\hat{e}^{\prime}\left(\theta^{*}\right)\right] \theta_{t}(x, t)-\frac{2}{\theta(x, t)}\right. \\
& \left.\quad \cdot \int_{0}^{t} a^{\prime}(s) F^{\prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) \theta_{x}(x, t-s) d s+r(x, t)\right\} \\
& +\frac{\partial}{\partial t}\left\{\int_{0}^{t} \theta_{x x}(x, t-s) a^{\prime}(s)\left[F^{\prime \prime}\left(\bar{\theta}_{x}^{t}(x, s)\right)-F^{\prime \prime}(0)\right] d s\right. \\
& \left.\quad+\int_{0}^{t} \theta_{x x}(x, s) \int_{t-s}^{t} a^{\prime}(z) F^{\prime \prime \prime}\left(\bar{\theta}_{x}^{t}(x, z)\right) \theta_{x}(x, t-z) d z d s\right\} \\
& -\theta_{x x}(x, t) \frac{\partial}{\partial t}\left\{\int_{0}^{\infty} a^{\prime}(s)\left[F^{\prime \prime}\left(\bar{\theta}_{x}^{t}(x, s)\right)-F^{\prime \prime}(0)\right] d s\right\} \\
& -\theta_{x}(x, t) \frac{\partial}{\partial t}\left\{\int_{0}^{t} \theta_{x x}(x, s) \int_{t-s}^{\infty} a^{\prime}(z) F^{\prime \prime \prime}\left(\bar{\theta}_{x}^{t}(x, z)\right) d z d s\right\} \\
& -\frac{\partial}{\partial x}\left\{\theta_{x t}(x, t) \int_{0}^{\infty} a^{\prime}(s)\left[F^{\prime \prime}\left(\bar{\theta}_{x}^{t}(x, s)\right)-F^{\prime \prime}(0)\right] d s\right\} \\
& -\theta_{t}(x, t) \frac{\partial^{2}}{\partial t^{2}}\left\{\frac{2}{\theta(x, t)^{2}} \int_{0}^{\infty} a^{\prime}(s) F\left(\bar{\theta}_{x}^{t}(x, s)\right) d s\right\} \\
& -\theta_{t t}(x, t) \frac{\partial}{\partial t}\left\{\frac{4}{\theta(x, t)^{2}} \int_{0}^{\infty} a^{\prime}(s) F\left(\bar{\theta}_{x}^{t}(x, s)\right) d s\right\} \\
& -\theta_{t t t}(x, s) \frac{2}{\theta(x, t)^{2}} \int_{0}^{\infty} a^{\prime}(s) F\left(\bar{\theta}_{x}^{t}(x, s)\right) d s \\
& +\theta_{x}(x, t) \frac{\partial^{2}}{\partial t^{2}}\left\{\frac{2}{\theta(x, t)} \int_{0}^{\infty} a^{\prime}(s) F^{\prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) d s\right\} \\
& +\theta_{x t}(x, t) \frac{\partial}{\partial t}\left\{\frac{4}{\theta(x, t)} \int_{0}^{\infty} a^{\prime}(s) F^{\prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) d s\right\} \\
& +\theta_{x t t}(x, t) \frac{2}{\theta(x, t)} \int_{0}^{\infty} a^{\prime}(s) F^{\prime}\left(\bar{\theta}_{x}^{t}(x, s)\right) d s, \\
& x \in[0,1], t \in\left[0, T_{0}\right) .
\end{aligned}
$$

In analogy with the previous calculation, we multiply (3.14) by $\theta_{t t}$ and integrate over $[0,1] \times[0, t], t \in\left[0, T_{0}\right)$. The resulting relation is

$$
\begin{align*}
\frac{1}{2} \hat{e}^{\prime}\left(\theta^{*}\right) & \int_{0}^{1} \theta_{t t}^{2}(x, t) d x+F^{\prime \prime}(0) Q\left(\theta_{x t t}, t, a\right)  \tag{3.15}\\
= & F^{\prime \prime}(0) \int_{0}^{t} \int_{0}^{1} a^{\prime}(s) \theta_{0}^{\prime \prime}(x) \theta_{t t}(x, s) d x d s-F^{\prime \prime}(0) \int_{0}^{1} a(t) \theta_{x t}(x, 0) \theta_{x t}(x, t) d x \\
& +F^{\prime \prime}(0) a(0) \int_{0}^{1} \theta_{x t}^{2}(x, 0) d x+F^{\prime \prime}(0) \int_{0}^{t} \int_{0}^{1} a^{\prime}(s) \theta_{x t}(x, 0) \theta_{x t}(x, s) d x d s \\
+ & \frac{1}{2} \hat{e}^{\prime}\left(\theta^{*}\right) \int_{0}^{1} \theta_{t t}^{2}(x, 0) d x+\int_{0}^{t} \int_{0}^{1} \theta_{t t}(x, s) \frac{\partial^{2}}{\partial s^{2}} \\
& \cdot\left\{-\left[\hat{e}^{\prime}(\theta(x, s))-\hat{e}^{\prime}\left(\theta^{*}\right)\right] \theta_{t}(x, s)\right. \\
& \left.-\frac{2}{\theta(x, s)} \int_{0}^{s} a^{\prime}(z) F^{\prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) \theta_{x}(x, s-z) d z+r(x, s)\right\} d x d s
\end{align*}
$$

$$
\begin{aligned}
& +\int_{0}^{t} \int_{0}^{1} \theta_{t t}(x, s) \frac{\partial}{\partial s}\left\{\int_{0}^{s} \theta_{x x}(x, s-z) a^{\prime}(z)\left[F^{\prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right)-F^{\prime \prime}(0)\right] d z\right. \\
& +\int_{0}^{s} \theta_{x x}(x, y) \\
& \left.\cdot \int_{s-y}^{s} a^{\prime}(z) F^{\prime \prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) \theta_{x}(x, s-z) d z d y\right\} d x d s \\
& -\int_{0}^{t} \int_{0}^{1} \theta_{t t}(x, s) \theta_{x x}(x, s) \frac{\partial}{\partial s}\left\{\int_{0}^{\infty} a^{\prime}(z)\left[F^{\prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right)-F^{\prime \prime}(0)\right] d z\right\} d x d s \\
& -\int_{0}^{t} \int_{0}^{1} \theta_{t t}(x, s) \theta_{x}(x, s) \frac{\partial}{\partial s}\left\{\int_{0}^{s} \theta_{x x}(x, y) \int_{s-y}^{\infty} a^{\prime}(z) F^{\prime \prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) d z d y\right\} d x d s \\
& +\frac{1}{2} \int_{0}^{1} \theta_{x t}^{2}(x, t) \int_{0}^{\infty} a^{\prime}(s)\left[F^{\prime \prime}\left(\bar{\theta}_{x}^{t}(x, s)\right)-F^{\prime \prime}(0)\right] d s d x \\
& -\frac{1}{2} \int_{0}^{t} \int_{0}^{1} \theta_{x t}^{2}(x, s) \frac{\partial}{\partial s}\left\{\int_{0}^{\infty} a^{\prime}(z)\left[F^{\prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right)-F^{\prime \prime}(0)\right] d z\right\} d x d s \\
& -\int_{0}^{t} \int_{0}^{1} \theta_{t t}(x, s) \theta_{t}(x, s) \frac{\partial^{2}}{\partial s^{2}}\left\{\frac{2}{\theta(x, s)^{2}} \int_{0}^{\infty} a^{\prime}(z) F\left(\bar{\theta}_{x}^{s}(x, z)\right) d z\right\} d x d s \\
& -\int_{0}^{t} \int_{0}^{1} \theta_{t t}^{2}(x, s) \frac{\partial}{\partial s}\left\{\frac{4}{\theta(x, s)^{2}} \int_{0}^{\infty} a^{\prime}(z) F\left(\bar{\theta}_{x}^{s}(x, z)\right) d z\right\} d x d s \\
& -\int_{0}^{1} \frac{1}{\theta(x, t)^{2}} \theta_{t t}^{2}(x, t) \int_{0}^{\infty} a^{\prime}(s) F\left(\bar{\theta}_{x}^{t}(x, s)\right) d s d x \\
& +\int_{0}^{t} \int_{0}^{1} \theta_{t t}^{2}(x, s) \frac{\partial}{\partial s}\left\{\frac{1}{\theta(x, s)^{2}} \int_{0}^{\infty} a^{\prime}(z) F\left(\bar{\theta}_{x}^{s}(x, z)\right) d z\right\} d x d s \\
& +\int_{0}^{t} \int_{0}^{1} \theta_{t t}(x, s) \theta_{x}(x, s) \frac{\partial^{2}}{\partial s^{2}}\left\{\frac{2}{\theta(x, s)} \int_{0}^{\infty} a^{\prime}(z) F^{\prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) d z\right\} d x d s \\
& +\int_{0}^{t} \int_{0}^{1} \theta_{t t}(x, s) \theta_{x t}(x, s) \frac{\partial}{\partial s}\left\{\frac{4}{\theta(x, s)} \int_{0}^{\infty} a^{\prime}(z) F^{\prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) d z\right\} d x d s \\
& -\int_{0}^{t} \int_{0}^{1} \theta_{t t}^{2}(x, s) \frac{\partial}{\partial x}\left\{\frac{1}{\theta(x, s)} \int_{0}^{\infty} a^{\prime}(z) F^{\prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) d z\right\} d x d s, \\
& t \in\left[0, T_{0}\right) .
\end{aligned}
$$

We note that (3.13) implies

$$
\begin{equation*}
\theta_{x t}(x, 0)=-\frac{\hat{e}^{\prime \prime}\left(\theta_{0}(x)\right)}{\hat{e}^{\prime}\left(\theta_{0}(x)\right)} \theta_{0}^{\prime}(x) \theta_{t}(x, 0)+\frac{1}{\hat{e}^{\prime}\left(\theta_{0}(x)\right)} r_{x}(x, 0), \quad x \in[0,1] \tag{3.16}
\end{equation*}
$$

and from (3.11) we have

$$
\begin{align*}
\theta_{t t}(x, 0)= & \frac{F^{\prime \prime}(0) a(0)}{\hat{e}^{\prime}\left(\theta_{0}(x)\right)} \theta_{0}^{\prime \prime}(x)-\frac{\hat{e}^{\prime \prime}\left(\theta_{0}(x)\right)}{\hat{e}^{\prime}\left(\theta_{0}(x)\right)} \theta_{t}^{2}(x, 0)  \tag{3.17}\\
& \quad-\frac{2 F^{\prime \prime}(0) a(0)}{\theta_{0}(x) \hat{e}^{\prime}\left(\theta_{0}(x)\right)} \theta_{0}^{\prime}(x)^{2}+\frac{1}{\hat{e}^{\prime}\left(\theta_{0}(x)\right)} r_{t}(x, 0), \quad x \in[0,1] .
\end{align*}
$$

We add (3.10), (3.12), and (3.15) and make use of Lemma 2.4 to obtain a lower bound on the left-hand side of the resulting identity. We then make some routine estimations to derive the inequality

$$
\begin{align*}
& \int_{0}^{1}\left(\left[\theta(x, t)-\theta^{*}\right]^{2}+\theta_{x}^{2}(x, t)+\theta_{t}^{2}(x, t)+\theta_{x t}^{2}(x, t)+\theta_{t t}^{2}(x, t)\right) d x \\
& \quad+\int_{0}^{t} \int_{0}^{1}\left(\theta_{x}^{2}(x, s)+\theta_{x t}^{2}(x, s)\right) d x d s \\
& \leqq \Gamma\left\{\Theta_{0}+R_{0}\right\}+\Gamma\left\{\sqrt{\Theta_{0}}+\sqrt{R_{0}}\right\} \sqrt{\mathscr{E}(t)}  \tag{3.18}\\
&+\Gamma \sqrt{R_{0}} \mathscr{E}(t)+\Gamma\left\{\nu(t)+\nu^{k+2}(t)\right\} \mathscr{E}(t) \quad \forall t \in\left[0, T_{0}\right) .
\end{align*}
$$

To indicate how (3.18) was derived we show detailed estimations of certain typical terms of (3.10), (3.12), and (3.15), as follows. Many of the terms can be estimated in a simple way, for instance,

$$
\begin{align*}
& \left|\int_{0}^{t} \int_{0}^{1} \hat{e}^{\prime \prime \prime}(\theta(x, s)) \theta_{t}^{2}(x, s) \theta_{t t}(x, s) d x d s\right| \\
& \quad \leqq \sup _{\substack{x \in[0,1] \\
s \in[0, t]}}\left|\hat{e}^{\prime \prime \prime}(\theta(x, s)) \theta_{t}(x, s)\right| \int_{0}^{t} \int_{0}^{1}\left|\theta_{t}(x, s) \theta_{t t}(x, s)\right| d x d s \\
& \quad \leqq \sup _{\left|\theta-\theta^{*}\right|<\varepsilon}\left|\hat{e}^{\prime \prime \prime}(\theta)\right| \sup _{\substack{x \in[0,1] \\
s \in[0, t]}}\left|\theta_{t}(x, s)\right| \int_{0}^{t} \int_{0}^{1}\left|\theta_{t t}(x, s) \theta_{t}(x, s)\right| d x d s  \tag{3.19}\\
& \quad \leqq \Gamma \nu(t) \int_{0}^{t} \int_{0}^{1}\left(\theta_{t t}^{2}(x, s)+\theta_{t}^{2}(x, s)\right) d x d s \\
& \quad \leqq \Gamma \nu(t) \mathscr{E}(t) \quad \forall t \in\left[0, T_{0}\right)
\end{align*}
$$

or

$$
\begin{align*}
& \left|F^{\prime \prime}(0) \int_{0}^{t} \int_{0}^{1} a^{\prime}(s) \theta_{0}^{\prime \prime}(x) \theta_{t t}(x, s) d x d s\right| \\
& \quad \leqq F^{\prime \prime}(0)\left(\int_{0}^{t} \int_{0}^{1} a^{\prime}(s)^{2} \theta_{0}^{\prime \prime}(x)^{2} d x d s\right)^{1 / 2}\left(\int_{0}^{t} \int_{0}^{1} \theta_{t t}^{2}(x, s) d x d s\right)^{1 / 2} \\
& \quad \leqq F^{\prime \prime}(0)\left(\int_{0}^{\infty} a^{\prime}(s)^{2} d s\right)^{1 / 2}\left(\int_{0}^{1} \theta_{0}^{\prime \prime}(x)^{2} d x\right)^{1 / 2} \sqrt{\mathscr{E}(t)}  \tag{3.20}\\
& \\
& \leqq \Gamma \sqrt{\Theta_{0}} \sqrt{\mathscr{E}(t)} \quad \forall t \in\left[0, T_{0}\right) .
\end{align*}
$$

Some of the terms must be rewritten carefully before they are estimated: e.g., the term estimated in (3.25) below arises from

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{1} \theta_{t t}(x, s) \frac{\partial^{2}}{\partial s^{2}}\left\{\frac{2}{\theta(x, s)} \int_{0}^{s} a^{\prime}(z) F^{\prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) \theta_{x}(x, s-z) d z\right\} d x d s \tag{3.21}
\end{equation*}
$$

which appears on the right-hand side of (3.15). We first differentiate the integral appearing in the integrand of (3.21) once with respect to $s$ and then make the following change of variable:

$$
\begin{align*}
& \int_{0}^{s} a^{\prime}(z) F^{\prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) \theta_{x t}(x, s-z) d z \\
& \quad=\int_{0}^{s} a^{\prime}(s-\zeta) F^{\prime}\left(\bar{\theta}_{x}^{s}(x, s-\zeta)\right) \theta_{x t}(x, \zeta) d \zeta \tag{3.22}
\end{align*}
$$

We next differentiate the right-hand side of (3.22) with respect to $s$ and then repeat the same change of variable to obtain the integral estimated in (3.25). We note that a similar procedure is used when differentiating terms of the form

$$
\begin{equation*}
\int_{s-y}^{\infty} a^{\prime}(z) F^{\prime \prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) d z \tag{3.23}
\end{equation*}
$$

with respect to $s$; the change of variable in this case takes the form

$$
\begin{equation*}
\int_{s-y}^{\infty} a^{\prime}(z) F^{\prime \prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) d z=\int_{-\infty}^{y} a^{\prime}(s-\zeta) F^{\prime \prime \prime}\left(\bar{\theta}_{x}^{s}(x, s-\zeta)\right) d \zeta \tag{3.24}
\end{equation*}
$$

We now continue to show some typical calculations. The computations below are more involved than those used in (3.19) and (3.20): we obtain a bound on a term appearing on the right-hand side of (3.15):
(3.25)

$$
\begin{aligned}
&\left|\int_{0}^{t} \int_{0}^{1} \theta_{t t}(x, s) \frac{2}{\theta(x, s)} \int_{0}^{s} a^{\prime}(z) F^{\prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) \theta_{x}(x, s-z) \theta_{x t}(x, s-z) d z d x d s\right| \\
& \leqq \Gamma \sup _{\substack{x \in[0,1] \\
s \in[0, t]}}\left|\theta_{x}(x, s)\right| \int_{0}^{t} \int_{0}^{1}\left|\theta_{t t}(x, s)\right| \int_{0}^{s}\left|a^{\prime}(z)\right|\left(F^{\prime \prime}(0)\right. \\
&\left.+\left|F^{\prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right)-F^{\prime \prime}(0)\right|\right)\left|\theta_{x t}(x, s-z)\right| d z d x d s \\
& \leqq \Gamma \nu(t) \int_{0}^{t} \int_{0}^{1}\left|\theta_{t t}(x, s)\right| \\
& \quad \int_{0}^{s}\left|a^{\prime}(z)\right|\left(F^{\prime \prime}(0)+K\left(\left|\bar{\theta}_{x}^{s}(x, z)\right|+\left|\bar{\theta}_{x}^{s}(x, z)\right|^{k}\right)\right)\left|\theta_{x t}(x, s-z)\right| d z d x d s \\
& \leqq \Gamma \nu(t) \int_{0}^{t} \int_{0}^{1}\left|\theta_{t t}(x, s)\right| \int_{0}^{s}\left|a^{\prime}(z)\right| \\
& \quad \cdot\left(F^{\prime \prime}(0)+K\left[\sqrt{z}\left(\int_{s-z}^{s} \theta_{x}^{2}(x, \xi) d \xi\right)^{1 / 2}\right.\right. \\
&\left.\left.\quad+(\sqrt{z})^{k}\left(\int_{s-z}^{s} \theta_{x}^{2}(x, \xi) d \xi\right)^{k / 2}\right]\right)\left|\theta_{x t}(x, s-z)\right| d z d x d s \\
& \leqq \Gamma \nu(t)\left(\int_{0}^{t} \int_{0}^{1} \theta_{t t}^{2}(x, s) d x d s\right)^{1 / 2} \\
& \quad .\left(\int _ { 0 } ^ { t } \int _ { 0 } ^ { 1 } \left(\int_{0}^{s}\left|a^{\prime}(z)\right|[1+\nu(t) \sqrt{z}\right.\right. \\
&\left.\left.\left.\quad+\nu^{k}(t)(\sqrt{z})^{k}\right]\left|\theta_{x t}(x, s-z)\right| d z\right)^{2} d x d s\right)^{1 / 2} \\
& \leqq \Gamma \nu(t) \sqrt{\mathscr{E}(t)}\left(\int_{0}^{t} \int_{0}^{1} \theta_{x t}^{2}(x, s) d x d s\right)^{1 / 2}
\end{aligned}
$$

$$
\begin{aligned}
& \left(\int_{0}^{\infty}\left|a^{\prime}(z)\right| d z+\nu(t) \int_{0}^{\infty}\left|a^{\prime}(z)\right| \sqrt{z} d z\right. \\
& \left.+\nu^{k}(t) \int_{0}^{\infty}\left|a^{\prime}(z)\right|(\sqrt{z})^{k} d z\right) \\
\leqq & \Gamma\left\{\nu(t)+\nu^{2}(t)+\nu^{k+1}(t)\right\} \mathscr{E}(t) \leqq \Gamma\left\{\nu(t)+\nu^{k+1}(t)\right\} \mathscr{E}(t) \quad \forall t \in\left[0, T_{0}\right)
\end{aligned}
$$

and from (3.10) we estimate the following term:

$$
\begin{align*}
& \left|\int_{0}^{t} \int_{0}^{1}\left[\theta(x, s)-\theta^{*}\right] \int_{0}^{s} \theta_{x x}(x, y) \int_{s-y}^{\infty} a^{\prime}(z)\left[F^{\prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right)-F^{\prime \prime}(0)\right] d z d y d x d s\right|  \tag{3.26}\\
& \quad \leqq K\left(\nu(t)+\nu^{k}(t)\right) \int_{0}^{t} \int_{0}^{1}\left|\theta(x, s)-\theta^{*}\right| \int_{0}^{s}\left|\theta_{x x}(x, y)\right| \\
& \quad \cdot \int_{s-y}^{\infty}\left|a^{\prime}(z)\right|\left(\sqrt{z}+(\sqrt{z})^{k}\right) d z d y d x d s \\
& \quad \leqq K\left(\nu(t)+\nu^{k}(t)\right) \sqrt{\mathscr{E}(t)}\left(\int _ { 0 } ^ { t } \int _ { 0 } ^ { 1 } \left(\int_{0}^{s}\left|\theta_{x x}(x, y)\right| \int_{s-y}^{\infty}\left|a^{\prime}(z)\right|(\sqrt{z}\right.\right. \\
& \left.\left.\left.\quad+(\sqrt{z})^{k}\right) d z d y\right)^{2} d x d s\right)^{1 / 2} \\
& \quad \leqq K\left(\nu(t)+\nu^{k}(t)\right) \mathscr{E}(t) \int_{0}^{\infty} \int_{s}^{\infty}\left|a^{\prime}(z)\right|\left(\sqrt{z}+(\sqrt{z})^{k}\right) d z d s \\
& \quad \leqq \Gamma\left\{\nu(t)+\nu^{k}(t)\right\} \mathscr{E}(t) \quad \forall t \in\left[0, T_{0}\right) .
\end{align*}
$$

The rest of the terms on the right-hand side of (3.10), (3.12), and (3.15), except for the last term in (3.15), are handled in a similar fashion to (3.19), (3.20), (3.25), and (3.26). (Recall that (1.8) implies $F(0)=F^{\prime}(0)=0$.) The last term on the right-hand side of (3.15) is first estimated from above, making use of compatibility with thermodynamics, i.e., we utilize the entropy inequality ( 0.2 ) in the estimation below: by (2.10) we have

$$
\begin{align*}
& -\int_{0}^{t} \int_{0}^{1} \theta_{t t}^{2}(x, s) \frac{\partial}{\partial x}\left\{\frac{1}{\theta(x, s)} \int_{0}^{\infty} a^{\prime}(z) F^{\prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) d z\right\} d x d s \\
& \leqq \int_{0}^{t} \int_{0}^{1} \theta_{t t}^{2}(x, s)\left(\frac { \partial } { \partial s } \left\{-\hat{\psi}^{\prime}(\theta(x, s))-\frac{1}{\theta(x, s)^{2}}\right.\right. \\
& \left.\left.\quad \cdot \int_{0}^{\infty} a^{\prime}(z) F\left(\bar{\theta}_{x}^{s}(x, z)\right) d z\right\}-\frac{r(x, s)}{\theta(x, s)}\right) d x d s \tag{3.27}
\end{align*}
$$

$$
\forall t \in\left[0, T_{0}\right),
$$

where $\hat{\psi}^{\prime \prime} \in C(0, \infty)$ (see Remark 2.1). Thus, it can be shown that

$$
\begin{align*}
& -\int_{0}^{t} \int_{0}^{1} \theta_{t t}^{2}(x, s) \frac{\partial}{\partial x}\left\{\frac{1}{\theta(x, s)} \int_{0}^{\infty} a^{\prime}(z) F^{\prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) d z\right\} d x d s  \tag{3.28}\\
& \quad \leqq \Gamma\left\{\nu(t)+\nu^{k+1}(t)\right\} \mathscr{E}(t)+\Gamma \sqrt{R_{0}} \mathscr{E}(t) \quad \forall t \in\left[0, T_{0}\right) .
\end{align*}
$$

Additional estimates are derived directly from equation (3.8) in the following manner. In order to obtain a temporal- $L^{2}$ estimate for $\theta_{t}$ we first multiply (3.8) by $\theta_{x x}$ and integrate the resulting identity over $[0,1] \times[0, t], t \in\left[0, T_{0}\right)$. We arrive at the relation $\frac{1}{2} \hat{e}^{\prime}\left(\theta^{*}\right) \int_{0}^{1} \theta_{x}^{2}(x, t) d x+F^{\prime \prime}(0) Q\left(\theta_{x x}, t, a\right)$ $=\frac{1}{2} \hat{e}^{\prime}\left(\theta^{*}\right) \int_{0}^{1} \theta_{0}^{\prime}(x)^{2} d x$ $+\int_{0}^{t} \int_{0}^{1} \theta_{x x}(x, s)\left(\left[\hat{e}^{\prime}(\theta(x, s))-\hat{e}^{\prime}\left(\theta^{*}\right)\right] \theta_{t}(x, s)\right.$ $+\int_{0}^{s} \theta_{x x}(x, y) \int_{s-y}^{\infty} a^{\prime}(z)\left[F^{\prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right)-F^{\prime \prime}(0)\right] d z d y$ $+\frac{2}{\theta(x, s)^{2}} \theta_{t}(x, s) \int_{0}^{\infty} a^{\prime}(z) F\left(\bar{\theta}_{x}^{s}(x, z)\right) d z$ $-\frac{2}{\theta(x, s)} \theta_{x}(x, s) \int_{0}^{\infty} a^{\prime}(z) F^{\prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) d z$ $\left.+\frac{2}{\theta(x, s)} \int_{0}^{s} a^{\prime}(z) F^{\prime}\left(\bar{\theta}_{x}^{s}(x, z)\right) \theta_{x}(x, s-z) d z-r(x, s)\right) d x d s$,

$$
t \in\left[0, T_{0}\right)
$$

This relation leads to the inequality

$$
\begin{equation*}
Q\left(\theta_{x x}, t, a\right) \leqq \Gamma \Theta_{0}+\Gamma \sqrt{R_{0}} \sqrt{\mathscr{E}(t)}+\Gamma\left\{\nu(t)+\nu^{k}(t)\right\} \mathscr{E}(t) \quad \forall t \in\left[0, T_{0}\right) . \tag{3.30}
\end{equation*}
$$

We now square (3.8) and integrate over $[0,1] \times[0, t], t \in\left[0, T_{0}\right.$ ). The squares of the terms on the right-hand side of (3.8) are under control, and the square of the convolution term on the left-hand side of (3.8) can be estimated using (1.10), Lemma 4.2 of [13], and (3.30). Hence, we arrive at the estimate

$$
\begin{align*}
\int_{0}^{t} \int_{0}^{1} \theta_{t}^{2}(x, s) d x d s \leqq \Gamma\left\{\Theta_{0}+R_{0}\right\}+\Gamma \sqrt{R_{0}} \sqrt{\mathscr{E}(t)} & \\
& +\Gamma\left\{\nu(t)+\nu^{2 k}(t)\right\} \mathscr{E}(t) \quad \forall t \in\left[0, T_{0}\right) . \tag{3.31}
\end{align*}
$$

Equation (3.11) can be written as

$$
\begin{array}{r}
\hat{e}^{\prime}\left(\theta^{*}\right) \theta_{t t}(x, t)-F^{\prime \prime}(0) a(0) \theta_{x x}(x, t)-F^{\prime \prime}(0) \int_{0}^{t} a^{\prime}(t-s) \theta_{x x}(x, s) d s=G_{t}(x, t), \\
x \in[0,1], \quad t \in\left[0, T_{0}\right), \tag{3.32}
\end{array}
$$

where $G(x, t)$ denotes the right-hand side of (3.8).
Solving for $\theta_{x x}$ in terms of $\theta_{t t}$ and $G_{t}$ (see (2.36) and (2.37)) we get

$$
\begin{aligned}
& -F^{\prime \prime}(0) a(0) \theta_{x x}(x, t)=G_{t}(x, t)-\hat{e}^{\prime}\left(\theta^{*}\right) \theta_{t t}(x, t) \\
& \\
& \quad+\int_{0}^{t} m(t-s)\left[G_{t}(x, s)-\hat{e}^{\prime}\left(\theta^{*}\right) \theta_{t t}(x, s)\right] d s \\
& \\
& x \in[0,1], \quad t \in\left[0, T_{0}\right)
\end{aligned}
$$

where $m$ is the resolvent of $a^{\prime}$ (see (2.38)). We note that by (3.8) $G(x, 0)-$ $\hat{e}^{\prime}\left(\theta^{*}\right) \theta_{t}(x, 0)=0$ for all $x \in[0,1]$, and by (2.38) $m(0)=-a^{\prime}(0) / a(0)$. Thus, after integrating the last term on the right-hand side of (3.33) by parts we arrive at the expression

$$
\begin{align*}
& -F^{\prime \prime}(0) a(0) \theta_{x x}(x, t) \\
& \qquad=G_{t}(x, t)-\hat{e}^{\prime}\left(\theta^{*}\right) \theta_{t t}(x, t)-\frac{a^{\prime}(0)}{a(0)}\left[G(x, t)-\hat{e}^{\prime}\left(\theta^{*}\right) \theta_{t}(x, t)\right]  \tag{3.34}\\
& \quad+\int_{0}^{t} m^{\prime}(t-s)\left[G(x, s)-\hat{e}^{\prime}\left(\theta^{*}\right) \theta_{t}(x, s)\right] d s, \quad x \in[0,1], \quad t \in\left[0, T_{0}\right) .
\end{align*}
$$

We now square (3.34) and integrate over [ 0,1 ]. By (3.18) and Lemma 2.3 we have

$$
\begin{align*}
\int_{0}^{1} \theta_{x x}^{2}(x, t) d x \leqq & \Gamma\left\{\Theta_{0}+R_{0}\right\}+\Gamma\left\{\sqrt{\Theta_{0}}+\sqrt{R_{0}}\right\} \sqrt{\mathscr{E}(t)} \\
& +\Gamma \sqrt{R_{0}} \mathscr{E}(t)+\Gamma\left\{\nu(t)+\nu^{2 k+2}(t)\right\} \mathscr{E}(t) \quad \forall t \in\left[0, T_{0}\right) . \tag{3.35}
\end{align*}
$$

To obtain a temporal- $L^{2}$ bound on $\theta_{t t}$ we multiply (3.34) by $\theta_{t t}$ and integrate over $[0,1] \times[0, t], t \in\left[0, T_{0}\right)$. We note that

$$
\begin{align*}
\int_{0}^{t} \int_{0}^{1} \theta_{t t}(x, s) \theta_{x x}(x, s) d x d s= & -\int_{0}^{t} \int_{0}^{1} \theta_{x}(x, s) \theta_{x t t}(x, s) d x d s \\
= & -\int_{0}^{1} \theta_{x}(x, t) \theta_{x t}(x, t) d x+\int_{0}^{1} \theta_{0}^{\prime}(x) \theta_{x t}(x, 0) d x  \tag{3.36}\\
& +\int_{0}^{t} \int_{0}^{1} \theta_{x t}^{2}(x, s) d x d s, \quad t \in\left[0, T_{0}\right)
\end{align*}
$$

Thus we have

$$
\begin{align*}
& \int_{0}^{t} \int_{0}^{1} \theta_{t t}^{2}(x, s) d x d s \leqq \Gamma\left\{\Theta_{0}+R_{0}\right\}+\Gamma\left\{\sqrt{\Theta_{0}}+\sqrt{R_{0}}\right\} \sqrt{\mathscr{E}(t)} \\
&+\Gamma \sqrt{R_{0}} \mathscr{E}(t)+\Gamma\left\{\nu(t)+\nu^{k+2}(t)\right\} \mathscr{E}(t) \quad \forall t \in\left[0, T_{0}\right) . \tag{3.37}
\end{align*}
$$

(Here, we make crucial use of (2.20).) We now square (3.34) and integrate over $[0,1] \times[0, t], t \in\left[0, T_{0}\right)$ using (3.18), (3.31), (3.37), and Lemma 2.3 to obtain the following estimate:

$$
\begin{align*}
& \int_{0}^{t} \int_{0}^{1} \theta_{x x}^{2}(x, s) d x d s \leqq \Gamma\left\{\Theta_{0}+R_{0}\right\}+\Gamma\left\{\sqrt{\Theta_{0}}+\sqrt{R_{0}}\right\} \sqrt{\mathscr{E}(t)} \\
&+\Gamma \sqrt{R_{0}} \mathscr{E}(t)+\Gamma\left\{\nu(t)+\nu^{2 k+2}(t)\right\} \mathscr{E}(t) \quad \forall t \in\left[0, T_{0}\right) . \tag{3.38}
\end{align*}
$$

Observe that by Poincare's inequality there is a constant $c>0$ such that

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{1}\left[\theta(x, s)-\theta^{*}\right]^{2} d x d s \leqq c \int_{0}^{t} \int_{0}^{1} \theta_{x}^{2}(x, s) d x d s \quad \forall t \in\left[0, T_{0}\right) . \tag{3.39}
\end{equation*}
$$

It follows from (3.18), (3.31), (3.35), and (3.37)-(3.39) that

$$
\begin{gather*}
\mathscr{E}(t) \leqq \Gamma\left\{\Theta_{0}+R_{0}\right\}+\Gamma\left\{\sqrt{\Theta_{0}}+\sqrt{R_{0}}\right\} \sqrt{\mathscr{E}(t)}+\Gamma \sqrt{R_{0}} \mathscr{E}(t) \\
+\Gamma\left\{\nu(t)+\nu^{2 k+2}(t)\right\} \mathscr{E}(t) \quad \forall t \in\left[0, T_{0}\right) . \tag{3.40}
\end{gather*}
$$

Using (2.20), (3.40) yields
(3.41) $\mathscr{E}(t) \leqq \bar{\Gamma}\left\{\Theta_{0}+R_{0}\right\}+\bar{\Gamma} \sqrt{R_{0}} \mathscr{E}(t)+\bar{\Gamma}\left\{\nu(t)+\nu^{2 k+2}(t)\right\} \mathscr{E}(t) \quad \forall t \in\left[0, T_{0}\right)$,
where $\bar{\Gamma}$ denotes a fixed positive constant which is independent of $\theta_{0}, r$, and $T_{0}$. We choose $\overline{\mathscr{E}}, \delta>0$ such that

$$
\begin{equation*}
\overline{\mathscr{E}}<\varepsilon^{2} / 2, \quad \bar{\Gamma}\left\{\sqrt{2 \overline{\mathscr{E}}}+(\sqrt{2 \overline{\mathscr{E}}})^{2 k+2}\right\} \leqq \frac{1}{6}, \quad \bar{\Gamma} \delta^{2} \leqq \frac{1}{6} \overline{\mathscr{E}}, \quad \bar{\Gamma} \delta \leqq \frac{1}{6}, \tag{3.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta<\frac{1}{2} \eta \tag{3.43}
\end{equation*}
$$

for some $\eta \in(0, \varepsilon)$.
Suppose now that (1.21) holds for the above choice of $\delta$. By the Sobolev embedding theorem

$$
\begin{equation*}
\nu(t) \leqq \sqrt{2 \mathscr{E}(t)} \quad \forall t \in\left[0, T_{0}\right) . \tag{3.44}
\end{equation*}
$$

Thus, it follows from (3.41) that for any $t \in\left[0, T_{0}\right)$ with $\mathscr{E}(t) \leqq \overline{\mathscr{E}}$, we actually have $\mathscr{E}(t) \leqq \frac{1}{2} \overline{\mathscr{E}}$. Hence by continuity, if $\mathscr{E}(0) \leqq \frac{1}{2} \overline{\mathscr{E}}$ then

$$
\begin{equation*}
\mathscr{E}(t) \leqq \frac{1}{2} \overline{\mathscr{E}} \quad \forall t \in\left[0, T_{0}\right) . \tag{3.45}
\end{equation*}
$$

It is possible to choose a smaller $\delta>0$ (if necessary) so that (1.21) implies $\mathscr{E}(0) \leqq \frac{1}{2} \overline{\mathscr{E}}$. Consequently, for $\delta>0$ small enough, (3.45) holds; moreover, by the Sobolev embedding theorem

$$
\begin{equation*}
\sup _{\substack{x \in[0,1] \\ t \in\left[0, T_{0}\right)}}\left|\theta(x, t)-\theta^{*}\right|, \sup _{\substack{x \in[0,1] \\ t \in\left[0, T_{0}\right)}}\left|\theta_{x}(x, t)\right| \leqq \sqrt{2 \overline{\mathscr{E}}}<\varepsilon . \tag{3.46}
\end{equation*}
$$

Therefore, by Lemma 2.2 we have $T_{0}=\infty$. In addition, (1.23) is an immediate consequence of (3.45). Moreover, (1.24) and (1.25) follow from (1.23) by standard embedding inequalities, e.g., from (1.23) we have

$$
\begin{equation*}
\theta-\theta^{*} \in L^{\infty}\left((0, \infty) ; L^{2}(0,1)\right) \tag{3.47}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta_{x}, \theta_{x t} \in L^{2}\left((0, \infty) ; L^{2}(0,1)\right) \tag{3.48}
\end{equation*}
$$

We note that (3.48) implies

$$
\begin{equation*}
\theta_{x}(\cdot, t) \rightarrow 0 \quad \text { in } L^{2}(0,1) \quad \text { as } t \rightarrow \infty \tag{3.49}
\end{equation*}
$$

Observe that

$$
\begin{align*}
{\left[\theta(x, t)-\theta^{*}\right]^{2} } & =2 \int_{0}^{x}\left[\theta(\xi, t)-\theta^{*}\right] \theta_{x}(\xi, t) d \xi \\
& \leqq 2 \int_{0}^{1}\left|\theta(\xi, t)-\theta^{*}\right|\left|\theta_{x}(\xi, t)\right| d \xi  \tag{3.50}\\
& \leqq 2\left(\int_{0}^{1}\left[\theta(\xi, t)-\theta^{*}\right]^{2} d \xi\right)^{1 / 2}\left(\int_{0}^{1} \theta_{x}^{2}(\xi, t) d \xi\right)^{1 / 2} \quad \forall x \in[0,1], \quad t \geqq 0 .
\end{align*}
$$

Hence, by (3.47) and (3.49)

$$
\begin{equation*}
\theta(\cdot, t) \rightarrow \theta^{*} \quad \text { uniformly on }[0,1] \quad \text { as } t \rightarrow \infty . \tag{3.51}
\end{equation*}
$$

This completes the proof of Theorem 1.1.

The proofs of Theorems 1.2 and 1.3 are very similar to the proof above. In both cases, however, since we cannot use Poincaré's inequality, we do not obtain a temporal$L^{2}$ estimate for $\theta-\theta^{*}$, and hence before we proceed with the calculations we divide equations (1.1) and (1.40) by $\hat{e}^{\prime}(\theta(x, t))$. For the same reason, in Theorem 1.2, for example, we require that (1.29) hold in order to obtain the following estimate:

$$
\begin{align*}
& \left|\int_{0}^{t} \int_{0}^{1} \frac{1}{\hat{e}^{\prime}(\theta(x, s))}\left[\theta(x, s)-\theta^{*}\right] r(x, s) d x d s\right| \\
& \quad \leqq \Gamma \int_{0}^{t}\left(\int_{0}^{1}\left[\theta(x, s)-\theta^{*}\right]^{2} d x\right)^{1 / 2}\left(\int_{0}^{1} r^{2}(x, s) d x\right)^{1 / 2} d s  \tag{3.52}\\
& \quad \leqq \Gamma \sup _{s \in[0, t]}\left(\int_{0}^{1}\left[\theta(x, s)-\theta^{*}\right]^{2} d x\right)^{1 / 2} \int_{0}^{t}\left(\int_{0}^{1} r^{2}(x, s) d x\right)^{1 / 2} d s \\
& \quad \leqq \Gamma \sqrt{\mathscr{E}(t)} \int_{0}^{\infty}\left(\int_{0}^{1} r^{2}(x, t) d x\right)^{1 / 2} d t \quad \forall t \in\left[0, T_{0}\right) ;
\end{align*}
$$

the other terms with which we must be careful can be handled by integration by parts, e.g.,

$$
\begin{align*}
&\left|\int_{0}^{t} \int_{0}^{1} \frac{1}{\hat{e}^{\prime}(\theta(x, s))}\left[\theta(x, s)-\theta^{*}\right] \int_{0}^{\infty} a^{\prime}(z)\left[F^{\prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right)-F^{\prime \prime}(0)\right] \bar{\theta}_{x x}^{s}(x, z) d z d x d s\right| \\
&= \left\lvert\,-\int_{0}^{t} \int_{0}^{1} \frac{1}{\hat{e}^{\prime}(\theta(x, s))}\left[\theta(x, s)-\theta^{*}\right] \frac{\partial}{\partial x}\right. \\
&53) \quad \cdot\left\{\int_{0}^{\infty} a(z)\left[F^{\prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right)-F^{\prime \prime}(0)\right] \theta_{x}(x, s-z) d z\right\} d x d s \mid  \tag{3.53}\\
&= \left\lvert\, \int_{0}^{t} \int_{0}^{1}\left(-\frac{\hat{e}^{\prime \prime}(\theta(x, s))}{\hat{e}^{\prime}(\theta(x, s))^{2}}\left[\theta(x, s)-\theta^{*}\right]+\frac{1}{\hat{e}^{\prime}(\theta(x, s))}\right) \theta_{x}(x, s)\right. \\
& \quad \cdot \int_{0}^{s} a(z)\left[F^{\prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right)-F^{\prime \prime}(0)\right] \theta_{x}(x, s-z) d z d x d s \mid \\
& \leqq \Gamma\left(\nu(t)+\nu^{k+1}(t)\right) \mathscr{E}(t) \quad \forall t \in\left[0, T_{0}\right) .
\end{align*}
$$

The argument to show that $\theta(\cdot, t) \rightarrow \theta^{* *}$ uniformly on $[0,1]$ as $t \rightarrow \infty$ for Theorem 1.2 is essentially the same as the argument used to establish an analogous result in § 3 of [4]: We first observe that standard embedding inequalities yield (1.38) as well as boundedness of $\theta$ on $[0,1] \times[0, \infty)$. Hence, every sequence of times tending to infinity has a subsequence on which $\theta$ converges uniformly to a constant, namely, $\theta^{* *}$.

Theorems 1.2 and 1.3 can be proved using an argument in the same spirit as in [13], i.e., instead of taking temporal derivatives of the equation and multiplying by corresponding time derivatives of $\theta$, we can take spatial derivatives of the equation and multiply by appropriate $x$ derivatives of $\theta$. This cannot be done for Theorem 1.1 since we have a term involving $\theta_{x}(x, t)$ on the right-hand side of (1.1) which would lead to uncontrollable boundary terms.

In the case of nonequilibrium history the argument is essentially the same. The main modification needed arises when we want to make use of an inequality of the form (2.21); we then extend $a$ to $\mathbb{R}$ by zero. To give an indication of where such a
modification is needed we consider the analogue of the term treated in (3.26):

$$
\begin{aligned}
& \left|\int_{0}^{t} \int_{0}^{1}\left[\theta(x, s)-\theta^{*}\right] \int_{-\infty}^{s} \theta_{x x}(x, y) \int_{s-y}^{\infty} a^{\prime}(z)\left[F^{\prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right)-F^{\prime \prime}(0)\right] d z d y d x d s\right| \\
& \leqq \mid \int_{0}^{t} \int_{0}^{1}\left[\theta(x, s)-\theta^{*}\right] \int_{-\infty}^{0} \theta_{x x}(x, y) \\
& 4) \quad \cdot \int_{s-y}^{\infty} a^{\prime}(z)\left[F^{\prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right)-F^{\prime \prime}(0)\right] d z d y d x d s \mid \\
& +\mid \int_{0}^{t} \int_{0}^{1}\left[\theta(x, s)-\theta^{*}\right] \int_{0}^{s} \theta_{x x}(x, y) \\
& \quad \cdot \int_{s-y}^{\infty} a^{\prime}(z)\left[F^{\prime \prime}\left(\bar{\theta}_{x}^{s}(x, z)\right)-F^{\prime \prime}(0)\right] d z d y d x d s \mid .
\end{aligned}
$$

The second term on the right-hand side of (3.54) can clearly be handled in the same manner as in (3.26) and once $a$ is extended by zero, the first term on the right-hand side of (3.54) can also be treated in the same way.

Remark 3.1. We note that in order to obtain a priori bounds in the above proof it suffices to assume that the data satisfy (1.55)-(1.58). It is in the proof of local existence that we need the original assumptions on the data (1.12)-(1.18).

Remark 3.2. If, for example, in the case of Theorem 1.1 assumption (1.21) is replaced with

$$
\begin{align*}
\Theta_{0}+ & \int_{0}^{1} \theta_{0}^{\prime \prime \prime}(x)^{2} d x+R_{0}+\sup _{t \geqq 0} \int_{0}^{1}\left(r_{x}^{2}+r_{x t}^{2}+r_{t t}^{2}\right)(x, t) d x \\
& +\int_{0}^{1} r_{x x}^{2}(x, 0) d x+\int_{0}^{\infty} \int_{0}^{1}\left(r_{x}^{2}+r_{x t}^{2}+r_{t t t}^{2}\right)(x, t) d x \leqq \delta^{2} \tag{3.55}
\end{align*}
$$

then we can establish the existence of a unique solution $\theta>0$ satisfying (1.22)-(1.25); moreover,

$$
\begin{equation*}
\theta_{x x x}, \theta_{x x t}, \theta_{x t t}, \theta_{t t t} \in L^{\infty}\left((0, \infty) ; L^{2}(0,1)\right) \cap L^{2}\left((0, \infty) ; L^{2}(0,1)\right), \tag{3.56}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta_{x x}(\cdot, t), \theta_{x t}(\cdot, t), \theta_{t t}(\cdot, t) \rightarrow 0 \quad \text { uniformly on }[0,1] \tag{3.57}
\end{equation*}
$$

as $t \rightarrow \infty$. The arguments used to establish such a result are similar in spirit to the arguments used to prove Theorem 1.1 except that here there is no need to make use of the entropy inequality ( 0.2 ) or any other consequence of the thermodynamical restrictions.
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#### Abstract

A linearized version of the Levy-von Mises equations modeling the evolution of rapidly stretching plastic jets is studied. Under the assumptions of axial symmetry and stress-free surface, existence and uniqueness of a solution is shown for the resulting (nonstandard) linear initial-boundary value problem. Some growth and periodicity properties of the solution are also established.
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Introduction. A typical example of a rapidly stretching jet is furnished by the jet produced by a shaped-charge [1], [2], [9], [12]. A shaped-charge consists of an explosive with a conical cavity lined with a thin metal sheet; the explosion will cause the metal to collapse toward the axis where an extremely high velocity jet will instantly be formed. The velocity of the particles in these jets increases linearly with the distance from the rear end, so that the jet experiences a very significant stretching.

In a recent paper, Romero [14] analyzes the stability of these jets using the Levy-von Mises equations for an incompressible perfectly plastic material (see § 1 below). He finds that a rapidily stretching plastic jet can be initially stable due to inertial effects, a result that had been anticipated by Frankel and Weihs [4] based on their study of the stability of a capillary jet of an ideal fluid (see also, e.g., Rayleigh [13], Weber [15], Levich [11], Goldin et al. [8], Bogy [3]).

Assuming that the jet is axially symmetric and that its surface is stress-free, Romero finds a particular solution ("the undisturbed flow"), for which the axial velocity is linearly increasing. He then linearizes the equations about it, introducing scaled space variables $(r, z)(0<r<1,-\infty<z<\infty)$ and a scaled time variable $t(0 \leqq t \leqq T)$, to reduce this linear system to a system of three equations, essentially of the form

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial \phi}{\partial r}\right)-\frac{\partial^{2} \phi}{\partial z^{2}}-\frac{\partial p}{\partial z}, \tag{0.1}
\end{equation*}
$$

$$
\begin{align*}
& \frac{\partial \psi}{\partial t}=\frac{\partial^{2} \psi}{\partial z^{2}}-\frac{\partial p}{\partial r}  \tag{0.2}\\
& \operatorname{div}(\phi, \psi)=0, \tag{0.3}
\end{align*}
$$

where $\phi, \psi, p$ correspond to scaled versions of the perturbations in the axial velocity, radial velocity, and pressure, respectively.

Here $r$ represents the radial variable scaled according to the radius of the free boundary (i.e., the moving boundary of the jet) and $z$ is an appropriately scaled axial variable. The stress-free and compatibility conditions on the surface of the jet yield nonstandard boundary conditions for $(0.1)-(0.3)$ of the form

$$
\begin{equation*}
p=B_{1}(\phi, \psi, \Omega) \quad \text { at } r=1, \tag{0.4}
\end{equation*}
$$

[^9]\[

$$
\begin{gather*}
\frac{\partial \phi}{\partial r}=B_{2}(\psi, \Omega) \quad \text { at } r=1,  \tag{0.5}\\
\frac{\partial \Omega}{\partial t}=\psi \quad \text { at } r=1, \tag{0.6}
\end{gather*}
$$
\]

where $B_{1}$ and $B_{2}$ are certain first-order differential operators and $\Omega=\Omega(t, z)$ denotes the perturbation in the radius of the jet scaled according to the actual radius.

To complete the setting of the problem we need to impose initial conditions, namely,

$$
\begin{gather*}
\phi(0, r, z)=\phi_{0}(r, z),  \tag{0.7}\\
\Omega(0,0)=\Omega_{0} . \tag{0.8}
\end{gather*}
$$

The system (0.1)-(0.8) is a nonstandard linear problem, due both to the "mixed type" differential equations and the boundary conditions.

While the main purpose of [14] is to study the stability of $(0.1)-(0.8)$, the main result of the present paper is an existence and uniqueness theorem for this system. Romero's analysis of the stability of short wavelength solutions

$$
\begin{array}{ll}
\phi(t, r, z)=\phi^{*}(t, r, \mu) e^{i \mu z}, & \psi(t, r, z)=\psi^{*}(t, r, \mu) e^{i \mu z} \\
p(t, r, z)=p^{*}(t, r, \mu) e^{i \mu z}, & \Omega(t, z)=\Omega^{*}(t, \mu) e^{i \mu z} \tag{0.9}
\end{array}
$$

$$
\text { with }|\mu| \gg 1
$$

leads him to the conclusion that such disturbances do not undergo significant growth. However, his argument is based on the assumption that, in (0.9),

$$
\begin{array}{ll}
\phi^{*}(t, r, \mu)=\tilde{\phi}(r, \mu) e^{\gamma_{1} t}, & \psi^{*}(t, r, \mu)=\tilde{\psi}(r, \mu) e^{\gamma_{2} t}, \\
p^{*}(t, r, \mu)=\tilde{p}(r, \mu) e^{\gamma_{3} t}, & \Omega^{*}(t, \mu)=\tilde{\Omega}(\mu) e^{\gamma_{4} t}, \tag{0.10}
\end{array}
$$

which translates into quite restrictive conditions for $\phi_{0}$. In this paper we consider general initial conditions $\phi_{0}(r, z)$. Since the jet is expected to eventually become unstable (cf. [14]), the system may develop ill-posedness (as in the backward heat equation): for this reason we assume that $\phi_{0}$ is entire analytic in the variable $z$. More precisely, we show that if $\phi_{0}(x, y, z)=\phi_{0}\left(\left(x^{2}+y^{2}\right)^{1 / 2}, z\right)$ is $C^{2+\alpha}$ in $(x, y)$ (for some $\alpha \in(0,1))$ and if $\phi_{0}(x, y, \cdot)$ extends to an entire function in $z$ of order 1 and sufficiently small type, then there exists a unique solution of (0.1)-(0.8).

In $\S 1$ we briefly describe the linearization procedure which leads to (0.1)-(0.6). In § 2 we reduce the system into another system which is much more convenient to work with; in particular, $\psi$ and $\Omega$ do not appear in the new system. In § 3 we state the main existence and uniqueness results (Theorem 3.1) and in § 4 we prove a preliminary lemma (Lemma 4.1), which immediately implies Theorem 3.1 in the special case of initial conditions of the form $\phi_{0}(x, y, z)=u_{0}(x, y) z^{n}(n \geqq 0)$. Section 5 is devoted to the proof of Theorem 3.1 and, finally, in $\S 6$ we establish periodicity and growth properties of the solution.

1. The linearized system. We shall assume that the flow obeys the laws for an incompressible perfectly plastic material satisfying the Levy-von Mises equations and that the surface of the jet is stress-free. The Levy-von Mises equations are

$$
\begin{align*}
\rho\left(\frac{\partial \bar{u}}{\partial t}+\bar{u} \cdot \nabla \bar{u}\right) & =-\nabla p+\operatorname{div} \overline{\bar{T}},  \tag{1.1}\\
\nabla \cdot \bar{u} & =0, \tag{1.2}
\end{align*}
$$

where $\rho$ is the constant material density, $p$ is the pressure, and $\overline{\bar{T}}$ is the deviatoric stress. In Cartesian coordinates $\overline{\bar{T}}$ is given by

$$
\begin{equation*}
T_{i j}=2 \mu \dot{\varepsilon}_{i j} \tag{1.3}
\end{equation*}
$$

where $\dot{\varepsilon}_{i j}$ is the rate of strain tensor

$$
\begin{equation*}
\dot{\varepsilon}_{i j}=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right), \tag{1.4}
\end{equation*}
$$

$\mu$ is the effective viscosity

$$
\begin{equation*}
\mu=Y\left(2 \dot{\varepsilon}_{k l} \dot{\varepsilon}_{k l}\right)^{-1 / 2} \tag{1.5}
\end{equation*}
$$

and $Y$ is the yield stress of the material.
Assuming axial symmetry, let $(z, r)$ be the cylindrical coordinates and let $(u, v)$ be their corresponding velocities. Then, a special solution, satisfying stress-free boundary conditions and the compatibility relation of the time rate of change of the free surface to the velocity field at the boundary, is given by (see [14])

$$
\begin{gather*}
u_{0}(t, r, z)=\frac{\beta(0) z}{q(t)},  \tag{1.6}\\
v_{0}(t, r, z)=\frac{-\beta(0) r}{2 q(t)},  \tag{1.7}\\
p_{0}(t, r, z)=\frac{3}{8} \rho \beta(t)^{2}\left(r^{2}-R_{0}(t)^{2}\right)-\frac{Y}{3^{1 / 2}},  \tag{1.8}\\
R_{0}(t, z)=\frac{a_{0}(0)}{q(t)^{1 / 2}}, \tag{1.9}
\end{gather*}
$$

where $a_{0}(0)$ is the initial radius of the jet, $\beta(0)$ is the initial strain rate, $\beta(t)=\beta(0) / q(t)$, and $q(t)=\beta(0) t+1$.

Linearizing about this solution and introducing scaled variables

$$
\begin{gather*}
\hat{t}=\ln (q(t)),  \tag{1.10}\\
\hat{r}=\frac{r}{R_{0}(t)}  \tag{1.11}\\
\hat{z}=\frac{z}{L(t)}, \tag{1.12}
\end{gather*}
$$

where $L(t)=q(t) L(0)$ and the parameter $L(0)$ is the initial length scale, the linearized system takes the form (after dropping the ${ }^{\wedge}$ s)

$$
\begin{gather*}
\frac{\partial \phi}{\partial t}=\Gamma^{-2}\left(\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial \phi}{\partial r}\right)-\alpha^{2} \frac{\partial^{2} \phi}{\partial z^{2}}\right)-\phi-\alpha^{2} \frac{\partial p}{\partial z},  \tag{1.13}\\
\frac{\partial \psi}{\partial t}-2 \psi=\alpha^{2} \Gamma^{-2} \frac{\partial^{2} \psi}{\partial z^{2}}-\frac{\partial p}{\partial r}  \tag{1.14}\\
\frac{\partial \phi}{\partial z}+\frac{1}{r} \frac{\partial}{\partial r}(r \psi)=0 \tag{1.15}
\end{gather*}
$$

for $(t, r, z) \in[0, T] \times(0,1] \times \mathbb{R}(T>0)$, and

$$
\begin{equation*}
\Gamma^{2} p=2\left(\frac{\partial \psi}{\partial r}+\frac{1}{2} \frac{\partial \phi}{\partial z}\right)+\frac{3}{4} \Omega \Gamma^{2} \equiv \Gamma^{2} B_{1}(\phi, \psi, \Omega) \quad \text { at } r=1, \tag{1.16}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial \phi}{\partial r}=3 \alpha^{2} \frac{\partial \Omega}{\partial z}-\alpha^{2} \frac{\partial \psi}{\partial z} \equiv B_{2}(\psi, \Omega) \quad \text { at } r=1, \tag{1.17}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial \Omega}{\partial t}=\psi \quad \text { at } r=1 \tag{1.18}
\end{equation*}
$$ $\psi$ is finite as $r$ approaches zero,

where $\phi, \psi, p$, and $\Omega$ are scaled versions of the perturbations in the axial velocity, radial velocity, pressure, and jet radius, respectively. Also, the functions $\alpha$ and $\Gamma$ depend only on $t$ and are given by

$$
\alpha(t)^{2}=\alpha(0)^{2} e^{-3 t}, \quad \Gamma(t)^{2}=\Gamma(0)^{2} e^{-3 t}
$$

where

$$
\alpha(0)^{2}=\left(a_{0}(0) / L(0)\right)^{2}, \quad \Gamma(0)^{2}=3^{1 / 2} \rho a_{0}(0)^{2} \beta(0)^{2} / Y .
$$

We supplement the system by adding the initial conditions

$$
\begin{gather*}
\phi(0, r, z)=\phi_{0}(r, z),  \tag{1.20}\\
\Omega(0,0)=\Omega_{0} . \tag{1.21}
\end{gather*}
$$

2. An equivalent linear system. The purpose of this section is to reduce the nonstandard system (1.13)-(1.21) into a form which will be more recognizable and easier to work with. The new system will not involve $\Omega$ and $\psi$ and it will be amenable to the theory of elliptic and parabolic differential equations.

The first step is to note that if $(\phi, \psi, p, \Omega)$ is a solution of (1.13)-(1.20) with $\Omega(0,0)=\Omega_{0}$, then

$$
\left(\phi, \psi, p+\frac{3}{4}\left(\omega_{0}-\Omega_{0}\right), \Omega+\omega_{0}-\Omega_{0}\right)
$$

is a solution of (1.13)-(1.20) satisfying $\Omega(0,0)=\omega_{0}$. Thus, we may assume that

$$
\begin{equation*}
\Omega(0,0)=-\frac{1}{3} \int_{0}^{1} r \frac{\partial \phi_{0}}{\partial z}(r, 0) d r . \tag{2.1}
\end{equation*}
$$

Lemma 2.1. Assume that

$$
\begin{equation*}
\frac{\partial \phi_{0}}{\partial r}(1, z)=0, \quad z \in \mathbb{R} . \tag{2.2}
\end{equation*}
$$

Then, $(\phi, \psi, p, \Omega)$ is a solution of (1.13)-(1.20) satisfying (2.1) if and only if
(i) $(\phi, p)$ satisfy

$$
\begin{gather*}
\frac{\partial \phi}{\partial t}+\phi=-\alpha^{2} \frac{\partial p}{\partial z}+\Gamma^{-2}\left(\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial \phi}{\partial r}\right)-\alpha^{2} \frac{\partial^{2} \phi}{\partial z^{2}}\right),  \tag{2.3a}\\
\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial p}{\partial r}\right)=\frac{\partial}{\partial t}\left(\frac{\partial \phi}{\partial z}\right)-2 \frac{\partial \phi}{\partial z}-\alpha^{2} \Gamma^{-2} \frac{\partial^{3} \phi}{\partial z^{3}} \tag{2.3b}
\end{gather*}
$$

for $(t, r, z) \in[0, T] \times(0,1] \times \mathbb{R}$, with initial-boundary conditions given by

$$
\begin{gather*}
\frac{\partial \phi}{\partial r}=-3 \alpha^{2} \int_{0}^{t} \int_{0}^{1} \rho \frac{\partial^{2} \phi}{\partial z^{2}}(s, \rho, z) d \rho d s-\alpha^{2} \int_{0}^{1} \rho \frac{\partial^{2} \phi_{0}}{\partial z^{2}}(\rho, z) d \rho \\
+\alpha^{2} \int_{0}^{1} \rho \frac{\partial^{2} \phi}{\partial z^{2}}(t, \rho, z) d \rho \text { at } r=1,  \tag{2.4}\\
p=-\frac{3}{4} \int_{0}^{t} \int_{0}^{1} \rho \frac{\partial \phi}{\partial z}(s, \rho, z) d \rho d s-\Gamma^{-2} \frac{\partial \phi}{\partial z}-\frac{1}{4} \int_{0}^{1} \rho \frac{\partial \phi_{0}}{\partial z}(\rho, z) d \rho \\
+2 \Gamma^{-2} \int_{0}^{1} \rho \frac{\partial \phi}{\partial z}(t, \rho, z) d \rho \text { at } r=1,  \tag{2.5}\\
\phi(0, r, z)=\phi_{0}(r, z) \tag{2.6}
\end{gather*}
$$

and
(ii) $\psi$ and $\Omega$ are given by

$$
\begin{gather*}
\psi(t, r, z)=-\frac{1}{r} \int_{0}^{r} \rho \frac{\partial \phi}{\partial z}(t, \rho, z) d \rho  \tag{2.7}\\
\Omega(t, z)=-\int_{0}^{t} \int_{0}^{1} \rho \frac{\partial \phi}{\partial z}(s, \rho, z) d \rho d s-\frac{1}{3} \int_{0}^{1} \rho \frac{\partial \phi_{0}}{\partial z}(\rho, z) d \rho . \tag{2.8}
\end{gather*}
$$

Proof. Suppose that ( $\phi, \psi, p, \Omega$ ) is a solution of (1.13)-(1.20) satisfying (2.1). We want to show that (2.3)-(2.8) hold.

First note that (2.3a), (2.6) are exactly (1.13), (1.20). To prove (2.3b) multiply (1.14) by $r$ and differentiate with respect to $r$ to obtain (using (1.15))

$$
-r \frac{\partial}{\partial t}\left(\frac{\partial \phi}{\partial z}\right)+2 r \frac{\partial \phi}{\partial z}=-\frac{\partial}{\partial r}\left(r \frac{\partial p}{\partial r}\right)-c r \frac{\partial^{3} \phi}{\partial z^{3}},
$$

where $c=\alpha(t)^{2} \Gamma(t)^{-2}=a_{0}(0)^{2}(L(0) \Gamma(0))^{-2} \geqq 0$. Dividing by $r$, we get

$$
-\frac{\partial}{\partial t}\left(\frac{\partial \phi}{\partial z}\right)+2 \frac{\partial \phi}{\partial z}=-\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial p}{\partial r}\right)-c \frac{\partial^{3} \phi}{\partial z^{3}},
$$

which gives (2.3b).
In order to prove (2.4), (2.5) we must first establish (2.7), (2.8). Multiplying (1.15) by $r$ and integrating with respect to $r$ we get

$$
\psi(t, 1, z)-r \psi(t, r, z)=-\int_{r}^{1} \rho \frac{\partial \phi}{\partial z}(t, \rho, z) d \rho
$$

Using (1.19) we conclude that

$$
\psi(t, 1, z)=-\int_{0}^{1} \rho \frac{\partial \phi}{\partial z}(t, \rho, z) d \rho
$$

so that

$$
\begin{aligned}
-r \psi(t, r, z) & =-\int_{r}^{1} \rho \frac{\partial \phi}{\partial z}(t, \rho, z) d \rho+\int_{0}^{1} \rho \frac{\partial \phi}{\partial z}(t, \rho, z) d \rho \\
& =\int_{0}^{r} \rho \frac{\partial \phi}{\partial z}(t, \rho, z) d \rho
\end{aligned}
$$

and (2.7) follows. Now we can use (1.18) and (2.7) to obtain

$$
\begin{align*}
\Omega(t, z) & =\int_{0}^{t} \psi(s, 1, z) d s+\Omega(0, z) \\
& =-\int_{0}^{t} \int_{0}^{1} \rho \frac{\partial \phi}{\partial z}(s, \rho, z) d \rho d s+\Omega(0, z) . \tag{2.9}
\end{align*}
$$

On the other hand, specializing (1.17) at $t=0$ and using (2.7) once again

$$
\frac{\partial \phi_{0}}{\partial r}(1, z)-\alpha(0)^{2}\left(\int_{0}^{1} \rho \frac{\partial^{2} \phi_{0}}{\partial z^{2}}(\rho, z) d \rho\right)=3 \alpha(0)^{2} \frac{\partial \Omega}{\partial z}(0, z),
$$

which, due to assumption (2.2), is

$$
\begin{equation*}
\frac{\partial \Omega}{\partial z}(0, z)=-\frac{1}{3} \int_{0}^{1} \rho \frac{\partial^{2} \phi_{0}}{\partial z^{2}}(\rho, z) d \rho . \tag{2.10}
\end{equation*}
$$

But (2.1) and (2.10) imply

$$
\begin{equation*}
\Omega(0, z)=-\frac{1}{3} \int_{0}^{1} \rho \frac{\partial \phi_{0}}{\partial z}(\rho, z) d \rho, \tag{2.11}
\end{equation*}
$$

which, together with (2.9), gives (2.8).
Thus, we may now use (2.7), (2.8) to rewrite the boundary condition (1.17) as

$$
\begin{aligned}
\frac{\partial \phi}{\partial r}-\alpha^{2} \int_{0}^{1} \rho \frac{\partial^{2} \phi}{\partial z^{2}}(t, \rho, z) d \rho=-3 \alpha^{2} & \int_{0}^{t} \int_{0}^{1} \rho \frac{\partial^{2} \phi}{\partial z^{2}}(s, \rho, z) d \rho d s \\
& -\alpha^{2} \int_{0}^{1} \rho \frac{\partial^{2} \phi_{0}}{\partial z^{2}}(\rho, z) d \rho \text { at } r=1,
\end{aligned}
$$

which is (2.4).
Finally, using (1.15) we can rewrite (1.16) as

$$
2\left(-\psi-\frac{\partial \phi}{\partial z}+\frac{1}{2} \frac{\partial \phi}{\partial z}\right)-\Gamma^{2} p+\frac{3}{4} \Omega \Gamma^{2}=0 \quad \text { at } r=1,
$$

or

$$
\begin{equation*}
-2 \psi-\frac{\partial \phi}{\partial z}-\Gamma^{2} p+\frac{3}{4} \Omega \Gamma^{2}=0 \quad \text { at } r=1 \tag{2.12}
\end{equation*}
$$

and (2.5) follows from (2.7), (2.8), and (2.12).
From the above computations it is clear how to proceed in proving the converse statement, that is, if $\phi, p$ satisfy (2.3)-(2.6) and $\psi, \Omega$ are given by (2.7) and (2.8), then ( $\phi, \psi, p, \Omega$ ) is a solution of (1.13)-(1.20) satisfying (2.1).

This completes the proof of Lemma 2.1.
It will be convenient to rewrite the system (2.3)-(2.6) in Cartesian coordinates. Taking $r$ to be the radial variable, $r=\left(x^{2}+y^{2}\right)^{1 / 2}$, and setting $\Delta=\partial^{2} / \partial x^{2}+\partial^{2} / \partial y^{2}$, $B_{1}=$ unit disc in $\mathbb{R}^{2}, G=[0, T] \times B_{1} \times \mathbb{R}, \Gamma_{0}=[0, T] \times \partial B_{1} \times \mathbb{R}$, we can write

$$
\begin{gather*}
\frac{\partial \phi}{\partial t}-\Gamma(t)^{-2} \Delta \phi+c \frac{\partial^{2} \phi}{\partial z^{2}}+\phi=-\alpha(t)^{2} \frac{\partial p}{\partial z} \text { in } G,  \tag{2.13a}\\
\Delta p=\frac{\partial}{\partial t}\left(\frac{\partial \phi}{\partial z}\right)-2 \frac{\partial \phi}{\partial z}-c \frac{\partial^{3} \phi}{\partial z^{3}} \text { in } G \tag{2.13b}
\end{gather*}
$$

$$
\begin{align*}
& \frac{\partial \phi}{\partial \nu}=-3 \frac{\alpha(t)^{2}}{2 \pi} \int_{0}^{t} \int_{B_{1}} \frac{\partial^{2} \phi}{\partial z^{2}}(s, x, y, z) d x d y d s \\
&+\frac{\alpha(t)^{2}}{2 \pi} \int_{B_{1}} \frac{\partial^{2} \phi}{\partial z^{2}}(t, x, y, z) d x d y  \tag{2.13c}\\
&-\frac{\alpha(t)^{2}}{2 \pi} \int_{B_{1}} \frac{\partial^{2} \phi_{0}}{\partial z^{2}}(x, y, z) d x d y \text { on } \Gamma_{0}, \\
& p=-\frac{3}{8 \pi} \int_{0}^{t} \int_{B_{1}} \frac{\partial \phi}{\partial z}(s, x, y, z) d x d y d s-\Gamma(t)^{-2} \frac{\partial \phi}{\partial z} \\
&-\frac{1}{8 \pi} \int_{B_{1}} \frac{\partial \phi_{0}}{\partial z}(x, y, z) d x d y  \tag{2.13d}\\
&+ \frac{\Gamma(t)^{-2}}{\pi} \int_{B_{1}} \frac{\partial \phi}{\partial z}(t, x, y, z) d x d y \text { on } \Gamma_{0}, \\
& \quad \phi(0, x, y, z)=\phi_{0}(x, y, z), \tag{2.13e}
\end{align*}
$$

where $\nu=$ exterior unit normal to $\partial B_{1}$ and $c=\alpha(t)^{2} \Gamma(t)^{-2}=\left(a_{0}(0) / L(0) \Gamma(0)\right)^{2}(c \geqq 0)$.
3. Statement of the existence and uniqueness results. Before stating our main result, which will be proved in $\S 5$, we need to define the class of "admissible" initial data.

Let $C^{2+\alpha}\left(\overline{B_{1}}\right)$ denote the classical space of functions defined on $\overline{B_{1}}$ whose second derivatives are Hölder continuous with exponent $\alpha(\alpha \in(0,1))$, and let $\bar{C}_{\alpha}, \bar{C}_{2+\alpha}$ denote the parabolic Hölder spaces on [0, T] $\times \overline{B_{1}}$ (see, e.g., Friedman [6, pp. 61-63]). For $f \in C^{2+\alpha}\left(\overline{B_{1}}\right), g \in \bar{C}_{\alpha}, h \in \bar{C}_{2+\alpha}$ we introduce the notation

$$
\begin{aligned}
& \|f\|_{2+\alpha}^{0}=\|f\|_{2+\alpha, \overline{B_{1}}}, \\
& \|g\|_{\alpha}=\|g\|_{\alpha,[0, T] \times \overline{B_{1}}}, \\
& \|h\|_{2+\alpha}=\|h\|_{2+\alpha,[0, T] \times \overline{B_{1}}} .
\end{aligned}
$$

Finally, if $k$ is a function satisfying $k \in \bar{C}_{\alpha}, k(t, \cdot) \in C^{2+\alpha}\left(\overline{B_{1}}\right)(t \in[0, T])$, we shall write

$$
\|k\|=\|k\|_{\alpha,[0, T] \times \overline{B_{1}}}+\sup _{t \in[0, T]}\|k(t, \cdot)\|_{2+\alpha, \overline{B_{1}}} .
$$

Definition. A function $f: \overline{B_{1}} \times \mathbb{R} \rightarrow \mathbb{R}$ is said to belong to the class $A_{\eta}^{\alpha}(0<\alpha<$ $1,0<\eta$ ) if $f$ satisfies the following conditions:
(i) For each $(x, y) \in \overline{B_{1}}, f(x, y, \cdot)$ extends to an entire function in $\mathbb{C}$.
(ii) For each $\zeta \in \mathbb{C}, f(\cdot, \zeta) \in C^{2+\alpha}\left(\overline{B_{1}}\right)$.
(iii) For each $\varepsilon>0$, there exists a constant $c_{\varepsilon} \geqq 0$ such that

$$
\begin{equation*}
\|f(\cdot, \zeta)\|_{2+\alpha, \overline{B_{1}}} \leqq c_{\varepsilon} e^{(\eta+\varepsilon)|\zeta|} \quad \forall \zeta \in \mathbb{C} . \tag{3.1}
\end{equation*}
$$

(iv) $\partial_{\nu} f(x, y, \zeta)=0$ for $(x, y) \in \partial B_{1}, \zeta \in \mathbb{C}$.
(Note that condition (iv) coincides with (2.2).) Examples of functions in $A_{\eta}^{\alpha}$ can be constructed as follows:
(1) Let $h \in C^{2+\alpha}\left(\overline{B_{1}}\right)$ with $\partial_{\nu} h=0$ on $\partial B_{1}$, and let $g(\zeta)$ be an entire function of order 1 and type $\eta$. Then $f(x, y, \zeta)=h(x, y) g(\zeta) \in A_{\eta}^{\alpha}$.
(2) Let $\varphi: \overline{B_{1}} \times \mathbb{R} \rightarrow \mathbb{R}$ satisfy:
(a) $\partial_{\nu} \varphi=0,(x, y) \in \partial B_{1}$.
(b) $\|\varphi(\cdot, \mu)\|_{2+\alpha} \leqq M$ for $|\mu| \leqq \eta /(2 \pi)$, for some constant $M \geqq 0$.
(c) $\varphi(x, y, \mu)=0$ for $|\mu|>\eta /(2 \pi)$.

Then, the function

$$
f(x, y, \zeta)=\varphi(x, y, \cdot)^{\wedge}(\zeta)=\int_{\mathbb{R}} \varphi(x, y, \mu) e^{-2 \pi i \mu \zeta} d \mu
$$

belongs to $\boldsymbol{A}_{\eta}^{\alpha}$.
Theorem 3.1. Let $T>0,0<\alpha<1$. Then, there exists a number $\eta_{0}<1$ such that, for every $\phi_{0} \in A_{\eta_{0}}^{\alpha}$, there exists a unique solution ( $\phi, p$ ) of (2.13) satisfying:
(i) $\phi \equiv \phi_{0}$ at $t=0$.
(ii) For each $(x, y) \in \overline{B_{1}}, t \in[0, T], \phi(t, x, y, \cdot)$, and $p(t, x, y, \cdot)$ extend to entire functions in $\mathbb{C}$.
(iii)

$$
\begin{array}{cl}
\phi(\cdot, \zeta) \in \bar{C}_{2+\alpha}\left([0, T] \times \overline{B_{1}}\right), & \zeta \in \mathbb{C}, \\
p(\cdot, \zeta) \in \bar{C}_{\alpha}\left([0, T] \times \overline{B_{1}}\right), & \zeta \in \mathbb{C}, \\
p(t, \cdot, \zeta) \in C^{2+\alpha}\left(\overline{B_{1}}\right), \quad \zeta \in \mathbb{C}, & t \in[0, T] .
\end{array}
$$

(iv) For every $\varepsilon>0$, there exists $c_{\varepsilon}>0$ such that

$$
\begin{equation*}
\|\phi(\cdot, \zeta)\|_{2+\alpha}+\|p(\cdot, \zeta)\| \leqq c_{\varepsilon} e^{\left(\eta_{0}+\varepsilon\right)|\zeta|} \quad \forall \zeta \in \mathbb{C} . \tag{3.2}
\end{equation*}
$$

Remark. It will be evident from the proof of Theorem 3.1 that, for each $\alpha$ fixed, $\eta_{0} \rightarrow 0$ as $T \rightarrow \infty$.

Note that $\phi_{0}(x, y, \cdot)$ is not necessarily a tempered distribution for $\phi_{0} \in A_{\eta}^{\alpha}$. This prevents us from using the Paley-Wiener theorem (see § 6) in the proof of Theorem 3.1. The underlying approach for proving this theorem is by superposition: we expand the initial data into a power series in $z, \phi_{0}(x, y, z)=\sum_{n=0}^{\infty} a_{n}(x, y) z^{n}$, solve the problem with initial data $\phi_{0}^{n}(x, y, z)=a_{n}(x, y) z^{n}$, and then sum over $n$. In order to solve for $\phi_{0}^{n}$ we take the Fourier transform in the $z$ variable, solve the resulting problem (using a fixed-point argument) and then take the inverse transform. Finally, using the growth condition for $\phi_{0}$, we shall show that the resulting series actually converges to a solution of (2.13).

By Fourier transforming (2.13) in $z$ and setting $\phi(t, x, y, \cdot)^{\wedge}(\mu)=u(t, x, y, \mu)$, $p(t, x, y, \cdot)^{\wedge}(\mu)=v(t, x, y, \mu), \phi_{0}(x, y, \cdot)^{\wedge}(\mu)=u_{0}(x, y, \mu)$, we are led to the following system:

$$
\begin{equation*}
\frac{\partial u}{\partial t}-\Gamma^{-2} \Delta u+c(2 \pi i \mu)^{2} u+u=-\alpha^{2} 2 \pi i \mu v \quad \text { in } G \tag{3.3a}
\end{equation*}
$$

$$
\begin{equation*}
\Delta v=2 \pi i \mu \frac{\partial u}{\partial t}-2(2 \pi i \mu) u-c(2 \pi i \mu)^{3} u \quad \text { in } G \tag{3.3b}
\end{equation*}
$$

$$
\begin{aligned}
\frac{\partial u}{\partial \nu}=-\frac{3 \alpha^{2}}{2 \pi} & (2 \pi i \mu)^{2} \int_{0}^{t} \int_{B_{1}} u(s, x, y, \mu) d x d y d s \\
& +\frac{\alpha^{2}}{2 \pi}(2 \pi i \mu)^{2} \int_{B_{1}} u(t, x, y, \mu) d x d y \\
& -\frac{\alpha^{2}}{2 \pi}(2 \pi i \mu)^{2} \int_{B_{1}} u_{0}(x, y, \mu) d x d y \text { on } \Gamma_{0},
\end{aligned}
$$

$$
\begin{gather*}
v=-\frac{3}{8 \pi}(2 \pi i \mu) \int_{0}^{t} \int_{B_{1}} u(s, x, y, \mu) d x d y d s-\Gamma^{-2}(2 \pi i \mu) u \\
-\frac{(2 \pi i \mu)}{8 \pi} \int_{B_{1}} u_{0}(x, y, \mu) d x d y  \tag{3.3~d}\\
+\frac{\Gamma^{-2}}{\pi}(2 \pi i \mu) \int_{B_{1}} u(t, x, y, \mu) d x d y \text { on } \Gamma_{0}, \\
u(0, x, y, \mu)=u_{0}(x, y, \mu) . \tag{3.3e}
\end{gather*}
$$

Replacing -iv by $v$ we may rewrite (3.3) as

$$
\begin{equation*}
\Delta v=2 \pi \mu \frac{\partial u}{\partial t}+\left(8 \pi^{3} c \mu^{3}-4 \pi \mu\right) u \quad \text { in } G \tag{3.4a}
\end{equation*}
$$

$$
\begin{align*}
\frac{\partial u}{\partial \nu} & =6 \pi \alpha^{2} \mu^{2} \int_{0}^{t} \int_{B_{1}} u-2 \pi \alpha^{2} \mu^{2} \int_{B_{1}} u+2 \pi \alpha^{2} \mu^{2} \int_{B_{1}} u_{0} \quad \text { on } \Gamma_{0},  \tag{3.4c}\\
v & =-\frac{3}{4} \mu \int_{0}^{t} \int_{B_{1}} u-\Gamma^{-2} 2 \pi \mu u-\frac{\mu}{4} \int_{B_{1}} u_{0}+2 \Gamma^{-2} \mu \int_{B_{1}} u \text { on } \Gamma_{0},
\end{align*}
$$

$$
\begin{equation*}
u(0, x, y, \mu)=u_{0}(x, y, \mu) . \tag{3.4d}
\end{equation*}
$$

Note that, for fixed $\mu$, (3.4) is an "elliptic-parabolic" system. In the next section we prove existence and uniqueness of a solution for the special case where $u_{0}$ is independent of $\mu$ (which constitutes the main step towards proving Theorem 3.1).

## 4. Proof of Theorem 3.1 in a special case.

Lemma 4.1. Let $u_{0}: \overline{B_{1}} \rightarrow \mathbb{R}$ satisfy

$$
\begin{gather*}
u_{0} \in C^{2+\alpha}\left(\overline{B_{1}}\right),  \tag{4.1}\\
\frac{\partial u_{0}}{\partial \nu}=0 \quad \text { on } \partial B_{1} . \tag{4.2}
\end{gather*}
$$

Then, there exists a unique solution of (3.4) satisfying:u(t,x,y, $), v(t, x, y, \cdot) \in C^{\infty}(\mathbb{R})$, $\partial_{\mu}^{l} u(\cdot, \mu) \in \bar{C}_{2+\alpha}\left([0, T] \times \overline{B_{1}}\right), \quad \partial_{\mu}^{l} v(\cdot, \mu) \in \bar{C}_{\alpha}\left([0, T] \times \overline{B_{1}}\right), \quad \partial_{\mu}^{l} v(t, \cdot, \mu) \in C^{2+\alpha}\left(\overline{B_{1}}\right)$, and $\partial_{t} \partial_{\mu}^{l} v(t, \cdot, \mu) \in C^{2+\alpha}\left(B_{1}\right) \cap C^{0}\left(\overline{B_{1}}\right)(l \geqq 0)$.

Furthermore, for each $l \geqq 0$, we have

$$
\begin{align*}
\left\|\frac{\partial^{l} u}{\partial \mu^{l}}(\cdot, 0)\right\|_{2+\alpha} & \leqq c_{1} c_{2}^{l} l!\left\|u_{0}\right\|_{2+\alpha}^{0}  \tag{4.3}\\
\left\|\frac{\partial^{l} v}{\partial \mu^{l}}(\cdot, 0)\right\| & \leqq c_{1} c_{2}^{l} l!\left\|u_{0}\right\|_{2+\alpha}^{0} \tag{4.4}
\end{align*}
$$

for some constants $c_{1}, c_{2}>0$.
Assume for a moment that the conclusions of the lemma hold, and let $(u, v)$ be the solution of (3.4) for $u_{0}$ independent of $\mu$. Then, if we set

$$
\begin{aligned}
\phi(t, x, y, z) & =\left\langle(-2 \pi i)^{-n} \partial_{\mu}^{n} \delta, u(t, x, y, \mu) e^{2 \pi i \mu z}\right\rangle \\
& =\frac{1}{(2 \pi i)^{n}} \sum_{k=0}^{n}\binom{n}{k}(2 \pi i z)^{k} \partial_{\mu}^{n-k} u(t, x, y, 0)
\end{aligned}
$$

and

$$
\begin{aligned}
p(t, x, y, z) & =\left\langle(-2 \pi i)^{-n} \partial_{\mu}^{n} \delta, i v(t, x, y, \mu) e^{2 \pi i \mu z}\right\rangle \\
& =\frac{i}{(2 \pi i)^{n}} \sum_{k=0}^{n}\binom{n}{k}(2 \pi i z)^{k} \partial_{\mu}^{n-k} v(t, x, y, 0)
\end{aligned}
$$

where $\delta$ is the Dirac delta acting on the variable $\mu$, it is easy to check that $(\phi, p)$ is a solution of (2.13) satisfying (i)-(iv) of Theorem 3.1 with $\phi_{0}(x, y, z)=u_{0}(x, y) z^{n}$.

Proof of Lemma 4.1. We shall use $c_{\mu}$ to denote a generic constant (not always the same), depending only on $\mu$. We divide the proof into five steps.

Step I (Transformation of the system). First we transform (3.4) into a more convenient form. Using (3.4a), we may replace (3.4b) by

$$
\Delta v-4 \pi^{2} \mu^{2} \alpha^{2} v=2 \pi \mu \Gamma^{-2} \Delta u+2 \pi \mu\left(8 \pi^{2} c \mu^{2}-3\right) u
$$

and setting $w=v-2 \pi \mu \Gamma^{-2} u$, we are led to

$$
\begin{align*}
& \frac{\partial u}{\partial t}-\Gamma^{-2} \Delta u+\left(1-8 \pi^{2} c \mu^{2}\right) u=\alpha^{2} 2 \pi \mu w  \tag{4.5a}\\
& \Delta w-4 \pi^{2} \alpha^{2} \mu^{2} w=\left(24 \pi^{3} c \mu^{3}-6 \pi \mu\right) u \quad \text { in } G \tag{4.5b}
\end{align*}
$$

with initial-boundary conditions given by
(4.5c) $\frac{\partial u}{\partial \nu}=6 \pi \alpha^{2} \mu^{2} \int_{0}^{t} \int_{B_{1}} u-2 \pi \alpha^{2} \mu^{2} \int_{B_{1}} u+2 \pi \alpha^{2} \mu^{2} \int_{B_{1}} u_{0} \quad$ on $[0, T] \times \partial B_{1} \times \mathbb{R}$,
(4.5d) $w=-\frac{3}{4} \mu \int_{0}^{t} \int_{B_{1}} u-\Gamma^{-2} 4 \pi \mu u-\frac{\mu}{4} \int_{B_{1}} u_{0}+2 \Gamma^{-2} \mu \int_{B_{1}} u \quad$ on $[0, T] \times \partial B_{1} \times \mathbb{R}$,

$$
\begin{equation*}
u(0, x, y, \mu)=u_{0}(x, y) \quad \text { on } B_{1} \tag{4.5e}
\end{equation*}
$$

Finally, we want to write the right-hand side of (4.5c) in terms of $u_{0}$ and $w$.
Integrating (4.5a) over $B_{1}$ we get

$$
\begin{equation*}
f^{\prime}(t)+\left(1-8 \pi^{2} c \mu^{2}\right) f(t)-\Gamma^{-2} 2 \pi \frac{\partial u}{\partial \nu}=g(t) \tag{4.6}
\end{equation*}
$$

where

$$
f(t)=\int_{B_{1}} u d x d y, \quad g(t)=2 \pi \alpha^{2} \mu \int_{B_{1}} w d x d y
$$

and using (4.5c) we can replace $\partial_{\nu} u$ in (4.6), to get

$$
\begin{equation*}
f^{\prime}(t)+\left(1-4 \pi^{2} c \mu^{2}\right) f(t)-12 \pi^{2} c \mu^{2} \int_{0}^{t} f(s) d s-4 \pi^{2} c \mu^{2} \int_{B_{1}} u_{0}=g(t) . \tag{4.7}
\end{equation*}
$$

Since $f(0)=\int_{B_{1}} u_{0}(x, y) d x d y$, we may solve (4.7) for $f$ in terms of $u_{0}$ and $w$. Replacing in (4.5c), we see that, on $\partial B_{1}$,

$$
\frac{\partial u}{\partial \nu}=E_{2}\left(u_{0}, w\right),
$$

where $E_{2}\left(u_{0}, w\right)$ is an expression in ( $\left.u_{0}, w\right)$ (which can be explicitly written) depending only on $t$ and with the property that, if $w \in \bar{C}_{\alpha}\left([0, T] \times \overline{B_{1}}\right)$ and $u_{0} \in C^{2+\alpha}\left(\overline{B_{1}}\right)$, we have $\partial_{t} E_{2}\left(u_{0}, w\right) \in \bar{C}_{\alpha}\left([0, T] \times \overline{B_{1}}\right)$.

Thus, if we set

$$
E_{1}\left(u_{0}, u\right)=-\frac{3}{4} \mu \int_{0}^{t} \int_{B_{1}} u-\Gamma^{-2} 4 \pi \mu u-\frac{\mu}{4} \int_{B_{1}} u_{0}+2 \Gamma^{-2} \mu \int_{B_{1}} u,
$$

then we need to study system (4.5a), (4.5b) subject to the initial-boundary conditions

$$
\begin{align*}
& \frac{\partial u}{\partial \nu}=E_{2}\left(u_{0}, w\right) \quad \text { on } \partial B_{1},  \tag{4.8a}\\
& w=E_{1}\left(u_{0}, u\right) \quad \text { on } \partial B_{1},  \tag{4.8b}\\
& u(0, x, y, \mu)=u_{0}(x, y) \quad \text { on } B_{1} . \tag{4.8c}
\end{align*}
$$

Step II (Local existence). We now show that there exists a solution of (4.5a), (4.5b), (4.8) if $T$ is small enough.

Fix $\mu \in \mathbb{R}$. Given $F \in \bar{C}_{2+\alpha}$ such that $F(0, x, y)=u_{0}(x, y)$, let $\mathscr{R} F=L$ be the unique solution of

$$
\begin{gather*}
\Delta L-4 \pi^{2} \alpha^{2} \mu^{2} L=\left(24 \pi^{3} c \mu^{3}-6 \pi \mu\right) F \text { on }[0, T] \times B_{1},  \tag{4.9a}\\
L=E_{1}\left(u_{0}, F\right) \quad \text { on }[0, T] \times \partial B_{1} . \tag{4.9b}
\end{gather*}
$$

It is then clear that $L=\mathscr{R} F$ satisfies:

$$
L(t, \cdot) \in C^{2+\alpha}\left(\overline{B_{1}}\right), \quad \partial_{t} L \in C^{2+\alpha}\left(B_{1}\right), \quad \text { and } \quad L \in \bar{C}_{\alpha}
$$

Furthermore, if $F_{1}, F_{2} \in \bar{C}_{2+\alpha}, F_{1}(0, x, y)=F_{2}(0, x, y)=u_{0}(x, y)$, and $L_{i}=\mathscr{R} F_{i}(i=$ 1,2), then, for some constant $c_{\mu}$ we have

$$
\begin{equation*}
\left\|L_{1}-L_{2}\right\|_{\alpha} \leqq c_{\mu}\left\|F_{1}-F_{2}\right\|_{E} \tag{4.10}
\end{equation*}
$$

where

$$
\begin{aligned}
&\|h\|_{E}=\|h\|_{\infty, D}+\left\|\frac{\partial h}{\partial x}\right\|_{\infty, D}+\left\|\frac{\partial h}{\partial y}\right\|_{\infty, D}+\left\|\frac{\partial^{2} h}{\partial x^{2}}\right\|_{\infty, D} \\
&+\left\|\frac{\partial^{2} h}{\partial y^{2}}\right\|_{\infty, D}+\left\|\frac{\partial^{2} h}{\partial x}\right\|_{\infty}\left\|_{\infty, D}+\right\| \frac{\partial h}{\partial t} \|_{\infty, D}
\end{aligned}
$$

and $D=[0, T] \times \overline{B_{1}}$.
Indeed, this is a straightforward consequence of the maximum principle and the following result.

Lemma 4.2. Let $U, W \in C^{2+\alpha}\left(\overline{B_{1}}\right), V \in C^{1+\alpha}\left(\overline{B_{1}}\right)$ satisfy

$$
\begin{array}{ll}
\Delta U-\lambda^{2} U=V & \text { on } B_{1} \quad\left(B_{1} \subset \mathbb{R}^{2}\right) \\
U=W & \text { on } \partial B_{1}
\end{array}
$$

Then

$$
\|\nabla U\|_{0} \leqq 6\left[\|V\|_{1}+\lambda^{2}\|W\|_{0}+\|W\|_{2}\right]
$$

where $\|h\|_{k}=\sum_{|\alpha| \leq k}\left\|\partial^{\alpha} h / \partial x^{\alpha_{1}} \partial y^{\alpha_{2}}\right\|_{\infty, B_{1}}$.
(See, e.g., Gilbarg and Trudinger [7, p. 48]).
Now, given $L \in \bar{C}_{\alpha}$ let $\mathscr{S} L=F$ be the unique solution of

$$
\begin{equation*}
\frac{\partial F}{\partial t}-\Gamma^{-2} \Delta F+\left(1-8 \pi^{2} c \mu^{2}\right) F=\alpha^{2} 2 \pi \mu L \quad \text { on }[0, T] \times B_{1} \tag{4.11a}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial F}{\partial \nu}=E_{2}\left(u_{0}, L\right) \quad \text { on }[0, T] \times \partial B_{1}, \tag{4.11b}
\end{equation*}
$$

$$
\begin{equation*}
F(0, x, y)=u_{0}(x, y) \quad \text { on } B_{1} . \tag{4.11c}
\end{equation*}
$$

Note that, from the hypotheses on $u_{0}$ ((4.1) and (4.2)), the compatibility condition

$$
\begin{equation*}
\frac{\partial u_{0}}{\partial \nu}=E_{2}\left(u_{0}, L\right) \quad \text { on } \partial B_{1} \quad \text { at } t=0 \tag{4.12}
\end{equation*}
$$

is satisfied. Thus, $F=\mathscr{S} L \in \bar{C}_{2+\alpha}$ and the parabolic Schauder estimates (see, e.g., Ladyženskaja, Solonnikov, and Ural'ceva [10, pp. 320-321]) imply that:

If $L_{1}, L_{2} \in \bar{C}_{\alpha}, F_{i}=\mathscr{S} L_{i}(i=1,2)$, then

$$
\begin{equation*}
\left\|F_{1}-F_{2}\right\|_{2+\alpha} \leqq c_{\mu}\left\|L_{1}-L_{2}\right\|_{\alpha} . \tag{4.13}
\end{equation*}
$$

Let $\mathscr{Q}=\mathscr{S} \mathscr{R}$; then, combining the above results, we obtain

$$
\begin{equation*}
\left\|\mathscr{2}\left(F_{1}\right)-\mathscr{2}\left(F_{2}\right)\right\|_{2+\alpha} \leqq c_{\mu} T^{\alpha / 2}\left\|F_{1}-F_{2}\right\|_{2+\alpha} \tag{4.14}
\end{equation*}
$$

for every $F_{1}, F_{2} \in \bar{C}_{2+\alpha}$ such that $F_{i}(0, x, y)=u_{0}(x, y)(i=1,2)$. (Note that $\left(\mathscr{R} F_{1}-\right.$ $\left.\mathscr{R} F_{2}\right)(0, x, y) \equiv 0$.)

Let $X=\left\{F \in \bar{C}_{2+\alpha} \mid F(0, x, y)=u_{0}(x, y)\right\} \subset \bar{C}_{2+\alpha}$. Then, choosing $T=T_{0}=T_{0}(\mu)$ small enough, we may apply the Contraction Mapping Theorem to conclude that there exists a unique $F_{1} \in X$ such that $\mathscr{Q}\left(F_{1}\right)=F_{1}$. Hence, if we set $L_{1}=\mathscr{R} F_{1}$, then $\left(F_{1}, L_{1}\right)$ satisfy:

$$
\begin{array}{cc}
\frac{\partial F_{1}}{\partial t}-\Gamma^{-2} \Delta F_{1}+\left(1-8 \pi^{2} c \mu^{2}\right) F_{1}=\alpha^{2} 2 \pi \mu L_{1} & \text { on }\left[0, T_{0}\right] \times B_{1}, \\
\Delta L_{1}-4 \pi^{2} \alpha^{2} \mu^{2} L_{1}=\left(24 \pi^{3} c \mu^{3}-6 \pi \mu\right) F_{1} & \text { on }\left[0, T_{0}\right] \times B_{1} \tag{4.15b}
\end{array}
$$

and

$$
\begin{gather*}
\frac{\partial F_{1}}{\partial \nu}=E_{2}\left(u_{0}, L_{1}\right) \quad \text { on }\left[0, T_{0}\right] \times \partial B_{1},  \tag{4.15c}\\
L_{1}=E_{1}\left(u_{0}, F_{1}\right) \quad \text { on }\left[0, T_{0}\right] \times \partial B_{1},  \tag{4.15d}\\
F_{1}(0, x, y)=u_{0}(x, y) \quad \text { on } B_{1}, \tag{4.15e}
\end{gather*}
$$

with $F_{1} \in \bar{C}_{2+\alpha}, L_{1} \in \bar{C}_{\alpha}, L_{1}(t, \cdot) \in C^{2+\alpha}\left(\overline{B_{1}}\right)$, and $\partial_{t} L_{1}(t, \cdot) \in C^{2+\alpha}\left(B_{1}\right) \cap C^{0}\left(\overline{B_{1}}\right)$.
We now want to show that

$$
\begin{gather*}
\left\|F_{1}\right\|_{2+\alpha} \leqq c_{\mu}\left\|u_{0}\right\|_{2+\alpha}^{0}  \tag{4.16}\\
\sup _{t \in\left[0, T_{0}\right]}\left\|L_{1}(t, \cdot)\right\|_{2+\alpha}^{0} \leqq c_{\mu}\left\|u_{0}\right\|_{2+\alpha}^{0}, \tag{4.17}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\|\frac{\partial L_{1}}{\partial t}\right\|_{0}=\left\|\frac{\partial L_{1}}{\partial t}\right\|_{\infty,\left[0, T_{0}\right] \times B_{1}} \leqq c_{\mu}\left\|u_{0}\right\|_{2+\alpha}^{0} . \tag{4.18}
\end{equation*}
$$

Using the elliptic Schauder estimates and the maximum principle (in (4.9)), (4.17) and (4.18) easily follow from (4.16). Finally, (4.16) (for $T_{0}(\mu)$ small enough) follows from (4.15), Lemma 4.2, and the parabolic Schauder estimates.

Step III (Global existence and uniqueness). In order to prove global existence of a solution on $[0, T] \times B_{1}$ we just need to write

$$
u_{1}(x, y)=u_{0}(x, y)+3 \int_{0}^{T_{0}} F_{1}(s, x, y) d s
$$

and repeat the above argument for the system

$$
\begin{equation*}
\frac{\partial F}{\partial t}-\Gamma^{-2} \Delta F+\left(1-8 \pi^{2} c \mu^{2}\right) F=\alpha^{2} 2 \pi \mu L \quad \text { on }\left[T_{0}, 2 T_{0}\right] \times B_{1} \tag{4.19a}
\end{equation*}
$$

$$
\begin{equation*}
\Delta L-4 \pi^{2} \alpha^{2} \mu^{2} L=\left(24 \pi^{3} c \mu^{3}-6 \pi \mu\right) F \quad \text { on }\left[T_{0}, 2 T_{0}\right] \times B_{1} \tag{4.19b}
\end{equation*}
$$

with initial boundary conditions
(4.19c) $\frac{\partial F}{\partial \nu}=6 \pi \alpha^{2} \mu^{2} \int_{T_{0}}^{t} \int_{B_{1}} F-2 \pi \alpha^{2} \mu^{2} \int_{B_{1}} F+2 \pi \alpha^{2} \mu^{2} \int_{B_{1}} u_{1} \quad$ for $(x, y) \in \partial B_{1}$,
(4.19d) $L=-\frac{3}{4} \mu \int_{T_{0}}^{t} \int_{B_{1}} F-\Gamma^{-2} 4 \pi \mu F-\frac{\mu}{4} \int_{B_{1}} u_{1}+2 \Gamma^{-2} \mu \int_{B_{1}} F \quad$ for $(x, y) \in \partial B_{1}$,

$$
\begin{equation*}
F\left(T_{0}, x, y\right)=F_{1}\left(T_{0}, x, y\right) \quad \text { on } B_{1} . \tag{4.19e}
\end{equation*}
$$

(Here we use the fact that the size of the time interval for local existence depends only on $\mu$, not on the initial data.)

Thus, we have proved that there exists a solution $(u, v)$ of (3.4) satisfying:

$$
\begin{array}{ll}
u(\cdot, \mu) \in \bar{C}_{2+\alpha}\left([0, T] \times \overline{B_{1}}\right), & v(\cdot, \mu) \in \bar{C}_{\alpha}\left([0, T] \times \overline{B_{1}}\right), \\
v(t, \cdot, \mu) \in C^{2+\alpha}\left(\overline{B_{1}}\right), & \partial_{t} v(t, \cdot, \mu) \in C^{2+\alpha}\left(B_{1}\right) \cap C^{0}\left(\overline{B_{1}}\right) .
\end{array}
$$

Also,

$$
\begin{equation*}
\|u(\cdot, \mu)\|_{2+\alpha}+\|v(\cdot, \mu)\| \leqq c_{\mu}\left\|u_{0}\right\|_{2+\alpha}^{0} \tag{4.20}
\end{equation*}
$$

The uniqueness of the solution $(u, v)$ easily follows from (4.5), (4.8) and the uniqueness statement in the Contraction Mapping Theorem.

Step IV (Regularity of the solution). We want to show:
(a) $u(t, x, y, \cdot), v(t, x, y, \cdot) \in C^{\infty}(\mathbb{R})$.
(b) $\partial_{\mu}^{l} u(\cdot, \mu) \in \bar{C}_{2+\alpha}\left([0, T] \times \overline{B_{1}}\right), \quad \partial_{\mu}^{l} v(\cdot, \mu) \in \bar{C}_{\alpha}\left([0, T] \times \overline{B_{1}}\right), \quad \partial_{\mu}^{l} v(t, \cdot, \mu) \in$ $C^{2+\alpha}\left(\overline{B_{1}}\right), \partial_{t} \partial_{\mu}^{l} v(t, \cdot, \mu) \in C^{2+\alpha}\left(B_{1}\right) \cap C^{0}\left(\overline{B_{1}}\right)$ for each $l \geqq 0$.
Fix $\mu_{0} \in \mathbb{R}$ and let, for $h \in \mathbb{R}$,

$$
\begin{array}{ll}
U_{0}(x, y, t)=u\left(t, x, y, \mu_{0}\right), & U_{h}(x, y, t)=u\left(t, x, y, \mu_{0}+h\right), \\
V_{0}(x, y, t)=v\left(t, x, y, \mu_{0}\right), & V_{h}(x, y, t)=v\left(t, x, y, \mu_{0}+h\right) .
\end{array}
$$

Then, using (3.4) we can write a system of equations for

$$
\left(\frac{U_{h}-U_{0}}{h}\right) \text { and }\left(\frac{V_{h}-V_{0}}{h}\right),
$$

and, proceeding as before, we can prove, with the aid of (4.20), that

$$
\begin{aligned}
\left\|\left(\frac{U_{h}-U_{0}}{h}\right)\right\|_{2+\alpha}+\left\|\left(\frac{V_{h}-V_{0}}{h}\right)\right\| & \leqq c_{\mu_{0}}\left(\left\|U_{h}\right\|_{2+\alpha}+\left\|V_{h}\right\|\|+\| u_{0} \|_{2+\alpha}^{0}\right) \\
& \leqq c_{\mu_{0}}\left\|u_{0}\right\|_{2+\alpha}^{0}
\end{aligned}
$$

for small $h$. Thus we may conclude that $u(t, x, y, \cdot)$ and $v(t, x, y, \cdot)$ are differentiable at $\mu_{0}$ and that $\partial_{\mu}^{l} u\left(\cdot, \mu_{0}\right), \partial_{\mu}^{l} v\left(\cdot, \mu_{0}\right)$ satisfy (b) for $l=1$.

Furthermore, we have

$$
\begin{align*}
& \frac{\partial}{\partial t} \frac{\partial u}{\partial \mu}-\Gamma^{-2} \Delta \frac{\partial u}{\partial \mu}+\left(1-4 \pi^{2} c \mu^{2}\right) \frac{\partial u}{\partial \mu} \\
& \quad=\alpha^{2} 2 \pi \mu \frac{\partial v}{\partial \mu}+\left(8 \pi^{2} c \mu u+2 \pi \alpha^{2} v\right) \quad \text { on }[0, T] \times B_{1} \times \mathbb{R}  \tag{4.21a}\\
& \begin{aligned}
\Delta \frac{\partial v}{\partial \mu} & =2 \pi \mu
\end{aligned} \\
& \quad+\left[\left(24 \pi^{3} c \mu^{2}-4 \pi\right) u+2 \pi \frac{\partial u}{\partial t}\right] \quad \text { on }[0, T] \times B_{1} \times \mathbb{R}  \tag{4.21b}\\
&
\end{align*}
$$

$$
\begin{align*}
\frac{\partial}{\partial \nu} \frac{\partial u}{\partial \mu}= & 6 \pi \alpha^{2} \mu^{2} \int_{0}^{t} \int_{B_{1}} \frac{\partial u}{\partial \mu}-2 \pi \alpha^{2} \mu^{2} \int_{B_{1}} \frac{\partial u}{\partial \mu} \\
& +\left\{12 \pi \alpha^{2} \mu \int_{0}^{t} \int_{B_{1}} u-4 \pi \alpha^{2} \mu \int_{B_{1}} u+4 \pi \alpha^{2} \mu \int_{B_{1}} u_{0}\right\}  \tag{4.21c}\\
\frac{\partial v}{\partial \mu}=-\frac{3}{4} \mu \int_{0}^{t} \int_{B_{1}} \frac{\partial u}{\partial \mu}-\Gamma^{-2} 2 \pi \mu \frac{\partial u}{\partial \mu}+2 \Gamma^{-2} \mu \int_{B_{1}} \frac{\partial u}{\partial \mu} & \text { on }[0, T] \times \partial B_{1} \times \mathbb{R}, \\
& +\left\{-\frac{1}{4} \int_{B_{1}} u_{0}-\frac{3}{4} \int_{0}^{t} \int_{B_{1}} u-2 \pi \Gamma^{-2} u+2 \Gamma^{-2} \int_{B_{1}} u\right\} \\
\frac{\partial u}{\partial \mu}(0, x, y, \mu)=0 . & \text { on }[0, T] \times \partial B_{1} \times \mathbb{R},
\end{align*}
$$

By repeating this procedure we may conclude that (a) and (b) hold.
Step V (Bounds on the $\mu$-derivatives at $\mu=0$ ). Consider the system (4.5) and let (for $l \geqq 0$ )

$$
\begin{aligned}
& F_{l}(t, x, y)=\frac{1}{l!} \frac{\partial^{l} u}{\partial \mu^{l}}(t, x, y, 0), \\
& L_{l}(t, x, y)=\frac{1}{l!} \frac{\partial^{l} w}{\partial \mu^{l}}(t, x, y, 0)
\end{aligned}
$$

and $F_{l} \equiv L_{l} \equiv 0$ if $l<0$. It is then clear that, for $l \geqq 0$,

$$
\begin{equation*}
\frac{\partial F_{l}}{\partial t}-\Gamma^{-2} \Delta F_{l}+F_{l}=\alpha^{2} 2 \pi L_{l-1}+8 \pi^{2} c F_{l-2} \quad \text { on }[0, T] \times B_{1}, \tag{4.22a}
\end{equation*}
$$

$$
\begin{equation*}
\Delta L_{l}=4 \pi^{2} \alpha^{2} L_{l-2}+24 \pi^{3} c F_{l-3}-6 \pi F_{l-1} \quad \text { on }[0, T] \times B_{1} \tag{4.22b}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial F_{l}}{\partial \nu}=6 \pi \alpha^{2} \int_{0}^{t} \int_{B_{1}} F_{l-2}-2 \pi \alpha^{2} \int_{B_{1}} F_{l-2}+2 \pi \alpha^{2} \int_{B_{1}} F_{l-2}^{0} \quad \text { on }[0, T] \times \partial B_{1}, \tag{4.22c}
\end{equation*}
$$

$$
\begin{equation*}
L_{l}=-\frac{3}{4} \int_{0}^{t} \int_{B_{1}} F_{l-1}-\Gamma^{-2} 4 \pi F_{l-1}-\frac{1}{4} \int_{B_{1}} F_{l-1}^{0}+2 \Gamma^{-2} \int_{B_{1}} F_{l-1} \quad \text { on }[0, T] \times \partial B_{1}, \tag{4.22~d}
\end{equation*}
$$

$$
\begin{equation*}
F_{l}(0, x, y)=F_{l}^{0}(x, y) \quad \text { on } B_{1} \tag{4.22e}
\end{equation*}
$$

where

$$
F_{l}^{0}(x, y)= \begin{cases}u_{0}(x, y) & \text { if } l=0  \tag{4.23}\\ 0 & \text { if } l \neq 0\end{cases}
$$

First we note that (4.22) implies that

$$
F_{2 k+1} \equiv L_{2 k} \equiv 0 \quad(k \geqq 0)
$$

On the other hand, for $l \geqq 0$,

$$
\begin{gather*}
\left\|F_{l}\right\|_{2+\alpha} \leqq \gamma_{1}\left(\left\|L_{l-1}\right\|_{\alpha}+\left\|F_{l-2}\right\|_{2+\alpha}+\left\|F_{i}^{0}\right\|_{2+\alpha}^{0}+\left\|F_{l-2}^{0}\right\|_{2+\alpha}^{0}\right),  \tag{4.24a}\\
\left\|L_{l+1}\right\| \leqq \gamma_{2}\left(\left\|L_{l-1}\right\|\|+\| F_{l-2}\left\|_{2+\alpha}+\right\| F_{l}\left\|_{2+\alpha}+\right\| F_{l}^{0} \|_{2+\alpha}^{0}\right) \tag{4.24b}
\end{gather*}
$$

for some constants $\gamma_{1}, \gamma_{2}$.

But then, from (4.24) we may conclude that

$$
\begin{aligned}
\left\|L_{l+1}\right\| \| \leqq & \gamma_{2}\left(\| \| L_{l-1}\| \|\right. \\
& \left.+\left\|F_{l-2}\right\|_{2+\alpha}+\left\|F_{l}^{0}\right\|_{2+\alpha}^{0}\right) \\
& \left.\gamma_{2}\left(\left\|L_{l-1}\right\| \|\right)+\left\|F_{l-2}\right\|_{2+\alpha}+\left\|F_{l}^{0}\right\|_{2+\alpha}^{0}+\left\|F_{l-2}\right\|_{2+\alpha}^{0}\right)
\end{aligned}
$$

so that

$$
\begin{equation*}
\left\|L_{l+1}\right\| \leqq \gamma_{3}\left(\left\|L_{l-1}\right\| l+\left\|F_{l-2}\right\|_{2+\alpha}+\left\|F_{l}^{0}\right\|_{2+\alpha}^{0}+\left\|F_{l-2}\right\|_{2+\alpha}^{0}\right) \tag{4.25}
\end{equation*}
$$

for some constant $\gamma_{3}$.
Let $a_{l}=\left\|F_{l}\right\|_{2+\alpha}+\| \| L_{l+1} \|$; then, from (4.24a) and (4.25) we get

$$
a_{l} \leqq \gamma\left(a_{l-2}+\left\|F_{l}^{0}\right\|_{2+\alpha}^{0}+\left\|F_{l-2}^{0}\right\|_{2+\alpha}^{0}\right)
$$

for some constant $\gamma$.
In particular, for $k \geqq 2$

$$
a_{2 k} \leqq \gamma a_{2(k-1)}
$$

so that

$$
\begin{equation*}
a_{2 k} \leqq \gamma^{k-1} a_{2} . \tag{4.26}
\end{equation*}
$$

But,

$$
\begin{aligned}
a_{2} & \leqq \gamma\left(a_{0}+\left\|F_{0}^{0}\right\|_{2+\alpha}^{0}\right) \\
& \leqq \gamma\left(\gamma\left\|F_{0}^{0}\right\|_{2+\alpha}^{0}+\left\|F_{0}^{0}\right\|_{2+\alpha}^{0}\right) \\
& \leqq\left(\gamma+\gamma^{2}\right)\left\|u_{0}\right\|_{2+\alpha}^{0} .
\end{aligned}
$$

Hence, there exists a constant $\gamma_{0}$ such that

$$
\begin{equation*}
a_{l} \leqq \gamma_{0}^{l}\left\|u_{0}\right\|_{2+\alpha}^{0} \tag{4.27}
\end{equation*}
$$

Finally, since $v=w+\Gamma^{-2} 2 \pi \mu u$, we conclude from (4.27) that (4.3) and (4.4) hold.
Thus, the proof of Lemma 4.1 is complete.

## 5. Proof of Theorem 3.1.

5.1. Existence. Write $\phi_{0}(x, y, \zeta)=\sum_{n=0}^{\infty} a_{n}(x, y) \zeta^{n}$. Then, using the fact that $\phi_{0} \in$ $A_{\eta_{0}}^{\alpha}$ and Cauchy's formula, we get that $a_{n} \in \bar{C}_{2+\alpha}\left(\overline{B_{1}}\right)$ and, for every $\varepsilon>0$

$$
\begin{equation*}
\left\|a_{n}\right\|_{2+\alpha}^{0} \leqq c_{\varepsilon} \frac{\left(\eta_{0}+\varepsilon\right)^{n} e^{n}}{n^{n}} \quad \text { for } n \geqq 1 . \tag{5.1}
\end{equation*}
$$

Now let $\left(A_{n}(t, x, y, \mu), B_{n}(t, x, y, \mu)\right)$ be the solution of (3.4) given by Lemma 4.1 when $u_{0}$ is replaced by $a_{n}$.

Finally, set

$$
\begin{align*}
& \phi(t, x, y, \zeta)=\sum_{n=0}^{\infty} \frac{1}{(2 \pi i)^{n}} \sum_{k=0}^{n}\binom{n}{k}(2 \pi i \zeta)^{k} \frac{\partial^{n-k} A_{n}}{\partial \mu^{n-k}}(t, x, y, 0),  \tag{5.2a}\\
& p(t, x, y, \zeta)=\sum_{n=0}^{\infty} \frac{i}{(2 \pi i)^{n}} \sum_{k=0}^{n}\binom{n}{k}(2 \pi i \zeta)^{k} \frac{\partial^{n-k} B_{n}}{\partial \mu^{n-k}}(t, x, y, 0) . \tag{5.2b}
\end{align*}
$$

We claim:
If $\eta_{0}$ is small enough, then ( $\phi, p$ ) defined by (5.2) is a solution of (2.13) satisfying (i)-(iv) of Theorem 3.1.

Proof. We have

$$
\|\phi(\cdot, \zeta)\|_{2+\alpha} \leqq \sum_{n=0}^{\infty} \frac{1}{(2 \pi)^{n}} \sum_{k=0}^{n}\binom{n}{k}(2 \pi|\zeta|)^{k}\left\|\frac{\partial^{n-k} A_{n}}{\partial \mu^{n-k}}(\cdot, 0)\right\|_{2+\alpha} .
$$

But from (4.3) we know that

$$
\left\|\frac{\partial^{n-k} A_{n}}{\partial \mu^{n-k}}(\cdot, 0)\right\|_{2+\alpha} \leqq c_{1} c_{2}^{n-k}(n-k)!\left\|a_{n}\right\|_{2+\alpha}^{0}
$$

so that

$$
\begin{equation*}
\|\phi(\cdot, \zeta)\|_{2+\alpha} \leqq c_{1} \sum_{n=0}^{\infty} n!\sum_{k=0}^{n} \frac{|\zeta|^{k}}{k!} c_{2}^{n-k}\left\|a_{n}\right\|_{2+\alpha}^{0} . \tag{5.3}
\end{equation*}
$$

Thus, using (5.1),

$$
\begin{array}{r}
\|\phi(\cdot, \zeta)\|_{2+\alpha} \leqq c_{1} c_{\varepsilon}\left(\sum_{n=1}^{\infty} n!\sum_{k=1}^{n} \frac{|\zeta|^{k}}{k!} c_{2}^{n-k} \frac{\left(\eta_{0}+\varepsilon\right)^{n} e^{n}}{n^{n}}\right. \\
\left.+\sum_{n=1}^{\infty} n!c_{2}^{n} \frac{\left(\eta_{0}+\varepsilon\right)^{n} e^{n}}{n^{n}}+1\right),
\end{array}
$$

and changing the order of summation,

$$
\begin{align*}
\|\phi(\cdot, \zeta)\|_{2+\alpha} \leqq c_{1} c_{\varepsilon}\left(\sum_{k=1}^{\infty} \frac{\left[\left(\eta_{0}+\varepsilon\right)|\zeta|\right]^{k}}{k!} \sum_{n \leqq k}\right. & \left(c_{2}\left(\eta_{0}+\varepsilon\right)\right)^{n-k} \frac{n!e^{n}}{n^{n}}  \tag{5.4}\\
& \left.+\sum_{n=1}^{\infty}\left(c_{2}\left(\eta_{0}+\varepsilon\right)\right)^{n} \frac{n!e^{n}}{n^{n}}+1\right) .
\end{align*}
$$

By using the estimate

$$
\begin{equation*}
\frac{n!e^{n}}{n^{n}} \leqq c_{3} n^{1 / 2} \tag{5.5}
\end{equation*}
$$

we get

$$
\begin{aligned}
\|\phi(\cdot, \zeta)\|_{2+\alpha} \leqq c_{1} c_{3} c_{\varepsilon}\left(\sum_{k=1}^{\infty} \frac{\left[\left(\eta_{0}+\varepsilon\right)|\zeta|\right]^{k}}{k!} \sum_{n \geqq k}\right. & \left(c_{2}\left(\eta_{0}+\varepsilon\right)\right)^{n-k} n^{1 / 2} \\
& \left.+\sum_{n=1}^{\infty}\left(c_{2}\left(\eta_{0}+\varepsilon\right)\right)^{n} n^{1 / 2}+1\right),
\end{aligned}
$$

that is,

$$
\begin{align*}
\|\phi(\cdot, \zeta)\|_{2+\alpha} \leqq \tilde{c}_{\varepsilon}\left(\sum_{k=1}^{\infty} \frac{\left[\left(\eta_{0}+\varepsilon\right)|\zeta|\right]^{k}}{k!}\right. & \sum_{n \geqq 0}\left(c_{2}\left(\eta_{0}+\varepsilon\right)\right)^{n}(n+k)^{1 / 2}  \tag{5.6}\\
& \left.+\sum_{n=1}^{\infty}\left(c_{2}\left(\eta_{0}+\varepsilon\right)\right)^{n} n^{1 / 2}+1\right) \quad\left(\tilde{c}_{\varepsilon}=c_{1} c_{3} c_{\varepsilon}\right) .
\end{align*}
$$

Therefore, if $\eta_{0}<1 / c_{2}$ and $0<\varepsilon<1 / c_{2}-\eta_{0}$, then (5.6) implies

$$
\begin{equation*}
\|\phi(\cdot, \zeta)\|_{2+\alpha} \leqq \hat{c}_{\varepsilon}(1+|\zeta|) e^{\left(\eta_{0}+\varepsilon\right)|\zeta|} \tag{5.7a}
\end{equation*}
$$

for some constant $\hat{c}_{\varepsilon}$.
In a similar way, but using (4.4) instead of (4.3), we can prove that

$$
\begin{equation*}
\|p(\cdot, \zeta)\| \leqq \tilde{C}_{\varepsilon}^{\tilde{C_{e}}}(1+|\zeta|) e^{\left(\eta_{0}+\varepsilon\right)|\zeta|} \tag{5.7b}
\end{equation*}
$$

Since (5.7) clearly implies (3.2) we see that ( $\phi, p$ ) satisfies (ii)-(iv) of Theorem 3.1, and it only remains to show that ( $\phi, p$ ) is a solution of (2.13).

First we check (2.13e); we have

$$
\begin{aligned}
\phi(0, x, y, z) & =\sum_{n=0}^{\infty} \frac{1}{(2 \pi i)^{n}} \sum_{k=0}^{n}\binom{n}{k}(2 \pi i z)^{k} \frac{\partial^{n-k} a_{n}}{\mu^{n-k}}(x, y) \\
& =\sum_{n=0}^{\infty} \frac{1}{(2 \pi i)^{n}}(2 \pi i z)^{n} a_{n}(x, y)=\phi_{0}(x, y, z) .
\end{aligned}
$$

Now set

$$
A_{n, k}=\partial_{\mu}^{n-k} A_{n}(\cdot, 0), \quad B_{n, k}=\partial_{\mu}^{n-k} B_{n}(\cdot, 0) .
$$

Then from (3.4) we have

$$
\begin{align*}
& \frac{\partial A_{n, k}}{\partial t}-\Gamma^{-2} \Delta A_{n, k}+A_{n, k}=4 \pi^{2} c(n-k)(n-k-1) A_{n, k+2}  \tag{5.8a}\\
&+2 \pi \alpha^{2}(n-k) B_{n, k+1} \quad \text { on }[0, T] \times B_{1}
\end{align*}
$$

$$
\begin{gather*}
\Delta B_{n, k}=2 \pi(n-k) \frac{\partial A_{n, k+1}}{\partial t}+8 \pi^{3} c(n-k)(n-k-1)(n-k-2) A_{n, k+3}  \tag{5.8~b}\\
-4 \pi(n-k) A_{n, k+1} \quad \text { on }[0, T] \times B_{1}
\end{gather*}
$$

and, on $[0, T] \times \partial B_{1}$,

$$
\frac{\partial A_{n, k}}{\partial \nu}=6 \pi \alpha^{2}(n-k)(n-k-1) \int_{0}^{t} \int_{B_{1}} A_{n, k+2}
$$

$$
\begin{equation*}
-2 \pi \alpha^{2}(n-k)(n-k-1) \int_{B_{1}} A_{n, k+2}+2 \pi \alpha^{2}(n-k)(n-k-1) \delta_{k, n-2} \int_{B_{1}} a_{n} \tag{5.8c}
\end{equation*}
$$

$$
B_{n, k}=-\frac{3}{4}(n-k) \int_{0}^{t} \int_{B_{1}} A_{n, k+1}-\frac{1}{4} \delta_{k, n-1} \int_{B_{1}} a_{n}
$$

Using (5.8a),

$$
-\Gamma^{-2} 2 \pi(n-k) A_{n, k+1}+2 \Gamma^{-2}(n-k) \int_{B_{1}} A_{n, k+1}
$$

$$
\left.\begin{array}{rl}
\frac{\partial \phi}{\partial t} & -\Gamma^{-2} \Delta \phi+\phi \\
= & \sum_{n=0}^{\infty} \frac{1}{(2 \pi i)^{n}} \sum_{k=0}^{n}\binom{n}{k}(2 \pi i z)^{k}\left[\frac{\partial A_{n, k}}{\partial t}-\Gamma^{-2} \Delta A_{n, k}+A_{n, k}\right] \\
= & \sum_{n=0}^{\infty} \frac{1}{(2 \pi i)^{n}} \sum_{k=0}^{n}\binom{n}{k}(2 \pi i z)^{k}\left[4 \pi^{2} c(n-k)(n-k-1) A_{n, k+2}+2 \pi \alpha^{2}(n-k) B_{n, k+1}\right] \\
= & -c \sum_{n=0}^{\infty} \frac{1}{(2 \pi i)^{n}} \sum_{k=0}^{n-2}\binom{n}{k}(2 \pi i)^{k+2}(n-k)(n-k-1) A_{n, k+2} z^{k} \\
= & \quad-\sum_{n=0}^{\infty} \frac{i}{(2 \pi i)^{n}} \sum_{k=0}^{n-1}\binom{n}{k}(2 \pi i)^{k+1} \alpha^{2}(n-k) B_{n, k+1} z^{k} \\
n=0 \\
& \quad-\alpha^{2} \sum_{n=0}^{\infty} \frac{1}{(2 \pi i)^{n}} \sum_{j=2}^{n}\binom{n}{j-2 \pi i)^{n}}(2 \pi i)^{j}(n-j+2)(n-j+1) A_{n, j} z^{j-2} \\
j-1
\end{array}\right)(2 \pi i)^{j}(n-j+1) B_{n, j} z^{j-1} \begin{aligned}
& n \\
& j-1
\end{aligned}
$$

so that

$$
\begin{aligned}
\frac{\partial \phi}{\partial t}-\Gamma^{-2} \Delta \phi+\phi= & -c \sum_{n=0}^{\infty} \frac{1}{(2 \pi i)^{n}} \sum_{j=2}^{n}\binom{n}{j}(2 \pi i)^{j} j(j-1) z^{j-2} A_{n, j} \\
& -\alpha^{2} \sum_{n=0}^{\infty} \frac{i}{(2 \pi i)^{n}} \sum_{j=1}^{n}\binom{n}{j}(2 \pi i)^{j} z^{j-1} B_{n, j} \\
= & -c \frac{\partial^{2} \phi}{\partial z^{2}}-\alpha^{2} \frac{\partial p}{\partial z}
\end{aligned}
$$

and therefore (2.13a) is satisfied.
Similarly, using ( 5.8 d ) we see that, on $\Gamma_{0}$,

$$
\begin{aligned}
p= & \sum_{n=0}^{\infty} \frac{i}{(2 \pi i)^{n}} \sum_{k=0}^{n}\binom{n}{k}(2 \pi i z)^{k} B_{n, k} \\
=\sum_{n=0}^{\infty} \frac{i}{(2 \pi i)^{n}} \sum_{k=0}^{n}\binom{n}{k}(2 \pi i z)^{k} & {\left[-\frac{3}{4}(n-k) \int_{0}^{t} \int_{B_{1}} A_{n, k+1}-\frac{1}{4} \delta_{k, n-1}\right.} \\
& \left.\cdot \int_{B_{1}} a_{n}-\Gamma^{-2} 2 \pi(n-k) A_{n, k+1}+2 \Gamma^{-2}(n-k) \int_{B_{1}} A_{n, k+1}\right] .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
p= & -\frac{3}{8 \pi} \int_{0}^{t} \int_{B_{1}}\left(\sum_{n=0}^{\infty} \frac{1}{(2 \pi i)^{n}} \sum_{k=0}^{n-1}\binom{n}{k}(2 \pi i)^{k+1} z^{k}(n-k) A_{n, k+1}\right) \\
& -\frac{1}{8 \pi} \int_{B_{1}}\left(\sum_{n=0}^{\infty} \frac{1}{(2 \pi i)^{n}} \sum_{k=0}^{n}\binom{n}{k}(2 \pi i)^{k+1} z^{k} \delta_{k, n-1} a_{n}\right) \\
& -\Gamma^{-2}\left(\sum_{n=0}^{\infty} \frac{1}{(2 \pi i)^{n}} \sum_{k=0}^{n-1}\binom{n}{k}(2 \pi i)^{k+1} z^{k}(n-k) A_{n, k+1}\right) \\
& +\frac{\Gamma^{-2}}{\pi} \int_{B_{1}}\left(\sum_{n=0}^{\infty} \frac{1}{(2 \pi i)^{n}} \sum_{k=0}^{n-1}\binom{n}{k}(2 \pi i)^{k+1} z^{k}(n-k) A_{n, k+1}\right) \\
= & -\frac{3}{8 \pi} \int_{0}^{t} \int_{B_{1}} \frac{\partial \phi}{\partial z}-\frac{1}{8 \pi} \int_{B_{1}} \frac{\partial \phi_{0}}{\partial z}-\Gamma^{-2} \frac{\partial \phi}{\partial z}+\frac{\Gamma^{-2}}{\pi} \int_{B_{1}} \frac{\partial \phi}{\partial z},
\end{aligned}
$$

so that (2.13d) also holds.
In a similar way we can show that (2.13b) and (2.13c) are satisfied, thus completing the existence proof for Theorem 3.1.
5.2. Uniqueness. Let ( $\phi, p$ ) be a solution of (2.13) satisfying (i)-(iv) of Theorem 3.1 for $\phi_{0} \equiv 0$. We wish to show that $\phi \equiv p \equiv 0$. Write

$$
\phi(t, x, y, z)=\sum_{n=0}^{\infty} \phi^{n}(t, x, y) z^{n} / n!, \quad p(t, x, y, z)=\sum_{n=0}^{\infty} p^{n}(t, x, y) z^{n} / n!.
$$

Then, for each $n \geqq 0$,

$$
\begin{gather*}
\frac{\partial \phi^{n}}{\partial t}-\Gamma^{-2} \Delta \phi^{n}+\phi^{n}=-\alpha^{2} p^{n+1}-c \phi^{n+2} \quad \text { on }[0, T] \times B_{1},  \tag{5.9a}\\
\Delta p^{n}=\frac{\partial \phi^{n+1}}{\partial t}-2 \phi^{n+1}-c \phi^{n+3} \quad \text { on }[0, T] \times B_{1},
\end{gather*}
$$

$$
\begin{gather*}
\frac{\partial \phi^{n}}{\partial \nu}=-\frac{3 \alpha^{2}}{2 \pi} \int_{0}^{t} \int_{B_{1}} \phi^{n+2}+\frac{\alpha^{2}}{2 \pi} \int_{B_{1}} \phi^{n+2} \quad \text { on }[0, T] \times \partial B_{1},  \tag{5.9c}\\
p^{n}=-\frac{3}{8 \pi} \int_{0}^{t} \int_{B_{1}} \phi^{n+1}-\Gamma^{-2} \phi^{n+1}+\frac{\Gamma^{-2}}{\pi} \int_{B_{1}} \phi^{n+1} \quad \text { on }[0, T] \times \partial B_{1},  \tag{5.9~d}\\
\phi^{n}(0, x, y)=0 . \tag{5.9e}
\end{gather*}
$$

Using (5.9a), (5.9c), (5.9e) together with the parabolic Schauder estimates we get

$$
\begin{equation*}
\left\|\phi^{n}\right\|_{2+\alpha} \leqq k_{1}\left(\left\|p^{n+1}\right\|+\left\|\phi^{n+2}\right\|_{2+\alpha}\right) \tag{5.10}
\end{equation*}
$$

for some constant $k_{1}$.
Also, using (5.9b), (5.9d) and the maximum principle

$$
\left\|p^{n-1}\right\| \leqq k_{2}\left(\left\|\phi^{n}\right\|_{2+\alpha}+\left\|\phi^{n+2}\right\|_{2+\alpha}\right)
$$

and using (5.10)

$$
\begin{equation*}
\left\|p^{n-1}\right\| \leqq \leqq k_{3}\left(\| \| p^{n+1}\|+\| \phi^{n+2} \|_{2+\alpha}\right) \tag{5.11}
\end{equation*}
$$

for some constant $k_{3}$.
For $n \geqq 0$ set

$$
\gamma_{n}=\left\|\phi^{n}\right\|_{2+\alpha}+\| \| p^{n-1} \|
$$

where, by definition, $p^{-1} \equiv 0$. Then, (5.10) and (5.11) give

$$
\begin{equation*}
\gamma_{n} \leqq k_{0} \gamma_{n+2}, \quad n \geqq 0 \tag{5.12}
\end{equation*}
$$

for some constant $k_{0}$.
On the other hand, using Cauchy's formula and part (iv) of Theorem 3.1 we see that, for $m \geqq 2$,

$$
\gamma_{m} \leqq c_{\varepsilon}\left[m!\frac{\left(\eta_{0}+\varepsilon\right)^{m} e^{m}}{m^{m}}+(m-1)!\frac{\left(\eta_{0}+\varepsilon\right)^{m-1} e^{m-1}}{(m-1)^{m-1}}\right]
$$

and from (5.5)

$$
\begin{equation*}
\gamma_{m} \leqq \tilde{c}_{\varepsilon}\left(\eta_{0}+\varepsilon\right)^{m} m^{1 / 2} \quad \text { for } \varepsilon>0, \quad m \geqq 2 \tag{5.13}
\end{equation*}
$$

Fix $n \geqq 0$; then from (5.12)

$$
\begin{equation*}
\gamma_{n} \leqq k_{0}^{l} \gamma_{n+2 l} \quad \forall l \geqq 0 \tag{5.14}
\end{equation*}
$$

so that from (5.13), (5.14) we obtain

$$
\begin{equation*}
\gamma_{n} \leqq \tilde{c}_{\varepsilon} k_{0}^{l}\left(\eta_{0}+\varepsilon\right)^{n+2 l}(n+2 l)^{1 / 2}, \quad l \geqq 1 \tag{5.15}
\end{equation*}
$$

Thus, for every $l \geqq 1$

$$
\begin{equation*}
\gamma_{n} \leqq \tilde{c}_{\varepsilon}\left(\eta_{0}+\varepsilon\right)^{n}\left[\left(\left(\eta_{0}+\varepsilon\right)^{2} k_{0}\right)^{l}(n+2 l)^{1 / 2}\right] . \tag{5.16}
\end{equation*}
$$

Hence, letting lom we get

$$
\gamma_{n}=0 \quad \forall n \geqq 0,
$$

provided $\eta_{0}<\left(1 / k_{0}\right)^{1 / 2}$ and $0<\varepsilon<\left(1 / k_{0}\right)^{1 / 2}-\eta_{0}$ and, consequently,

$$
\phi \equiv p \equiv 0 .
$$

This completes the proof of Theorem 3.1 provided we choose $\eta_{0}<\min \left(1 / c_{2},\left(1 / k_{0}\right)^{1 / 2}\right)$. (Recall that $c_{2}$ is the constant in (4.3), (4.4).)

## 6. Properties of the solution.

Theorem 6.1. Let $\phi_{0} \in A_{\eta_{0}}^{\alpha}$ where $0<\alpha<1$ and $\eta_{0}$ is as in Theorem 3.1. Let ( $\phi, p$ ) be the solution of (2.13) given in Theorem 3.1. Then:
(a) If $\phi_{0}$ is periodic in $z\left(\right.$ i.e., $\phi_{0}(\cdot, z+Z)=\phi_{0}(\cdot, z)$ for some $Z \in \mathbb{R}$ and all $\left.z \in \mathbb{R}\right)$ then also $\phi$ and $p$ are periodic in $z$, with the same period $Z$.
(b) Let $m \geqq 2$ and assume that

$$
\begin{equation*}
\left\|\phi_{0}(\cdot, z)\right\|_{2+\alpha}^{0} \leqq \frac{c_{0}}{(1+|z|)^{m}} \tag{6.1}
\end{equation*}
$$

for some constant $c_{0}>0(z \in \mathbb{R})$. Then

$$
\begin{equation*}
\|\phi(\cdot, z)\|_{2+\alpha}+\|p(\cdot, z)\|=o\left((1+|z|)^{2-m}\right) \quad \text { as } z \rightarrow \infty . \tag{6.2}
\end{equation*}
$$

Theorem 6.2. Let $\phi_{0}, \phi$ and $p$ be as in Theorem 6.1. If we assume that $\phi_{0}(x, y, z)=$ $\phi_{0}(x, y,-z)$ and

$$
\begin{equation*}
\int_{\mathbb{R}}\left\|\frac{\partial \phi_{0}}{\partial z}\right\|_{2+\alpha}^{0} d z<\infty, \tag{6.3}
\end{equation*}
$$

then

$$
\begin{equation*}
\phi(t, x, y, z)=\phi(t, x, y,-z), \quad p(t, x, y, z)=-p(t, x, y,-z) \tag{6.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\frac{\partial \phi}{\partial z}(\cdot, z)\right\|_{2+\alpha}+\left\|\frac{\partial p}{\partial z}(\cdot, z)\right\|=o(1) \quad \text { as } z \rightarrow \infty . \tag{6.5}
\end{equation*}
$$

In order to prove Theorems 6.1 and 6.2 we shall use the following theorem.
Theorem (Paley-Wiener). Let $K$ be a compact, convex, and balanced subset of $\mathbb{R}^{n}$, and let $I_{K}(\eta)=\sup _{\mu \in K}|\langle\eta, \mu\rangle|\left(\right.$ where $\left.\langle\eta, \mu\rangle=\eta \cdot \mu=\sum_{i=1}^{n} \eta_{i} \mu_{i}\right)$.

Let $T \in \mathscr{S}^{\prime}$ (i.e., $T$ is a tempered distribution). Then the following are equivalent:
(i) $\operatorname{supp} T \subset K$.
(ii) $\hat{T}$ has an entire holomorphic extension to $\mathbb{C}^{n}$ so that, for some $m \geqq 0$,

$$
|\hat{T}(\zeta)| \leqq c(1+|\zeta|)^{m} \exp I_{K}(\operatorname{Im}(\zeta))
$$

(Actually $m$ can be taken to be the order of $T$.)
(For a proof see, e.g., [5, pp. 145-146].)
Proof of Theorem 6.1. Note that (a) follows immediately from the uniqueness of solutions: in fact, if we set $\tilde{\phi}(t, x, y, z)=\phi(t, x, y, z+Z), \tilde{p}(t, x, y, z)=p(t, x, y, z+Z)$ it is clear that $(\tilde{\phi}, \tilde{p})$ is a solution of (2.13) satisfying (i)-(iv) of Theorem 3.1, so that, by uniqueness, we must have $\tilde{\phi} \equiv \phi, \tilde{p} \equiv p$.

We now turn to the proof of (b). Clearly, $u_{0}(x, y, \mu)=\phi_{0}(x, y, \cdot)^{\wedge}(\mu)$ satisfies

$$
\begin{align*}
& u_{0}(\cdot, \mu) \in \bar{C}_{2+\alpha}\left(\overline{B_{1}}\right),  \tag{6.6a}\\
& u_{0}(x, y, \cdot) \in C^{m-2}(\mathbb{R}) . \tag{6.6b}
\end{align*}
$$

Also, an application of the Paley-Wiener theorem shows that $u_{0}(x, y, \cdot)$ is compactly supported and that, for each $(x, y) \in \overline{B_{1}}$

$$
\begin{equation*}
\operatorname{supp} u_{0}(x, y, \cdot) \subset I_{0}=\left\{\mu| | \mu \mid \leqq \eta_{0}\right\} \tag{6.6c}
\end{equation*}
$$

We may then consider the Fourier transformed system (3.3) with initial data $u_{0}(x, y, \mu)$. Following the proof of Lemma 4.1 we see that there exists a solution $(u, v)$ of (3.3) satisfying:

$$
\begin{gathered}
u(t, x, y, \cdot), v(t, x, y, \cdot) \in C_{0}^{m-2}(\mathbb{R}), \\
\frac{\partial^{l} u}{\partial \mu^{l}}(\cdot, \mu) \in \bar{C}_{2+\alpha}\left([0, T] \times \overline{B_{1}}\right) \quad(0 \leqq l \leqq m-2), \\
\frac{\partial^{l} v}{\partial \mu^{l}}(\cdot, \mu) \in \bar{C}_{\alpha}\left([0, T] \times \overline{B_{1}}\right) \quad(0 \leqq l \leqq m-2), \\
\frac{\partial^{l} v}{\partial \mu^{l}}(t, \cdot, \mu) \in C^{2+\alpha}\left(\overline{B_{1}}\right) \quad(0 \leqq l \leqq m-2), \\
\frac{\partial}{\partial t} \frac{\partial^{l} v}{\partial \mu^{l}}(t, \cdot, \mu) \in C^{2+\alpha}\left(B_{1}\right) \cap C^{0}\left(\overline{B_{1}}\right) \quad(0 \leqq l \leqq m-2) .
\end{gathered}
$$

Furthermore, for each $(x, y) \in \overline{B_{1}}, t \in[0, T]$

$$
\begin{equation*}
\operatorname{supp} u(t, x, y, \cdot) \subset I_{0} \quad \text { and } \quad \operatorname{supp} v(t, x, y, \cdot) \subset I_{0} \tag{6.7}
\end{equation*}
$$

Then, if we set

$$
\tilde{\phi}(t, x, y, z)=u(t, x, y, \cdot)^{\nu}(z) \quad \text { and } \quad \tilde{p}(t, x, y, z)=v(t, x, y, \cdot)^{\check{ }}(z)
$$

we see that ( $\tilde{\phi}, \tilde{p}$ ) is a solution of (2.13) satisfying (6.2). But yet another application of the Paley-Wiener theorem (using (6.7)) implies that ( $\tilde{\phi}, \tilde{p}$ ) satisfy (i)-(iv) of Theorem 3.1. Thus, by uniqueness, $(\tilde{\phi}, \tilde{p})=(\phi, p)$, and this completes the proof of (b).

Proof of Theorem 6.2. If $\phi_{0}(x, y, z)=\phi_{0}(x, y,-z)$, set $\tilde{\phi}(t, x, y, z)=\phi(t, x, y,-z)$ and $\tilde{p}(t, x, y, z)=-p(t, x, y,-z)$. It is easily checked then that $(\tilde{\phi}, \tilde{p})$ is a solution of (2.13) satisfying (i)-(iv) of Theorem 3.1 and hence, by uniqueness, we obtain $\tilde{\phi} \equiv \phi$ and $\tilde{p} \equiv p$. This proves (6.4).

Finally, (6.5) may be proved using an argument similar to that used for proving (6.2).
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#### Abstract

The existence of populations of constant size is studied for the Gurtin-MacCamy model. Necessary and sufficient conditions are given and some examples of their implications are considered.
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1. Introduction. In their classic paper Gurtin and MacCamy [2] considered the following equations describing nonlinear age-dependent population dynamics with an age distribution $u=u(a, t)$ satisfying

$$
\begin{align*}
& u_{a}+u_{t}=-d(a, P(t)) u, \quad a, t>0, \\
& u(0, t)=\int_{0}^{\infty} b(a, P(t)) u(a, t) d a, \quad t \geqq 0,  \tag{1.1}\\
& u(a, 0)=\phi(a), \quad a \geqq 0,
\end{align*}
$$

where $a$ is the age, $t$ is the time, $d$ is the deathrate, $b$ is the birthrate, and $P(t)=$ $\int_{0}^{\infty} u(a, t) d a$ is the total population size.

In [2] a necessary and sufficient condition for the existence of an equilibrium age distribution $u(a)$ of (1.1) with a prescribed population size $P_{0}=\int_{0}^{\infty} u(a) d a$ was derived. More precisely, given a constant $P_{0}>0$ and assuming that $b\left(\cdot, P_{0}\right) \exp \left(-\int_{0}^{0} d\left(s, P_{0}\right) d s\right) \in L^{1}\left(\mathbb{R}^{+}\right)$, a necessary and sufficient condition for the equations

$$
\begin{aligned}
& u_{a}=-d\left(a, P_{0}\right) u, \quad a>0, \\
& u(0)=\int_{0}^{\infty} b\left(a, P_{0}\right) u(a) d a, \\
& P_{0}=\int_{0}^{\infty} u(a) d a
\end{aligned}
$$

to have a solution is that

$$
\begin{equation*}
\int_{0}^{\infty} b\left(a, P_{0}\right) \exp \left(-\int_{0}^{a} d\left(\tau, P_{0}\right) d \tau\right) d a=1 . \tag{1.2}
\end{equation*}
$$

In this case $u(a)$ is determined explicitly as

$$
\begin{equation*}
u(a)=\frac{P_{0} \exp \left(-\int_{0}^{a} d\left(\tau, P_{0}\right) d \tau\right)}{\int_{0}^{\infty} \exp \left(-\int_{0}^{a} d\left(\tau, P_{0}\right) d \tau\right) d a} \tag{1.3}
\end{equation*}
$$

[^10]Equilibrium solutions are of major importance, as they may be asymptotically stable provided some conditions on the birthrate $b(a, P)$, death rate $d(a, P)$, and the initial age distribution $\phi(a)$ are fulfilled; thus they may determine the asymptotic behavior of the solutions of (1.1) having suitable initial age distributions. That is why much attention has been paid to the investigation of the properties of the steady state (we refer to [1]-[5], just to mention some of this work). Still, in real situations the available data on population dynamics is more often given in terms of the total population size than in terms of the age distribution. There are contemporary examples of human populations whose size does not change in time, though they may have a time-dependent age distribution. An interesting question for which we find the answer here is what the relation between the birth and death rates is in such occasions.

This paper is organized as follows. In $\S 2$ we derive some necessary and sufficient conditions for the existence of a population of constant size in terms of its initial distribution and its fertility and mortality. In $\S 3$ we give some examples of consequences of these results and discuss their implications.
2. Populations of constant size. Let $P_{0}$ be a prescribed number. We shall assume that $b, d$, and $\phi$ in (1.1) are piecewise continuous functions, $d \neq 0$, and $\phi$ is integrable. We shall say $u(a, t)$ is a distribution of constant size $P_{0}$ if $P(t) \equiv P_{0}$. Consider equations (1.1) and also assume the following compatibility conditions on initial and boundary data:

$$
\begin{equation*}
\int_{0}^{\infty} \phi(a) d a=P_{0}, \quad \phi(0)=\int_{0}^{\infty} b\left(a, P_{0}\right) \phi(a) d a . \tag{2.1}
\end{equation*}
$$

Suppose that (1.1) has a solution $u(a, t)$ such that $\int_{0}^{\infty} u(a, t) d a=P_{0}$ for all $t$. Integrating the first equation of (1.1) in the age variable, we obtain the following equation for $P(t)$ :

$$
P^{\prime}(t)=\int_{0}^{\infty}\left[b\left(a, P_{0}\right)-d\left(a, P_{0}\right)\right] u(a, t) d a, \quad t>0
$$

and, therefore, in our case, $P(t) \equiv P_{0}$ is equivalent to the condition:

$$
\begin{equation*}
\int_{0}^{\infty} b\left(a, P_{0}\right) u(a, t) d a=\int_{0}^{\infty} d\left(a, P_{0}\right) u(a, t) d a, \quad t \geqq 0 . \tag{2.2}
\end{equation*}
$$

This last equality is a necessary and sufficient condition for $u(a, t)$ to be of constant size but it still does not determine an explicit relation between $b\left(a, P_{0}\right)$ and $d\left(a, P_{0}\right)$. It obviously leads to the conclusion that $u(a, t)$ is the solution of the system

$$
\begin{align*}
& u_{a}+u_{t}=-d\left(a, P_{0}\right) u, \quad a, t>0, \\
& u(0, t)=\int_{0}^{\infty} d\left(a, P_{0}\right) u(a, t) d a, \quad t \geqq 0,  \tag{2.3}\\
& u(a, 0)=\phi(a), \quad a \geqq 0 .
\end{align*}
$$

Remark 2.1. The condition $b\left(a, P_{0}\right)=d\left(a, P_{0}\right)$ in (1.1) is sufficient for the validity of (2.2) and, therefore, any solution of (2.3) is of constant size. This system is one which also admits equilibrium age distributions in the case where $\int_{0}^{\infty} d\left(a, P_{0}\right) d a=\infty$, since then, $\int_{0}^{\infty} d\left(a, P_{0}\right) \exp \left(-\int_{0}^{a} d\left(s, P_{0}\right) d s\right) d a=1$ (see (1.2)). Equilibrium distributions exist only when $\phi(a)$ is given by (1.3). Hence, for any other function $\phi$, the solution of (2.3) is of constant size but not an equilibrium one.

Several questions arise, which we shall answer here.
(a) When is there a nonequilibrium solution $u(a, t)$ of (1.1) with $P(t) \equiv P_{0}$ ?
(b) Given an initial age distribution $\phi(a)$ with $\int_{0}^{\infty} \phi(a) d a=P_{0}$, does a solution with constant size exist?
(c) If the answer to (b) is yes, what condition must $b\left(a, P_{0}\right)$ and $d\left(a, P_{0}\right)$ satisfy?

It is well known (see [2]) that the solution of (1.1) can be represented in the following implicit way:

$$
u(a, t)= \begin{cases}B\left(t-a, P_{0}\right) \exp \left(-\int_{0}^{a} d\left(\tau, P_{0}\right) d \tau\right), \quad t \geqq a,  \tag{2.4}\\ \phi(a-t) \exp \left(-\int_{0}^{t} d\left(a-t+\tau, P_{0}\right) d \tau\right), & t<a,\end{cases}
$$

where

$$
\begin{equation*}
B\left(s, P_{0}\right)=\int_{0}^{\infty} b\left(a, P_{0}\right) u(a, s) d a \tag{2.5}
\end{equation*}
$$

is the birth function.
Combining (2.4) and (2.5) we obtain the following formula:

$$
\begin{align*}
B\left(t, P_{0}\right)= & \int_{0}^{t} b\left(a, P_{0}\right) B\left(t-a, P_{0}\right) \exp \left(-\int_{0}^{a} d\left(\tau, P_{0}\right) d \tau\right) d a  \tag{2.6}\\
& \quad+\int_{t}^{\infty} b\left(a, P_{0}\right) \phi(a-t) \exp \left(-\int_{0}^{t} d\left(a-t+\tau, P_{0}\right) d \tau\right) d a .
\end{align*}
$$

Recall now that we have assumed that $P(t) \equiv P_{0}$ and, therefore, (2.2) is valid. This means that $B\left(t, P_{0}\right)=\int_{0}^{\infty} d\left(a, P_{0}\right) u(a, t) d a$, and thus we shall also have

$$
\begin{align*}
& B\left(t, P_{0}\right)=\int_{0}^{t} d\left(a, P_{0}\right) B\left(t-a, P_{0}\right) \exp \left(-\int_{0}^{a} d\left(\tau, P_{0}\right) d \tau\right) d a  \tag{2.7}\\
& \quad+\int_{t}^{\infty} d\left(a, P_{0}\right) \phi(a-t) \exp \left(-\int_{0}^{t} d\left(a-t+\tau, P_{0}\right) d \tau\right) d a .
\end{align*}
$$

Conversely, if (2.7) is valid, then (2.2) will hold (because (2.6) holds) and $u(a, t)$ will be of constant size. Equation (2.7) is another necessary and sufficient condition for the existence of a population of constant size $P_{0}$; but it is still implicit, as we do not know $B\left(t, P_{0}\right)$. We can use Laplace transforms to obtain an equation involving only $b, d$, and $\phi$. For this purpose, assume that $d\left(a, P_{0}\right)$ and $b\left(a, P_{0}\right)$ are bounded. As $u(\cdot, t) \in L^{1}\left(\mathbb{R}^{+}\right)$for each $t$ (since $\left.\int_{0}^{\infty} u(a, t) d a \equiv P_{0}\right)$, then $B\left(t, P_{0}\right)=$ $\int_{0}^{\infty} b\left(a, P_{0}\right) u(a, t) d a \leqq\|b\|_{L^{\infty}} P_{0}$, that is, $B\left(t, P_{0}\right)$ is a bounded function of $t$. On the other hand, $\int_{t}^{\infty} b\left(a, P_{0}\right) \phi(a-t) \exp \left(-\int_{0}^{t} d\left(a-t+\tau, P_{0}\right) d \tau\right) d a \leqq\|b\|_{L^{\infty}} \int_{0}^{\infty} \phi(s) d s=$ $\|b\|_{L^{\infty}} P_{0}$ and, similarly, $\int_{t}^{\infty} d\left(a, P_{0}\right) \phi(a-t) \exp \left(-\int_{0}^{t} d\left(a-t+\tau, P_{0}\right) d \tau\right) d a$ is bounded. Therefore, for $s \geqq 0$, we can take the Laplace transform $\mathscr{L}$ of both sides of (2.6) and (2.7) and, making use of the special convolution form of the first integrals in the right-hand sides, we arrive at

$$
\begin{align*}
& \mathscr{L}(B)(s)=\mathscr{L}(B)(s) \mathscr{L}(\Pi)(s)+\mathscr{L}\left(B_{0}\right)(s)  \tag{2.8}\\
& \mathscr{L}(B)(s)=\mathscr{L}(B)(s) \mathscr{L}(\theta)(s)+\mathscr{L}\left(D_{0}\right)(s) \tag{2.9}
\end{align*}
$$

where

$$
\begin{align*}
& \mathscr{L}(f)(s)=\int_{0}^{\infty} e^{-s t} f(t) d t, \\
& \Pi(t)=b\left(t, P_{0}\right) \exp \left(-\int_{0}^{t} d\left(\tau, P_{0}\right) d \tau\right), \\
& \theta(t)=d\left(t, P_{0}\right) \exp \left(-\int_{0}^{t} d\left(\tau, P_{0}\right) d \tau\right),  \tag{2.10}\\
& B_{0}(t)=\int_{0}^{\infty} \phi(a) b\left(a+t, P_{0}\right) \exp \left(-\int_{0}^{t} d\left(a+\tau, P_{0}\right) d \tau\right) d a, \\
& D_{0}(t)=\int_{0}^{\infty} \phi(a) d\left(a+t, P_{0}\right) \exp \left(-\int_{0}^{t} d\left(a+\tau, P_{0}\right) d \tau\right) d a .
\end{align*}
$$

Therefore, if $u(a, t)$ is a solution of (1.1) of constant size $P_{0}$, then (2.9) holds for all $s>0$ and, of course, (2.8) does too.

Conversely, if (2.9) is valid then, as (2.8) holds, (2.6) and (2.7) will also hold and the solution of (1.1) will be of constant size.

Now consider the quantity

$$
1-\mathscr{L}(\theta)(s)=1-\int_{0}^{\infty} e^{-s t} d\left(t, P_{0}\right) \exp \left(-\int_{0}^{t} d\left(\tau, P_{0}\right) d \tau\right) d t
$$

For $s=0$,

$$
0 \leqq \mathscr{L}(\theta)(0)=1-\exp \left(-\int_{0}^{\infty} d\left(\tau, P_{0}\right) d \tau\right) \leqq 1
$$

If we note that for $s>0$, we have $0 \leqq \mathscr{L}(\theta)(s)<\mathscr{L}(\theta)(0)$, then we see that

$$
1-\mathscr{L}(\theta)(s)>0 \quad \text { for } s>0
$$

Therefore, we can express $\mathscr{L}(B)$ from (2.9) as

$$
\mathscr{L}(B)(s)=\mathscr{L}\left(D_{0}\right)(s) /(1-\mathscr{L}(\theta)(s)),
$$

which, substituted in (2.8), yields the relation

$$
\frac{1-\mathscr{L}(\Pi)(s)}{1-\mathscr{L}(\theta)(s)} \mathscr{L}\left(D_{0}\right)(s)=\mathscr{L}\left(B_{0}\right)(s)
$$

that is,

$$
\begin{equation*}
[1-\mathscr{L}(\Pi)(s)] \mathscr{L}\left(D_{0}\right)(s)=\mathscr{L}\left(B_{0}\right)(s)[1-\mathscr{L}(\theta)(s)], \quad s>0 . \tag{2.11}
\end{equation*}
$$

This last equality can also be rewritten in another way, as we show below. Having in mind that for $s>0$ and for $X(\cdot, t) \in L^{1}\left(\mathbb{R}^{+}\right), t>0$, the following relation holds:

$$
\mathscr{L}\left(\int_{0}^{\infty} X(a, t) d a\right)=\frac{1}{s} \int_{0}^{\infty} X(a, 0) d a+\frac{1}{s} \mathscr{L}\left(\int_{0}^{\infty} \frac{\partial X}{\partial t}(a, t) d a\right),
$$

we obtain, after some sample computations, the relations

$$
\begin{aligned}
& \mathscr{L}\left(B_{0}\right)(s)=\frac{1}{s} \phi(0)(1-\mathscr{L}(\Pi)(s)) \\
&-\frac{1}{s} \mathscr{L}( \int_{0}^{\infty}\left(\phi^{\prime}(a)+d\left(a, P_{0}\right) \phi(a)\right) b\left(a+t, P_{0}\right) \\
&\left.\cdot \exp \left(-\int_{0}^{t} d\left(a+\tau, P_{0}\right) d \tau\right) d a\right)(s)
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathscr{L}\left(D_{0}\right)(s)=\frac{1}{s} \int_{0}^{\infty} d(a) \phi(a) d a(1-\mathscr{L}(\theta)(s)) \\
&-\frac{1}{s} \mathscr{L}( \int_{0}^{\infty}\left[\phi^{\prime}(a)+d\left(a, P_{0}\right) \phi(a)\right] d\left(a+t, P_{0}\right) \\
&\left.\cdot \exp \left(-\int_{0}^{t} d\left(a+\tau, P_{0}\right) d \tau\right) d a\right)(s)
\end{aligned}
$$

It follows that (2.11) is equivalent to the following two relations:

$$
\begin{align*}
& \phi(0)=\int_{0}^{\infty} d\left(a, P_{0}\right) \phi(a) d a \\
& {[1-\mathscr{L}(\Pi)] \mathscr{L}\left(\int_{0}^{\infty}\left[\phi^{\prime}(s)+d\left(s, P_{0}\right) \phi(s)\right] d\left(s+t, P_{0}\right)\right.} \\
& \left.\cdot \exp \left(-\int_{0}^{t} d\left(s+\tau, P_{0}\right) d \tau\right) d s\right)  \tag{2.12}\\
& =[1-\mathscr{L}(\theta)] \mathscr{L}\left(\int_{0}^{\infty}\left[\phi^{\prime}(s)+d\left(s, P_{0}\right) \phi(s)\right] b\left(s+t, P_{0}\right)\right. \\
& \left.\quad \cdot \exp \left(-\int_{0}^{t} d\left(s+\tau, P_{0}\right) d \tau\right) d s\right),
\end{align*}
$$

as seen by substituting $\phi(0), D_{0}$, and $B_{0}$ in (2.11). We have shown that (2.11) and (2.12) are other necessary and sufficient conditions for the solution (1.1) to be of constant size.

Let $Q(t)$ and $R(t)$ be defined as

$$
\begin{aligned}
& Q(t)=\int_{0}^{\infty}\left[\phi^{\prime}(s)+d\left(s, P_{0}\right) \phi(s)\right] d\left(s+t, P_{0}\right) \exp \left(-\int_{0}^{t} d\left(s+\tau, P_{0}\right) d \tau\right) d s \\
& R(t)=\int_{0}^{\infty}\left[\phi^{\prime}(s)+d\left(s, P_{0}\right) \phi(s)\right] b\left(s+t, P_{0}\right) \exp \left(-\int_{0}^{t} d\left(s+\tau, P_{0}\right) d \tau\right) d s
\end{aligned}
$$

Taking inverse Laplace transforms, we obtain the following result.
Theorem 2.1. Suppose that $\phi, b, d$ are bounded, nonnegative, piecewise continuous functions, satisfying the compatibility conditions (2.1). The necessary and sufficient condition for the solution of (1.1) to be of constant size $P_{0}$ is that either of the following relations holds:

$$
\begin{equation*}
D_{0}(t)-\int_{0}^{t} D_{0}(s) \Pi(t-s) d s=B_{0}(t)-\int_{0}^{t} B_{0}(s) \theta(t-s) d s \tag{i}
\end{equation*}
$$

where $D_{0}, B_{0}, \Pi$, and $\theta$ are defined by (2.10),
(ii)

$$
Q(t)-\int_{0}^{t} Q(s) \Pi(t-s) d s=R(t)-\int_{0}^{t} R(s) \theta(t-s) d s
$$

(i)

$$
\phi(0)=\int_{0}^{\infty} d\left(a, P_{0}\right) \phi(a) d a .
$$

Next we shall derive another necessary and sufficient condition for the solution of (1.1) to be of constant size, which proves useful for some special cases and does not impose boundedness restrictions on $b, d$, and $\phi$. Let us assume again that (1.1) has a solution of constant size $P_{0}$. As $P_{0} \equiv \int_{0}^{\infty} u(a, t) d a$, then integrating (2.4) in age and differentiating in time, we get

$$
\begin{align*}
0= & \int_{0}^{t} B_{t}\left(t-a, P_{0}\right) \exp \left(-\int_{0}^{a} d\left(\tau, P_{0}\right) d \tau\right) d a \\
& \quad+\int_{t}^{\infty} \frac{d}{d t}\left[\phi(a-t) \exp \left(-\int_{0}^{t} d\left(a-t+\tau, P_{0}\right) d t\right)\right] d a . \tag{2.13}
\end{align*}
$$

The second term in the right-hand side of (2.13) depends only on the functions $\phi$ and $d$ and (2.13) may then be considered as a Volterra equation for $B_{t}\left(t-a, P_{0}\right)$. Let us denote

$$
\begin{aligned}
F(t) & =-\int_{t}^{\infty} \frac{d}{d t}\left[\phi(a-t) \exp \left(-\int_{0}^{t} d\left(a-t+\tau, P_{0}\right) d \tau\right)\right] d a \\
& =\int_{t}^{\infty}\left[\phi^{\prime}(a-t)+\phi(a-t) d\left(a-t, P_{0}\right)\right] \exp \left(-\int_{0}^{t} d\left(a-t+\tau, P_{0}\right) d \tau\right) d a .
\end{aligned}
$$

Consequently,

$$
\begin{equation*}
F(t)=\int_{0}^{\infty}\left[\phi^{\prime}(s)+\phi(s) d\left(s, P_{0}\right)\right] \exp \left(-\int_{0}^{t} d\left(s+\tau, P_{0}\right) d \tau\right) d s \tag{2.14}
\end{equation*}
$$

Let $H(s)=B_{t}\left(s, P_{0}\right)$. Then, $H(t)$ satisfies the following Volterra equation of the first kind

$$
\begin{equation*}
\int_{0}^{t} H(s) \exp \left(-\int_{0}^{t-s} d\left(\tau, P_{0}\right) d \tau\right) d s=F(t) . \tag{2.15}
\end{equation*}
$$

On the other hand, since (2.2) is valid for all $t$, including $t=0$, it follows from (2.2) and (2.5) that

$$
\phi(0)=B\left(0, P_{0}\right)=\int_{0}^{\infty} b\left(a, P_{0}\right) \phi(a) d a=\int_{0}^{\infty} d\left(a, P_{0}\right) \phi(a) d a .
$$

Then, (2.14) implies that

$$
F(0)=-\phi(0)+\int_{0}^{\infty} \phi(s) d\left(s, P_{0}\right) d s=0 .
$$

Therefore, we can use the following well-known result. Let $I=[0, T]$ and let $S=$ $\{(t, s): 0 \leqq s \leqq t \leqq T\}$. Let $F \in C^{1}(I)$ with $F(0)=0$ and let $K(t, s)$, $\partial K / \partial t \in C^{0}(S)$. Assume that $K(t, t) \neq 0$ for all $t \in I$. Under these conditions $\int_{0}^{t} K(t, s) y(s) d s=F(t)$ has a unique solution $y \in C^{0}(I)$.

Applying this theorem, we see that, if $d \in C^{0}(I)$ and

$$
\left[\phi^{\prime}(\cdot)+\phi(\cdot) d\left(\cdot, P_{0}\right)\right] \exp \left(-\int_{0}^{t} d\left(\cdot+\tau, P_{0}\right) d \tau\right) \in L^{1}\left(\mathbb{R}^{+}\right),
$$

then (2.15) has a unique solution $H$ :

$$
H=\mathscr{L}^{-1}\left(\mathscr{L}(F) / \mathscr{L}\left(\exp \left(-\int d\left(\cdot, P_{0}\right)\right)\right)\right)
$$

where $\mathscr{L}^{-1}(f)$ is the inverse Laplace transform of $f$. Therefore, $B\left(t, P_{0}\right)$ can be determined explicitly in terms of $H$ by integrating

$$
\begin{equation*}
B\left(t, P_{0}\right)=\phi(0)+\int_{0}^{t} H(s) d s \tag{2.16}
\end{equation*}
$$

If $B$ is then inserted in the renewal equation (2.6), we arrive at a necessary condition which $b\left(a, P_{0}\right)$ and $d\left(a, P_{0}\right)$ must satisfy.

On the other hand, if $u$ is a solution of (1.1), then it satisfies (2.6) with $B\left(t, P_{0}\right)=$ $\int_{0}^{\infty} b\left(a, P_{0}\right) u(a, t) d a$. Assume that (2.14)-(2.16) are fulfilled. It follows that $P^{\prime}(t)=0$ and therefore $P(t) \equiv P_{0}$. Thus, we have proved the following result.

Theorem 2.2. Let $d \in C^{0}(I)$ and let $\phi \in L^{1}\left(\mathbb{R}^{+}\right)$and $b$ satisfy the compatibility conditions (2.1) and $\left[\phi^{\prime}(\cdot)+\phi(\cdot) d\left(\cdot, P_{0}\right)\right] \exp \left(-\int_{0}^{t} d\left(\cdot+\tau, P_{0}\right) d \tau\right) \in L^{1}\left(\mathbb{R}^{+}\right)$for each $t \in I$. Then, (1.1) has a solution with constant size $P_{0}$ in the time interval $I=[0, T]$ if and only if $b\left(a, P_{0}\right), d\left(a, P_{0}\right), \phi(a)$, and $B(t)$ satisfy (2.6) and (2.14)-(2.16). In such case, the solution $u(a, t)$ is given explicitly by (2.4), where $B(t)$ is determined from (2.15), and (2.16).

Remark 2.2. Note that in this theorem we do not impose boundedness conditions on $b$ and $\phi$ as we did in Theorem 2.1.

Remark 2.3. Let $P_{0}>0$ and let the assumptions of Theorem 2.2 hold. Let $d\left(a, P_{0}\right)$ and $\phi(a)$ be such that $F(t) \not \equiv 0$ (which is always possible, in view of (2.14)). Then, $B(t)$ can be determined uniquely and $u(a, t)$ subsequently from it. We should note that such populations of constant size are not equilibrium distributions. Indeed, suppose that $u(a, t) \equiv u(a)$. Then, $B(t)=B(0)=\phi(0)$ and, therefore, $H(u)=0$ and $F(t)=0$. This is a contradiction. Therefore $u(a, t)$ is not an equilibrium distribution of (1.1).

The only case when there does not exist a nonequilibrium solution with constant size is when $\phi(s)=\phi(0) \exp \left(-\int_{0}^{s} d\left(\tau, P_{0}\right) d \tau\right)$. In this case $F \equiv 0$ (since $\left.\phi^{\prime}+d \phi \equiv 0\right)$ and so, $H \equiv 0$, which gives $B(t) \equiv B(0)=\phi(0)$. Therefore, the relation following (2.15) transforms into $1=\int_{0}^{\infty} b\left(a, P_{0}\right) \exp \left(-\int_{0}^{a} d\left(\tau, P_{0}\right) d \tau\right) d a \quad$ and $\quad u(a, t)=$ $\phi(0) \exp \left(-\int_{0}^{a} d\left(\tau, P_{0}\right) d \tau\right)=u(a)$. In other words, from an initial equilibrium distribution the only possible solution of (1.1) with constant size is that equilibrium distribution (1.3). We have proved the following result.

Theorem 2.3. Let $P_{0}>0$ be given and let $b$ and $\phi$ satisfy the compatibility conditions (2.1). Then, for any continuous function $d\left(a, P_{0}\right)$ such that $F(t) \not \equiv 0$ and such that $\left(\phi^{\prime}(s)+\phi(s) d\left(s, P_{0}\right)\right) \exp \left(-\int_{0}^{t} d\left(s+\tau, P_{0}\right) d \tau\right) \in L^{1}$, there exists a nonequilibrium solution $u(a, t)$ of (1.1) such that $\int_{0}^{\infty} u(a, t) d a \equiv P_{0}$. Furthermore, if $\phi(a)=$ $\phi(0) \exp \left(-\int_{0}^{a} d\left(\tau, P_{0}\right) d \tau\right)$, then, the solution is the equilibrium one, $u(a, t) \equiv \phi(a)$.

Theorem 2.3 answers the questions (a), (b), and (c) at the beginning of this section.
3. Some examples. We shall treat some special cases of (1.1) and discuss its solutions of constant size applying the above theory.
(I) Let $d(a, P) \equiv d$. Then $u(a, t)$ is a solution of constant size $P_{0}$ if and only if (2.12) holds. Since $1-\mathscr{L}(\theta)$ can vanish at one point, at most, and all the functions of which we take transforms are piecewise continuous, it follows that (2.12), for the case of a constant death rate, is equivalent to the following relations:

$$
\begin{align*}
\int_{0}^{\infty}\left[\phi^{\prime}(a)+d \phi(a)\right] d a & =0,  \tag{3.1}\\
\int_{0}^{\infty}\left[\phi^{\prime}(a)+d \phi(a)\right] b\left(a+t, P_{0}\right) d a & =0, \quad t \geqq 0 . \tag{3.2}
\end{align*}
$$

The last relation follows by observing that, if (3.1) holds and $d$ is constant, then, the left-hand side of the second equation of (2.12) vanishes. Conversely, (3.1) and (3.2) imply that $u$ has constant size invoking Theorem 2.1. In summary, if the death rate is constant and $b$ and $\phi$ are piecewise continuous bounded functions such that the compatibility conditions (2.1) hold, then $u$ is of constant size if and only if (3.1) and (3.2) hold. In such case, the solution of (1.1) of size $P_{0}$ is

$$
u(a, t)=\left\{\begin{array}{l}
d P_{0} e^{-a d}, \quad t \geqq a, \\
\phi(a-t) e^{-t d}, \quad t<a .
\end{array}\right.
$$

(II) Let

$$
\phi(s)=\left\{\begin{array}{l}
K>0, \quad 0 \leqq s \leqq c, \\
0 \quad \text { otherwise },
\end{array}\right.
$$

be a uniform distribution on the interval $(0, c)$ so that $P_{0}=K c$. Assume that all individuals die before reaching age $c$. Then, $\int_{0}^{c} d\left(a, P_{0}\right) d a=+\infty$. Now note that (1.1) and (2.2) give in this case

$$
\begin{aligned}
\phi(0)=B(0) & =\int_{0}^{\infty} b\left(a, P_{0}\right) u(a, 0) d a=\int_{0}^{c} b\left(a, P_{0}\right) \phi(0) d a \\
& =\int_{0}^{c} d\left(a, P_{0}\right) \phi(0) d a,
\end{aligned}
$$

which implies

$$
\int_{0}^{c} d\left(a, P_{0}\right) d a=\int_{0}^{c} b\left(a, P_{0}\right) d a=1,
$$

a contradiction. Therefore, given a uniform initial age-distribution on the finite age interval ( $0, c$ ), if the initial and boundary date are compatible, then, for any death rate $d(a)$ such that the life span of any individual is at most $c$, the population cannot have constant size, independently of the birthrate $b$.
(III) Let $b(a, P) \equiv b$. Then, $u$ is of constant size $P_{0}$ if, and only if,

$$
B(t)=\int_{0}^{\infty} b\left(a, P_{0}\right) u(a, t) d a=b \int_{0}^{\infty} u(a, t) d a=b P(t) \equiv b P_{0},
$$

which is equivalent to the following relations:

$$
B_{t}(t)=0, \quad B(0)=b P_{0} .
$$

Using Theorem 2.2 we see that these relations are equivalent to the following necessary and sufficient conditions for a population with constant birthrate $b$ to have constant size $P_{0}$ :

$$
\begin{aligned}
& \int_{0}^{\infty}\left[\phi^{\prime}(a)+d\left(a, P_{0}\right) \phi(a)\right] \exp \left(-\int_{0}^{t} d\left(a+\tau, P_{0}\right) d \tau\right) d a=0, \quad t \geqq 0, \\
& \phi(0)=b P_{0} .
\end{aligned}
$$

In such a case, $u$ is explicitly given by

$$
u(a, t)=\left\{\begin{array}{l}
b P_{0} \exp \left(-\int_{0}^{a} d\left(\tau, P_{0}\right) d \tau\right), \quad t \geqq a, \\
\phi(a-t) \exp \left(-\int_{0}^{t} d\left(a-t+\tau, P_{0}\right) d \tau\right), \quad t<a .
\end{array}\right.
$$
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#### Abstract

A local sup-estimate for local (sub)solutions of degenerate parabolic equations is proved. Such local estimates do not involve any dependence on the initial and boundary data, but rather, provide a bound for the solution in a given domain, only in terms of some integral norm of the solution in a larger domain. Estimates of this kind for solutions of linear nondegenerate parabolic equations are due to Moser (Comm. Pure Appl. Math., 17 (1964), pp. 101-134). Sharp estimates of this kind have not been available in the literature in the degenerate case. The new input here is an interpolation process that permits one to deal with the degeneracy of the equation. The estimates shown here are sharp and reduce to the classical ones of Moser in the linear nondegenerate case.
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1. Introduction. Local sup-estimates for solutions of the porous media equation (or its quasilinear variations) are employed in several papers to study the behavior (local or at infinity) of such solutions (e.g., [1], [3], [4]).

We are interested here in local sup-estimates that are completely independent of initial or boundary data. Such a dependence typically appears in estimates relying on the maximum principle. To our knowledge, quantitative estimates of this kind are not present in the literature, in a form that is sharp or comparable with analogous results for nondegenerate equations. In this paper we prove a sharp estimate (see (1.6) below), coinciding with known results in the linear case [6]. The estimate will take the form of an interpolation inequality with a free parameter.

We remark that sup-estimates for solutions defined in the whole space $\mathbb{R}^{N}$ have been obtained in [2], where, in particular, a connection is traced between regularizing effect and sup-estimates.

We will consider nonnegative local subsolutions of the equation

$$
\begin{equation*}
u_{t}-\operatorname{div} \vec{a}(x, t, u, \nabla \phi(u))=0, \tag{1.1}
\end{equation*}
$$

where $\phi:[0, \infty) \rightarrow[0, \infty)$ is a locally AC (absolutely continuous) function satisfying, for some $\Lambda>1$,

$$
\begin{equation*}
1<\frac{\phi^{\prime}(s) s}{\phi(s)} \leqq \Lambda \quad \text { a.e. } s>0 \tag{1.2}
\end{equation*}
$$

The first inequality in (1.2) can be allowed to be nonstrict; see Remarks 3.1 and 3.3 below. For the sake of brevity we carry out the proofs only in case (1.2).

We define $\Phi(s)=\phi(s) s^{-1}, s>0$, and assume in the following that the function $(x, t) \rightarrow \vec{a}(x, t, u(x, t), \nabla \phi(u(x, t))$ is measurable and satisfies

$$
\begin{align*}
\vec{a}(x, t, u, \nabla \phi(u)) \cdot \nabla u & \geqq \Lambda^{-1} \Phi(u)|\nabla u|^{2},  \tag{1.3}\\
|\vec{a}(x, t, u, \nabla \phi(u))| & \leqq \Lambda \Phi(u)|\nabla u| \tag{1.4}
\end{align*}
$$

(of course the constants in (1.3), (1.4) are named $\Lambda$ just for notational simplicity).

[^11]In order to state our main result we introduce the following notation:

$$
\begin{aligned}
B_{\rho} & =\left\{x \in \mathbb{R}^{N}| | x-x_{0} \mid<\rho\right\}, \\
Q_{\infty} & =B_{\rho} \times\left(\frac{t}{2}, t\right), \\
Q_{0} & =B_{(1+\sigma) \rho} \times\left(\frac{t}{2}-\frac{\sigma}{2} t, t\right),
\end{aligned}
$$

where $\rho, t>0, \sigma \in(0,1), x_{0} \in \mathbb{R}^{N}$ are given. We also use the notation

$$
\iint_{Q_{0}} f d x d t=\left(\text { meas }\left(Q_{0}\right)\right)^{-1} \iint_{Q_{0}} f d x d t
$$

Let us define a local subsolution $u$ to (1.1) in $Q_{0}$ as a function

$$
\begin{aligned}
& u \in C\left(t_{0}, t ; L^{1}\left(B_{(1+\sigma) \rho}\right)\right), \quad t_{0} \equiv \frac{t}{2}-\frac{\sigma}{2} t, \\
& \nabla \phi(u) \in L^{2}\left(Q_{0}\right),
\end{aligned}
$$

satisfying

$$
\begin{equation*}
u_{t}-\operatorname{div} \vec{a}(x, t, u, \nabla \phi(u)) \leqq 0 \tag{1.5}
\end{equation*}
$$

in the usual weak sense in $Q_{0}$ (see, for example, [5]). Then we have the following theorem.

Theorem. Let u be a bounded nonnegative local subsolution of (1.1) in $Q_{0}$. Then for all $\eta, \varepsilon>0$

$$
\begin{align*}
& \phi\left(\|u\|_{\infty, Q_{\infty}}\right) \leqq \eta \frac{\rho^{2}}{t} \Phi^{-1}\left(\eta \frac{\rho^{2}}{t}\right) \\
& \quad+\gamma\left(1+\frac{1}{\eta}\right)^{(N+2) / 2 \varepsilon}\left(\frac{t}{\rho^{2}}\right)^{1 / \varepsilon}\left(\iint_{Q_{0}} \Phi(u) \phi(u)^{\varepsilon} d x d \tau\right)^{1 / \varepsilon}, \tag{1.6}
\end{align*}
$$

where $\gamma=\gamma(\varepsilon, \sigma, \Lambda, N): \gamma$ becomes unbounded as $\varepsilon$ (or $\sigma$, or $\Lambda^{-1}$ ) tends to zero.
We note that (1.6) is also valid for any nonnegative subsolution which can be approximated locally by bounded subsolutions.

In $\S 2$ we prove the theorem, and in $\S 3$ we collect some comments and generalizations.
2. Proof of (1.6). We will need the following elementary inequalities:

$$
\begin{array}{ccc}
h^{\Lambda} \phi(s) \leqq \phi(s h) \leqq h \phi(s), & s>0, & h \in(0,1), \\
h^{\Lambda-1} \Phi(s) \leqq \Phi(s h) \leqq \Phi(s), & s>0, & h \in(0,1), \tag{2.2}
\end{array}
$$

(2.1) is proved integrating on ( $h s, s$ ):

$$
\frac{1}{s} \leqq \frac{\phi^{\prime}(s)}{\phi(s)} \leqq \frac{\Lambda}{s}
$$

and (2.2) follows from (2.1).
We notice that (2.1), (2.2) imply that $\phi(s)$ and $\phi(s)^{\alpha} s^{-2}(\alpha>2)$ are increasing functions of $s$, and that $\Phi$ is nondecreasing.

Lemma. Let us define for $z, z_{0} \geqq 0$, and $\alpha>2$

$$
F\left(z, z_{0}\right)=\left(\int_{z_{0}}^{z}\left(\int_{z_{0}}^{r} \frac{\phi(s)^{\alpha}}{s^{2}} d s\right)_{+} d r\right)^{1 / 2} .
$$

Then we have for all $z>0, z \neq z_{0}$,

$$
\begin{equation*}
\frac{\phi(z)^{\alpha}}{z^{2}} \geqq c\left|\frac{\partial F}{\partial z}\left(z, z_{0}\right)\right|^{2}, \tag{2.3}
\end{equation*}
$$

where $c=c(\alpha, \Lambda)$.
Proof. If $z \in\left(0, z_{0}\right), F\left(z, z_{0}\right) \equiv 0$ and there is nothing to prove.
If $z>z_{0}$,

$$
\begin{equation*}
\left|\frac{\partial F}{\partial z}\left(z, z_{0}\right)\right|^{2}=\frac{\left(\int_{z_{0}}^{z} \frac{\phi(s)^{\alpha}}{s^{2}} d s\right)^{2}}{4\left(\int_{z_{0}}^{z} d r \int_{z_{0}}^{r} \frac{\phi(s)^{\alpha}}{s^{2}} d s\right)} . \tag{2.4}
\end{equation*}
$$

Hence

$$
4\left|\frac{\partial F}{\partial z}\right|^{2} \leqq \frac{\phi(z)^{2 \alpha}}{z^{4}}\left(z-z_{0}\right)^{2}\left(z^{-2} \int_{z_{0}}^{z} d r \int_{z_{0}}^{r} \phi(s)^{\alpha} d s\right)^{-1}
$$

Now we consider two cases: (i) $z_{0} \geqq z / 2$ and (ii) $z_{0}<z / 2$. In case (i)

$$
\int_{z_{0}}^{z} d r \int_{z_{0}}^{r} \phi(s)^{\alpha} d s \geqq \int_{z_{0}}^{z} d r \int_{z_{0}}^{r} \phi\left(\frac{z}{2}\right)^{\alpha} d s \geqq 2^{-\Lambda \alpha-1} \phi(z)^{\alpha}\left(z-z_{0}\right)^{2} .
$$

In case (ii)

$$
\int_{z_{0}}^{z} d r \int_{z_{0}}^{r} \phi(s)^{\alpha} d s \geqq \int_{z / 2}^{z} d r \int_{z / 2}^{r} \phi\left(\frac{z}{2}\right)^{\alpha} d s \geqq 2^{-\Lambda \alpha-3} \phi(z)^{\alpha} z^{2} .
$$

Therefore (2.3) is proved with $c=2^{-\Lambda \alpha-1}$.
Remark 1.1. Notice that (2.3) implies $F\left(\cdot, z_{0}\right) \in \operatorname{Lip}_{\text {loc }}\left(\mathbb{R}^{+}\right)$and that $F(z, \cdot)$ is nonincreasing on $\mathbb{R}^{+}$.

Proof of the theorem. We use the approach of [1] and define for all $n \geqq 0$

$$
\begin{array}{ll}
t_{n}=\frac{t}{2}-\frac{\sigma t}{2^{n+1}}, \quad \rho_{n}=\rho+\frac{\sigma}{2^{n}} \rho, \quad k_{n}=k-\frac{k}{2^{n+1}}, \\
B_{n}=B_{\rho_{n}}, \quad Q_{n}=B_{\rho_{n}} \times\left(t_{n}, t\right), \quad B_{n}(\tau)=B_{n} \times\{\tau\} ;
\end{array}
$$

here $k>0$ is to be chosen later.
We consider also a cutoff function $\zeta_{n}$ such that

$$
\begin{aligned}
& \zeta_{n}(x, \tau) \equiv 0,(x, \tau) \notin Q_{n}, \\
& \quad \zeta_{n}(x, \tau) \equiv 1, \quad(x, \tau) \in Q_{n+1}, \\
&\left|\nabla \zeta_{n}\right| \leqq \frac{2^{n+1}}{\sigma \rho}, 0 \leqq \zeta_{n \tau} \leqq \frac{2^{n+2}}{\sigma t},
\end{aligned}
$$

and we use as testing functions in the weak formulation of (1.5)

$$
f_{n}(x, \tau)=\left(\int_{k_{n+1}}^{u(x, \tau)} \frac{\phi(s)^{\alpha}}{s^{2}} d s\right)_{+} \zeta_{n}(x, \tau)^{2},
$$

with $\alpha>2$.

The time part of (1.5) yields for all $\bar{t} \in\left(t_{n}, t\right)$ (the calculations below can be made rigorous by means of a Steklov averaging process)

$$
\begin{align*}
& \iint_{Q_{n} \cap\{\tau<i\}} u_{\tau}\left(\int_{k_{n+1}}^{u} \frac{\phi(s)^{\alpha}}{s^{2}} d s\right)_{+} \zeta_{n}^{2} d x d \tau \\
& \quad=\iint_{Q_{n} \cap\{\tau<\bar{i}\}} \zeta_{n}^{2} \frac{\partial}{\partial \tau} F\left(u, k_{n+1}\right)^{2} d x d \tau  \tag{2.5}\\
& \quad \geqq-\frac{2^{n+3}}{\sigma t} \iint_{Q_{n}} F\left(u, k_{n}\right)^{2} d x d \tau+\int_{B_{n}(\bar{i})} F\left(u, k_{n+1}\right)^{2} \zeta_{n}^{2} d x .
\end{align*}
$$

We use the lemma in treating the space part:

$$
\begin{aligned}
& -\iint_{Q_{n}}(\operatorname{div} \vec{a}) f_{n} d x d \tau=\iint_{Q_{n}} \vec{a} \cdot \nabla\left(\left(\int_{k_{n+1}}^{u} \frac{\phi(s)^{\alpha}}{s^{2}} d s\right)_{+} \zeta_{n}^{2}\right) d x d \tau \\
& \geqq \\
& \geqq \frac{1}{\Lambda} \iint_{Q_{n} \cap\left\{u>k_{n+1}\right\}} \Phi(u) \frac{\phi(u)^{\alpha}}{u^{2}}|\nabla u|^{2} \zeta_{n}^{2} d x d \tau \\
& \quad-2 \Lambda \iint_{Q_{n}} \Phi(u)\left(\int_{k_{n+1}}^{u} \frac{\phi(s)^{\alpha}}{s^{2}} d s\right)_{+} \zeta_{n}\left|\nabla \zeta_{n}\right||\nabla u| d x d \tau \\
& \geqq 2^{-3 \alpha \Lambda} \iint_{Q_{n}} \Phi(u)\left|\nabla F\left(u, k_{n+1}\right)\right|^{2} \zeta_{n}^{2} d x d \tau \\
& \quad-\frac{2 \Lambda^{2}}{\theta} \iint_{Q_{n}} \Phi(u)\left|\nabla \zeta_{n}\right|^{2} F\left(u, k_{n+1}\right)^{2} d x d \tau \\
& \quad-\frac{\theta}{2} \iint_{Q_{n}} \Phi(u) \zeta_{n}^{2}|\nabla u|^{2} F\left(u, k_{n+1}\right)^{-2}\left(\int_{k_{n+1}}^{u} \frac{\phi(s)^{\alpha}}{s^{2}} d s\right)_{+}^{2} d x d \tau
\end{aligned}
$$

But

$$
F\left(z, z_{0}\right)^{-2}\left(\int_{z_{0}}^{z} \frac{\phi(s)^{\alpha}}{s^{2}} d s\right)^{2}=4\left|\frac{\partial F}{\partial z}\left(z, z_{0}\right)\right|^{2} ;
$$

therefore, for a $\theta>0$ suitably chosen, we arrive at the following inequality:

$$
\begin{array}{r}
-\iint_{Q_{n}}(\operatorname{div} \vec{a}) f_{n} d x d \tau \geqq 2^{-4 \alpha \Lambda} \Phi(k) \iint_{Q_{n}}\left|\nabla F\left(u, k_{n+1}\right) \zeta_{n}\right|^{2} d x d \tau  \tag{2.6}\\
-2^{8 \alpha \Lambda} \frac{2^{2 n}}{\sigma^{2} \rho^{2}} \iint_{Q_{n}} \Phi(u) F\left(u, k_{n}\right)^{2} d x d \tau
\end{array}
$$

where we have also used $u \geqq k_{n+1}>k_{0}=(k / 2)$, and (2.2).
Adding (2.5) to (2.6) we get

$$
\begin{align*}
& \sup _{t_{n} \leqq \tau \leqq t} \int_{B_{n}(\tau)} F\left(u, k_{n+1}\right)^{2} \zeta_{n}^{2} d x+\Phi(k) \iint_{Q_{n}}\left|\nabla F\left(u, k_{n+1}\right) \zeta_{n}\right|^{2} d x d \tau \\
&  \tag{2.7}\\
& \quad \leqq \gamma_{1} \frac{2^{2 n}}{\sigma^{2} t}\left(1+\frac{t}{\rho^{2}} \Phi\left(\|u\|_{\infty, Q_{0}}\right)\right) \iint_{Q_{n}} F\left(u, k_{n}\right)^{2} d x d \tau, \quad \gamma_{1}=2^{20 \alpha \Lambda} .
\end{align*}
$$

Now fix $\eta>0$. First we consider the case

$$
\begin{equation*}
\mu \equiv \frac{t}{\rho^{2}} \Phi\left(\|u\|_{\infty, Q_{0}}\right) \geqq \eta . \tag{2.8}
\end{equation*}
$$

Then the right-hand side (r.h.s.) of (2.7) is majorized by

$$
\gamma_{1} \frac{2^{2 n}}{\sigma^{2} t}\left(1+\frac{1}{\eta}\right) \mu \iint_{Q_{n}} F\left(u, k_{n}\right)^{2} d x d \tau
$$

We also need the following estimate for

$$
\left|A_{n+1}\right| \equiv \text { meas }\left\{(x, \tau) \in Q_{n} \mid u(x, \tau)>k_{n+1}\right\}
$$

Using (2.1) again we have

$$
\begin{aligned}
\iint_{Q_{n}} F\left(u, k_{n}\right)^{2} d x d \tau & \geqq\left|A_{n+1}\right| \int_{k_{n}}^{k_{n+1}} d r \int_{k_{n}}^{r} \frac{\phi(s)^{\alpha}}{s^{2}} d s \\
& \geqq\left|A_{n+1}\right| \frac{\phi\left(k_{n}\right)^{\alpha}}{k_{n}^{2}} \frac{\left(k_{n+1}-k_{n}\right)^{2}}{2} \\
& \geqq 2^{-\alpha \Lambda(n+2)}\left|A_{n+1}\right| \phi(k)^{\alpha} .
\end{aligned}
$$

From (2.7)-(2.9) and the embedding of [5, pp. 74-75], there follows

$$
\begin{aligned}
& \iint_{Q_{n+1}} F\left(u, k_{n+1}\right)^{2} d x d \tau \\
& \quad \leqq \iint_{Q_{n}} F\left(u, k_{n+1}\right)^{2} \zeta_{n}^{2} d x d \tau \\
& \leqq\left|A_{n+1}\right|^{2 /(N+2)}\left(\iint_{Q_{n}}\left[F\left(u, k_{n+1}\right)^{2} \zeta_{n}^{2}\right]^{(N+2) / N} d x d \tau\right)^{N /(N+2)} \\
& \leqq C(N)\left|A_{n+1}\right|^{2 /(N+2)}\left(\iint_{Q_{n}}\left|\nabla F\left(u, k_{n+1}\right) \zeta_{n}\right|^{2} d x d \tau\right)^{N /(N+2)} \\
& \quad \cdot\left(\sup _{t_{n} \leqq \tau \leqq t} \int_{B_{n}(\tau)} F\left(u, k_{n+1}\right)^{2} \zeta_{n}^{2} d x\right)^{2 /(N+2)} \\
& \leqq D B^{n}\left(1+\frac{1}{\eta}\right) \mu\left(\sigma^{2} t\right)^{-1} \phi(k)^{-\alpha(2 /(N+2))} \Phi(k)^{-N /(N+2)} \\
& \quad \cdot\left(\iint_{Q_{0}} F\left(u, k_{n}\right)^{2} d x d \tau\right)^{1+(2 / N+2)}
\end{aligned}
$$

with $D=C(N) 2^{25 \alpha \Lambda}, B=2^{2 \alpha \Lambda}$; here and below $C(N)$ is a constant depending only on $N$.

If $k$ is such that

$$
\begin{aligned}
& \iint_{Q_{0}} F\left(u, k_{0}\right)^{2} d x d \tau \leqq \iint_{Q_{0}} F(u, 0)^{2} d x d \tau \\
&=D^{-(N+2) / 2} B^{-((N+2) / 2)^{2}}\left[\left(\sigma^{2} t\right)^{-1}\left(1+\frac{1}{\eta}\right) \mu\right]^{-(N+2) / 2} \cdot \phi(k)^{\alpha} \Phi(k)^{N / 2}
\end{aligned}
$$

Lemma 5.6 on page 95 of [5] implies that $\iint_{Q_{n}} F\left(u, k_{n}\right)^{2} d x d \tau \rightarrow 0$ as $n \rightarrow \infty$, i.e., $\|u\|_{\infty, Q_{\infty}} \leqq k$.

Thus, taking into account $F(u, 0)^{2} \leqq \phi(u)^{\alpha}$ and recalling the definitions of $\Phi$ and $\mu$,

$$
\begin{align*}
& \phi\left(\|u\|_{\infty, Q_{\infty}}\right)^{\alpha+(N / 2)}\|u\|_{\infty, Q_{\infty}}^{-(N / 2)}  \tag{2.11}\\
\leqq & \gamma_{2}(\sigma \rho)^{-(2+N)}\left(1+\frac{1}{\eta}\right)^{(N+2) / 2} \phi\left(\|u\|_{\infty, Q_{0}}\right)^{\alpha+(N / 2)-\varepsilon}\|u\|_{\infty, Q_{0}}^{-1-(N / 2)} \iint_{Q_{0}} \phi(u)^{1+\varepsilon} d x d \tau
\end{align*}
$$ $\left(\gamma_{2}=C(N) 2^{60 \alpha \Lambda N^{2}}\right)$ if we assume also $\alpha>1+\varepsilon$, e.g.,

$$
\begin{equation*}
\alpha=2+\varepsilon . \tag{2.12}
\end{equation*}
$$

Since obviously

$$
\|u\|_{\infty, Q_{\infty}} \leqq\|u\|_{\infty, Q_{0}}, \quad \phi(u)\|u\|_{\infty, Q_{0}}^{-1} \leqq \phi(u) u^{-1} \quad \text { in } Q_{0},
$$

we get from (2.11)

$$
\begin{gather*}
\phi\left(\|u\|_{\infty, Q_{\infty}}\right)^{\alpha+(N / 2)} \leqq \gamma_{2}(\sigma \rho)^{-(2+N)}\left(1+\frac{1}{\eta}\right)^{(N+2) / 2} \phi\left(\|u\|_{\infty, Q_{0}}\right)^{\alpha+(N / 2)-\varepsilon} \\
\cdot \iint_{Q_{0}} \Phi(u) \phi(u)^{\varepsilon} d x d \tau . \tag{2.13}
\end{gather*}
$$

Let us define

$$
\begin{aligned}
& \beta=1-\frac{\varepsilon}{\alpha+(N / 2)}, \\
& Q(s, \tau)=\left\{(x, \theta) \| x-x_{0} \mid<s, \tau<\theta<t\right\}, \\
& U(s, \tau)=\phi\left(\|u\|_{\infty, Q(s, \tau)}\right)^{\alpha+(N / 2)} .
\end{aligned}
$$

With this notation, on applying Young's inequality to (2.13) we have

$$
\begin{equation*}
U\left(\rho, \frac{t}{2}\right) \leqq \delta U\left(\rho_{0}, t_{0}\right)+\gamma_{3}\left(\rho_{0}-\rho\right)^{-(2+N) /(1-\beta)} M_{0} \tag{2.14}
\end{equation*}
$$

for any $\delta \in(0,1)$; here

$$
M_{0}=\delta^{-\beta /(1-\beta)}\left(1+\frac{1}{\eta}\right)^{(N+2) /(2(1-\beta))}\left(\iint_{Q_{0}} \Phi(u) \phi(u)^{\varepsilon} d x d \tau\right)^{1 /(1-\beta)}
$$

and $\gamma_{3}=\gamma_{2}^{1 /(1-\beta)}$.
Define

$$
\begin{array}{ll}
s_{0}=\rho, & s_{i+1}-s_{i}=(1-\sigma) \sigma^{i}(\sigma \rho), \\
\tau_{0}=\frac{t}{2}, & \tau_{i}-\tau_{i+1}=(1-\sigma) \sigma^{i}\left(\sigma \frac{t}{2}\right),
\end{array}
$$

for $i=0,1,2, \cdots$ and note that (2.14) holds in the form

$$
U\left(s_{i}, \tau_{i}\right) \leqq \delta U\left(s_{i+1}, \tau_{i+1}\right)+\gamma_{3}((1-\sigma) \sigma \rho)^{-(N+2) /(1-\beta)} \sigma^{-(N+2) /(1-\beta) i} M_{0} .
$$

By iteration

$$
U\left(s_{0}, \tau_{0}\right) \leqq \delta^{n} U\left(s_{n}, \tau_{n}\right)+\gamma_{3}((1-\sigma) \sigma \rho)^{-(N+2) /(1-\beta)} M_{0} \sum_{i=0}^{n}\left[\delta \sigma^{-(N+2) /(1-\beta)}\right]^{i} .
$$

Now we choose $\delta=\frac{1}{2} \sigma^{(N+2) /(1-\beta)}$ and let $n \rightarrow \infty$. Then, taking the $(\alpha+(N / 2))$ th root of both sides of the inequality so obtained, we arrive at

$$
\phi\left(\|u\|_{\infty, Q_{\infty}}\right) \leqq \gamma_{4}\left(\frac{t}{\rho^{2}}\right)^{1 / \varepsilon}(1-\sigma)^{-(N+2) / \varepsilon} \sigma^{-(N+\alpha)^{2} / \varepsilon^{2}}\left(1+\frac{1}{\eta}\right)^{(N+2) / 2 \varepsilon}
$$

$$
\begin{equation*}
\cdot\left(\iint_{Q_{0}} \Phi(u) \phi(u)^{\varepsilon} d x d \tau\right)^{1 / \varepsilon} \tag{2.15}
\end{equation*}
$$

$\gamma_{4}=\left(2 \gamma_{2}\right)^{1 / \varepsilon}$.
Finally, if (2.8) is not true, we have

$$
\begin{equation*}
\|u\|_{\infty, Q_{\infty}} \leqq \Phi^{-1}\left(\eta \frac{\rho^{2}}{t}\right) . \tag{2.16}
\end{equation*}
$$

Estimate (1.6) follows when we combine (2.15) with (2.16) and $\phi\left(\Phi^{-1}(x)\right)=$ $x \Phi^{-1}(x)$ (note that $\Phi^{-1}$ exists because of the strict inequality in (1.2)).

## 3. Comments and generalizations.

Remark 3.1. If $\phi(u)=u^{m}, m>1$, (1.6) reads (take $\varepsilon=\lambda / m, \lambda>0$ )

$$
\|u\|_{\infty, Q_{\infty}} \leqq\left(\eta \frac{\rho^{2}}{t}\right)^{1 /(m-1)}+\gamma\left(\frac{t}{\rho^{2}}\right)^{1 / \lambda}\left(1+\frac{1}{\eta}\right)^{(N+2) / 2 \lambda}\left(\iint_{Q_{0}} u^{m-1+\lambda} d x d \tau\right)^{1 / \lambda}
$$

for all $\eta, \lambda>0$.
In the linear case $\phi(u)=u, \Phi \equiv 1$, we can take $\eta=t / \rho^{2}$ in (2.8), so that our estimate takes the form (2.15), which in turn reduces to Moser's sup-estimate [6].

Remark 3.2. A solution of $u_{t}-\Delta u^{m}=0, m>1$, is given by

$$
\begin{array}{ll}
V(x, t)=\alpha|x|^{2 /(m-1)}\left(1-\frac{t}{T^{*}}\right)^{-1 /(m-1)}, & t \in\left(0, T^{*}\right), \quad x \in \mathbb{R}^{N}, \\
T^{*}=(m-1)\left(2 m(N(m-1)+2) \alpha^{m-1}\right)^{-1}, & \alpha \text { fixed. }
\end{array}
$$

Applying to $V$ the estimate of Remark 3.1, we can see that the functional dependence on $u$ of the second term on the r.h.s. of (1.6) is sharp.

We also note that, in (1.6), a corrective term balancing the second term on the r.h.s. is needed (just consider solutions $u \equiv$ const, and let $\rho \rightarrow \infty$ ). Moreover, in our estimate, the behavior as $\rho \rightarrow \infty$ of the corrective term $\left(\eta \rho^{2} / t\right) \Phi^{-1}\left(\eta \rho^{2} / t\right)$, is the one predicted by sup-estimates at infinity for solutions of (1.1) ([1], [3], [4]).

The interpolation form assumed by (1.6) allows us to give our estimate for the subsolution $u$ itself, rather than for $w=\max (u, c)(c>0$ fixed arbitrarily: see Remark 3.3 for an estimate of $w$ ).

Remark 3.3. Assume $\phi$ satisfies (1.2) (where we now allow the first inequality to be nonstrict) only for $s>\Lambda \geqq 1$, and $u$ satisfies in $Q_{0}$

$$
u_{t}-\operatorname{div} \vec{a}(x, t, u, \nabla \phi(u)) \leqq b(x, t, u, \nabla \phi(u)),
$$

where

$$
\begin{aligned}
& \vec{a}(x, t, u, \nabla \phi(u)) \cdot \nabla u \geqq \Lambda^{-1} \Phi(u)|\nabla u|^{2}-\Lambda(1+u \phi(u)), \\
& |\vec{a}(x, t, u, \nabla \phi(u))| \leqq \Lambda(\Phi(u)|\nabla u|+\phi(u)+1), \\
& |b(x, t, u, \nabla \phi(u))| \leqq \Lambda(\Phi(u)|\nabla u|+\phi(u)+1) .
\end{aligned}
$$

Then, using the techniques of the lemma and theorem above, we can prove for $w=\max (u, 2 \Lambda)$

$$
\begin{align*}
& \phi\left(\|w\|_{\infty, Q_{\infty}}\right) \\
& \quad \leqq \gamma\left\{(1+t)\left(\frac{t}{\rho^{2}}+\frac{\rho^{2}}{t}\right)^{2}\left(1+\Phi(\Lambda)^{-1}\right)\right\}^{(N+2) / 2 \varepsilon}\left(\iint_{Q_{0}} \Phi(w) \phi(w)^{\varepsilon} d x d \tau\right)^{1 / \varepsilon} . \tag{3.1}
\end{align*}
$$

Indeed, in the proof we can take $k \geqq 2 \Lambda$, so that (2.1), (2.2) still hold in [ $k / 2, \infty$ ). Moreover, (2.8) certainly holds if we take

$$
\eta=\Phi(\Lambda) \frac{t}{\rho^{2}}
$$

this choice accounts for the appearance of $\Phi(\Lambda)$ in (3.1).
Remark 3.4. Solutions of variable sign. Assume $\phi: \mathbb{R} \rightarrow \mathbb{R}$ is an increasing AC function satisfying (1.2) almost everywhere $s \in \mathbb{R}$, and $u$ is a bounded local solution of (1.1) in $Q_{0}$ (in the class defined above); $u$ is not required to have constant sign. Then the previous arguments, with minor changes, prove estimates similar to (1.6) for the positive and negative parts of $u$. Analogous extensions hold if $\phi$ merely satisfies the assumptions of Remark 3.3 for large values of $|s|$.

## REFERENCES

[1] D. Andreucci and E. DiBenedetto, A new approach to initial traces in nonlinear filtration, Ann. Inst. H. Poincaré Anal. Non Linéaire, to appear.
[2] Ph. Bénilan and J. Berger, Estimation uniforme de la solution de $u_{t}=\Delta \varphi(u)$ et caractérisation de l'effet régularisant, C.R. Acad. Sci. Paris, Sér. I Math., 300 (1985), pp. 573-576.
[3] Ph. Bénilan, M. G. Crandall, and M. Pierre, Solutions of the porous medium equation in $\mathbb{R}^{n}$ under optimal conditions on initial values, Indiana Univ. Math. J., 33 (1984), pp. 51-87.
[4] B. E. J. Dahlberg and C. E. Kenig, Non-negative solutions of generalized porous medium equations, Rev. Mat. Iberomericana, 2 (1986), pp. 267-305.
[5] O. A. Ladyzenskaja, V. A. Solonnikov, and N. N. Ural'tzeva, Linear and quasilinear equations of parabolic type, Trans. Math. Monographs, 23, American Mathematical Society, Providence, RI, 1968.
[6] J. Moser, A Harnack inequality for parabolic differential equations, Comm. Pure Appl. Math., 17 (1964), pp. 101-134.

# AN INVERSE PROBLEM FOR A CLASS OF QUASILINEAR PARABOLIC EQUATIONS* 

YANPING LIN $\dagger$


#### Abstract

The identification of the source control $q=q(t)$ of one-dimensional quasilinear parabolic equations is considered via additional information on the solution of integral type. Existence, uniqueness, and continuous dependence of the solution upon the data are demonstrated by employing some a priori estimates, compactness arguments, and the strong maximum principle.
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1. Introduction. We study the identification of the unknown source control $q=q(t)$ in the following quasilinear parabolic equation:

$$
\begin{align*}
& u_{t}=a\left(x, t, u, u_{x}\right)_{x}+q(t) u+F\left(x, t, u, u_{x}, q(t)\right) \quad \text { in } Q_{T}, \\
& u(x, 0)=\phi(x), \quad 0<x<1,  \tag{1.1}\\
& u(0, t)=f(t), \quad u(1, t)=g(t), \quad 0<t<T
\end{align*}
$$

subject to the integral identity

$$
\begin{equation*}
\int_{0}^{s(t)} \Phi(x, t) u(x, t) d x=E(t), \quad 0<t<T, \quad 0<s(t) \leqq 1 \tag{1.2}
\end{equation*}
$$

where $Q_{T}=\{(x, t) \mid 0<x<1,0<t<T\}$ with $T>0$, the functions $a=a(x, t, u, p), F=$ $F(x, t, u, p, q), \phi, f, g, s, E$, and $\Phi$ are known and

$$
\begin{equation*}
a_{p}=\frac{\partial a}{\partial p}(x, t, u, p) \geqq a_{0}>0 . \tag{1.3}
\end{equation*}
$$

Problem (1.1)-(1.2) and other similar inverse problems, or parameters identification problems, have recently been studied by several authors both in one- and $n$-dimensional spaces [3], [4], [5], [15], [16]. In [3]-[5] Cannon and Lin solve these problems classically, while abstract semigroup methods were employed in [15] and [16]. When $a=p$ and (1.1) is subject to the second boundary conditions $u_{x}(0, t)=f(t)$ and $u_{x}(1, t)=g(t)$, problem (1.1)-(1.2) has been treated by Cannon and Lin [5] with $s(t) \equiv 1$. There existence, uniqueness, and stability of the solution are derived via potential theoretic representation techniques. It is obvious that the method used in [5] will no longer be good for problem (1.1)-(1.2) due to the nonlinearity of the leading term, which suggests the need for another alternative.

To interpret the integral condition (1.2), we consider the following. First, if $u$ is a temperature, then (1.1)-(1.2) can be regarded as a control problem with source control. Here we investigate the identification of the source control $q(t)$ necessary to produce the specified or desired energy $E(t)$ on a portion of the domain. Second, let us consider the example of certain chemicals absorbing light at various frequencies given by Cannon, Esteva, and van der Hoek in [2]. The intensity of such light on a

[^12]photoelectric cell gives an electric signal which is proportional to the total amount of chemical present in the volume through which the light passes. If $u$ denotes the concentration of such a chemical which is diffusing in a straight glass tube with $x$ measured in the direction of the axis of the tube, then the electric signal produced by a light beam passing through the tube at the right angles to the tube between $x=0$ and $x=s(t)$ is proportional to the integral in (1.2) (with $\Phi=1$ ) which is the total mass of the chemical in $0 \leqq x \leqq s(t)$ at the time $t$. For such diffusion processes, the integral condition (1.2) arises naturally and can be used as supplementary information in the determination of the unknown concentration $u$ and the source $q(t)$. We can also find other examples in which the integral condition (1.2) arises, for instance, heat transmission in a thin rod in particle diffusion in turbulent plasma [1], [7], [11], [12].

Following [5] we want to eliminate the term $q(t) u$ in (1.1) by introducing the following transformations:

$$
\begin{array}{cl}
v(x, t)=u(x, t) \exp \left\{\int_{0}^{t}-q(\xi) d \xi\right\}, & r(t)=\exp \left\{-\int_{0}^{t} q(\xi) d \xi\right\}, \\
u(x, t)=v(x, t) \exp \left\{\int_{0}^{t} q(\xi) d \xi\right\}, & q(t)=\frac{-\dot{r}(t)}{r(t)}, \quad \dot{r}=\frac{d r}{d t} . \tag{1.5}
\end{array}
$$

Thus, (1.1)-(1.2) can be written equivalently, by $(u, q) \rightarrow(v, r)$, as

$$
\begin{align*}
v_{t}= & r(t) a\left(x, t, \frac{v}{r}, \frac{v_{x}}{r}\right)_{x}+r(t) F\left(x, t, \frac{v}{r}, \frac{v_{x}}{r}, \frac{-\dot{r}}{r}\right) \quad \text { in } Q_{T}, \\
& v(x, 0)=\phi(x), \quad 0<x<1,  \tag{1.6}\\
& v(0, t)=r(t) f(t), \quad v(1, t)=r(t) g(t), \quad 0<t<T,
\end{align*}
$$

and

$$
\begin{equation*}
r(t)=\frac{1}{E(t)} \int_{0}^{s(t)} \Phi(x, t) v(x, t) d x, \quad 0<t<T, \quad 0<s(t) \leqq 1 . \tag{1.7}
\end{equation*}
$$

Problem (1.6)-(1.7) now can be viewed as a quasilinear parabolic equation with nonlocal boundary condition and nonlinear functional of the solution if we substitute (1.7) into (1.6). Although (1.6)-(1.7) looks more complicated than does problem (1.1)-(1.2), it is easier to handle as we shall see below. We now define the solution pair $(u, q)$ and $(v, r)$.

Definition 1.1. A pair $(u, q)$ is called a solution for problem (1.1)-(1.2) if there exists an $\alpha, 0<\alpha<1$, such that

$$
u \in C^{1+\alpha}\left(\bar{Q}_{T}\right) \cap C^{2+\alpha}\left(Q_{T}\right) \quad \text { and } \quad q \in C^{\alpha / 2}([0, T])
$$

and that the pair $(u, q)$ satisfy equations (1.1)-(1.2).
Definition 1.2. A pair $(v, r)$ is called a solution for problem (1.6)-(1.7) if $r(t) \neq 0$ and there exists an $\alpha, 0<\alpha<1$, such that

$$
v \in C^{1+\alpha}\left(\bar{Q}_{T}\right) \cap C^{2+\alpha}\left(Q_{T}\right) \quad \text { and } \quad r \in C^{1+\alpha / 2}([0, T]),
$$

and that the pair $(v, r)$ satisfy equations (1.6)-(1.7).
Here and throughout this paper we shall use the standard notation for Hölder spaces, $C^{\alpha}, C^{1+\alpha}$, etc. defined in [9]. We shall also use the following notation:

$$
\begin{aligned}
& \|v(\cdot, t)\|_{L^{p}(0,1)}=\left(\int_{0}^{1}|v(x, t)|^{p} d x\right)^{1 / p}, \quad 1 \leqq p<\infty \\
& \|v(\cdot, t)\|_{L^{\infty}(0,1)}=\operatorname{ess} \sup _{x \in(0,1)}|v(x, t)|
\end{aligned}
$$

for the functions $v=v(x, t)$ defined on $Q_{T}$, and $\|f\|_{L^{p}(0, T)}, 1 \leqq p \leqq \infty$, for the functions defined on $(0, T)$.

Under these definitions we have the following lemma.
Lemma 1.1. If $(u, q)$ is a unique solution pair for (1.1)-(1.2), then the pair ( $v, r$ ) defined by (1.4)-(1.5) is a unique solution pair for (1.6)-(1.7) and vice versa provided that $r(t)>0$ for $t \in[0, T)$.

Proof. It is an elementary argument which we omit.
Our approach as in [5] is that we shall show problem (1.6)-(1.7) has a unique solution pair $(v, r)$ with $r(t)>0$, and then by Lemma 1.1 we will conclude that the inverse problem (1.1)-(1.2) possesses a unique solution pair ( $u, q$ ) via the transformations (1.4)-(1.5).

In order to have a direct relation between $\dot{r}$ and $r, v, v_{x}$, we differentiate (1.7) and use (1.6) to obtain

$$
\begin{aligned}
\dot{r}=-\frac{\dot{E}}{E^{2}} & \int_{0}^{s(t)} \Phi v d x+\frac{1}{E}\left\{\Phi(s(t), t) v(s(t), t) \dot{s}(t)+\int_{0}^{s(t)} \Phi_{t} v d x\right\} \\
+ & \frac{1}{E} r(t)\left\{\Phi(s(t), t) a\left(s(t), t, \frac{v(s(t), t)}{r(t)}, \frac{v_{x}(s(t), t)}{r(t)}\right)\right. \\
& \left.-\Phi(0, t) a\left(0, t, \frac{v(0, t)}{r(t)}, \frac{v_{x}(0, t)}{r(t)}\right)\right\} \\
& -\frac{1}{E} \int_{0}^{s(t)} \Phi_{x}(x, t) r(t) a\left(x, t, \frac{v}{r}, \frac{v_{x}}{r}\right) d x \\
& +\frac{1}{E} \int_{0}^{s(t)} \Phi(x, t) r(t) F\left(x, t, \frac{v}{r}, \frac{v_{x}}{r}, \frac{-r}{r}\right) d x .
\end{aligned}
$$

We now state our assumptions on the data.
Assumption (H1). Assume that $a=a(x, t, u, p)$ is a smooth function with respect to all of its variables and satisfies the following growth conditions:

$$
\begin{equation*}
|a(x, t, u, p)| \leqq C(1+|u|+|p|), \quad\left|a_{u}(x, t, u, p)\right|+\left|a_{x}(x, t, u, p)\right| \leqq C . \tag{1.9}
\end{equation*}
$$

Here and in what follows, we denote by $C$ a generic constant which depends only upon known quantities.

Assumption (H2). $f \geqq 0, g \geqq 0, \phi \geqq 0$ ( $\phi$ is not identically zero), $0<s(t) \leqq 1$, $\Phi(x, t)>0, E(t)>0$, and there exists $\alpha, 0<\alpha<1$, such that

$$
\phi \in C^{2+\alpha}([0,1]), \quad \Phi \in C^{2+\alpha}\left(\bar{Q}_{T}\right), \quad E, s, f, g \in C^{1+\alpha / 2}([0, T]) .
$$

Assumption (H3). $F=F(x, t, u, p, q)$ is a smooth function with respect to all of its variables, $F \geqq 0$ and

$$
\begin{equation*}
|F(x, t, u, p, q)| \leqq \delta|q|+C(|u|+|p|+1) \tag{1.10}
\end{equation*}
$$

where $\delta>0$ is such that

$$
\begin{equation*}
0 \leqq \delta^{*}=\delta \max _{0 \leqq t \leqq T}\left\{E(t)^{-1} \int_{0}^{s(t)} \Phi(x, t) d x\right\}<1 \tag{1.11}
\end{equation*}
$$

Remark 1.1. A consequence of (H3) is that equation (1.8) is uniquely solvable for $\dot{r}$, given $r, v, v_{x}$.

Assumption (H4). The data satisfies the following compatibility conditions:

$$
\begin{aligned}
& \phi(0)=f(0), \quad \phi(1)=g(0), \quad E(0)=\int_{0}^{s(0)} \Phi(x, 0) \phi(x) d x, \\
& \dot{f}(0)=\left.a\left(x, 0, \phi(x), \phi_{x}(x)\right)_{x}\right|_{x=0}+F\left(0,0, \phi(0), \phi_{x}(0), q(0)\right), \\
& \dot{g}(0)=\left.a\left(x, 0, \phi(x), \phi_{x}(x)\right)_{x}\right|_{x=1}+F\left(q, 0, \phi(1), \phi_{x}(1), q(0)\right),
\end{aligned}
$$

where $q(0)$ is uniquely determined from known data and satisfies

$$
\begin{aligned}
\dot{E}(0)= & \Phi(s(0), 0) \phi(s(0)) \dot{s}(0)+\int_{0}^{s(0)} \Phi_{t}(x, 0) \phi(x) d x+q(0) E(0)+\left.a\left(x, 0, \phi, \phi_{x}\right)\right|_{0} ^{s(0)} \\
& +\int_{0}^{s(0)} \Phi(x, 0) F\left(x, 0, \phi, \phi_{x}, q(0)\right) d x-\int_{0}^{s(0)} \Phi_{x}(x, 0) a\left(x, 0, \phi, \phi_{x}\right) d x .
\end{aligned}
$$

This paper is organized in the following way. In § 2, we derive by using integral inequalities, Young's inequality, and interpolation inequalities [6], [8], some a priori bounds on the solution pair $(v, r)$. In § 3, we approximate our solution pair $(v, r)$ by a sequence of smooth functions $\left\{v^{\theta}, r^{\theta}\right\}$, and we employ the a priori estimates obtained in $\S 2$, the strong maximum principle and compactness arguments to conclude that there is a subsequence of $\left\{v^{\theta}, r^{\theta}\right\}$ which will converge to the real solution of problem (1.6)-(1.7). Also, we demonstrate the uniqueness and continuous dependence of the solution upon the data, and finally, we state our main results for problem (1.1)-(1.2).
2. A priori bounds on $(\boldsymbol{v}, \boldsymbol{r})$. We shall in this section derive various a priori bounds for the solution pair ( $v, r$ ) for problem (1.6)-(1.7) under the assumption that the solution pair ( $v, r$ ) exists and is such that $r=r(t) \neq 0$ for $t \in[0, T)$.

First, we shall show the following result.
Lemma 2.1. There exists $a C>0$ such that

$$
\begin{equation*}
\iint_{Q_{t}} v_{x x}^{2} d x d \tau+\int_{0}^{1} v_{x}^{2} d x+\int_{0}^{t}\left(r^{2}+\dot{r}^{2}\right) d \tau \leqq C, \quad t \in(0, T) \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\|v\|_{C\left(\bar{Q}_{T}\right)}+\|r\|_{C([0, T])} \leqq C . \tag{2.2}
\end{equation*}
$$

Proof. We multiply equation (1.6) by $v_{x x}$ and integrate over $Q_{t}$ to obtain

$$
\begin{align*}
\iint_{Q_{t}} v_{t} v_{x x} d x d \tau= & \iint_{Q_{t}} r(t) a\left(x, t, \frac{v}{r}, \frac{v_{x}}{r}\right)_{x} v_{x x} d x d \tau \\
& +\iint_{Q_{t}} r(t) F\left(x, t, \frac{v}{r}, \frac{v_{x}}{r}, \frac{-r}{r}\right) v_{x x} d x d \tau  \tag{2.3}\\
= & I_{1}+I_{2} .
\end{align*}
$$

We know from integration by parts that

$$
\begin{aligned}
\iint_{Q_{t}} v_{t} v_{x x} d x d \tau & =\left.\int_{0}^{t} v_{t} v_{x}\right|_{0} ^{1} d \tau-\iint_{Q_{t}} v_{x} v_{x t} d x d \tau \\
& =\left.\int_{0}^{t} v_{t} v_{x}\right|_{0} ^{1} d \tau-\frac{1}{2} \int_{0}^{1} v_{x}^{2} d x+\frac{1}{2} \int_{0}^{1} \phi_{x}^{2} d x .
\end{aligned}
$$

Since

$$
r(t) a\left(x, t, \frac{v}{r}, \frac{v_{x}}{r}\right)_{x}=a_{p} v_{x x}+a_{u} v_{x}+r(t) a_{x},
$$

we have from assumption (H1),

$$
\begin{align*}
I_{1} & \geqq a_{0} \iint_{Q_{1}} v_{x x}^{2} d x d \tau-C \iint_{Q_{t}}\left|v_{x x}\right|\left(|r|+|v|+\left|v_{x}\right|\right) d x d \tau \\
& \geqq\left(a_{0}-\varepsilon\right) \iint_{Q_{t}} v_{x x}^{2} d x d \tau-C(\varepsilon) \iint_{Q_{t}}\left(|r|^{2}+|v|^{2}+\left|v_{x}\right|^{2}\right) d x d \tau . \tag{2.4}
\end{align*}
$$

Similarly, we see from assumption (H3) that

$$
\begin{equation*}
\left|I_{2}\right| \leqq \varepsilon \iint_{Q_{t}} v_{x x}^{2} d x d \tau+C(\varepsilon)\left\{\iint_{Q_{t}}\left(|v|^{2}+\left|v_{x}\right|^{2}\right) d x d \tau+\int_{0}^{t}\left(|r|^{2}+|\dot{r}|^{2}\right) d \tau\right\} . \tag{2.5}
\end{equation*}
$$

It is easy to see from (1.8) and assumptions (H1)-(H3) that

$$
|\dot{r}| \leqq C\left\{\|v(\cdot, t)\|_{L^{\infty}(0,1)}+\left\|v_{x}(\cdot, t)\right\|_{L^{\infty}(0,1)}\right\}+\delta^{*}|\dot{r}|
$$

from which it follows that

$$
\begin{equation*}
|\dot{r}| \leqq \frac{C}{1-\delta^{*}}\left\{\|v(\cdot, t)\|_{L^{\infty}(0,1)}+\left\|v_{x}(\cdot, t)\right\|_{L^{\infty}(0,1)}\right\} . \tag{2.6}
\end{equation*}
$$

But, from $v(0, t)=r(t) f(t)$ and $v(1, t)=r(t) g(t)$, it follows that

$$
\begin{equation*}
\left|v_{t}(0, t)\right| \leqq C|\dot{r} f+r \dot{f}| \leqq C(|r|+|\dot{r}|), \quad\left|v_{t}(1, t)\right| \leqq C|\dot{r} g+r \dot{g}| \leqq C(|r|+|\dot{r}|) . \tag{2.7}
\end{equation*}
$$

Since

$$
\begin{equation*}
\left.\int_{0}^{t} v_{t} v_{x}\right|_{0} ^{1} d \tau=\int_{0}^{t}\left(v_{t}(1, \tau) v_{x}(1, \tau)-v_{t}(0, \tau) v_{x}(0, \tau)\right) d \tau \tag{2.8}
\end{equation*}
$$

we obtain from (2.6)-(2.8) and the trace inequalities [14] that

$$
\begin{align*}
\left|\int_{0}^{t} v_{t} v_{x}\right|_{0}^{1} d \tau \mid & \leqq C \int_{0}^{t}\left\|v_{x}(\cdot, \tau)\right\|_{L^{\infty}(0,1)}(|r|+|\dot{r}|) d \tau \\
& \leqq C \int_{0}^{t}\left(\left\|v_{x}(\cdot, \tau)\right\|_{L^{\infty}(0,1)}+\|v(\cdot, \tau)\|_{L^{\infty}(0,1)}\right) d \tau  \tag{2.9}\\
& \leqq \varepsilon C \iint_{Q_{t}} v_{x x}^{2} d x d \tau+C(\varepsilon) \iint_{Q_{t}}\left(\left|v_{x}\right|^{2}+|v|^{2}\right) d x d \tau .
\end{align*}
$$

Hence, by taking $\varepsilon$ small and fixed, we have from (2.3)-(2.9) that
(2.10) $\iint_{Q_{t}} v_{x x}^{2} d x d \tau+\int_{0}^{1} v_{x}^{2} d x \leqq C\left\{1+\iint_{Q_{t}}\left(|v|^{2}+\left|v_{x}\right|^{2}\right) d x d \tau+\int_{0}^{t}\left(|r|^{2}+|\dot{r}|^{2}\right) d \tau\right\}$.

Since

$$
\begin{equation*}
\iint_{Q_{t}} v^{2} d x d \tau \leqq C \int_{0}^{t}|f|^{2} d \tau+C \iint_{Q_{t}} v_{x}^{2} d x d \tau \tag{2.11}
\end{equation*}
$$

we see via (2.6) and the trace inequalities that

$$
\begin{align*}
\int_{0}^{t}\left(|r|^{2}+|\dot{r}|^{2}\right) d \tau & \leqq C \int_{0}^{t}\left(\|v(\cdot, \tau)\|_{L^{\infty}(0,1)}+\left\|v_{x}(\cdot, \tau)\right\|_{L^{\infty}(0,1)}\right) d \tau \\
& \leqq \varepsilon C \iint_{Q_{t}} v_{x x}^{2} d x d \tau+C(\varepsilon) \iint_{Q_{t}}\left(|v|^{2}+\left|v_{x}\right|^{2}\right) d x d \tau \tag{2.12}
\end{align*}
$$

after substituting (2.11)-(2.12) with $\varepsilon$ sufficiently small (fixed) into (2.10) and using Gronwall's lemma, we have

$$
\iint_{Q_{1}} v_{x x}^{2} d x d \tau+\int_{0}^{1} v_{x}^{2} d x \leqq C
$$

and then by (2.12)

$$
\int_{0}^{t}\left(|r|^{2}+|\dot{r}|^{2}\right) d \tau \leqq C
$$

Finally, (2.2) is a direct application of (2.1).
Lemma 2.2. There exists $C>0$ such that

$$
\begin{equation*}
\left\|v_{x}\right\|_{L^{\infty}\left(\bar{Q}_{T}\right)}+\|\dot{r}\|_{L^{\infty}(0, T)} \leqq C . \tag{2.13}
\end{equation*}
$$

We need the following two well-known inequalities to prove our Lemma 2.2.
The interpolation inequality:

$$
\begin{equation*}
\|u\|_{L^{\infty}(0,1)} \leqq C\|u\|_{H^{1}(0,1)}^{2 / 3}\|u\|_{L^{1}(0,1)}^{1 / 3}, \quad u \in H^{1}(0,1) \tag{2.14}
\end{equation*}
$$

and Young's inequality:

$$
\begin{equation*}
A B \leqq \eta \frac{A^{\sigma}}{\sigma}+\eta^{-h / \sigma} \frac{B^{h}}{h}, \quad A, B \geqq 0, \quad \eta>0, \quad \frac{1}{\sigma}+\frac{1}{h}=1, \quad \sigma, h>1 . \tag{2.15}
\end{equation*}
$$

Proof of Lemma 2.2. Let $P>2$; then we have

$$
\begin{aligned}
\int_{0}^{1} v_{x}^{P} d x-\int_{0}^{1} \phi_{x}^{P} d x & =\int_{0}^{t} \frac{d}{d t} \int_{0}^{1} v_{x}^{P} d x d \tau \\
& =\left.\int_{0}^{t} P v_{x}^{P-1} v_{t}\right|_{0} ^{1} d \tau-\iint_{Q_{t}} P(P-1) v_{x}^{P-2} v_{x x} v_{t} d x d \tau \\
& =J_{1}+J_{2}
\end{aligned}
$$

From assumptions (H1)-(H3) and (1.6), we see that there holds for a small $\varepsilon>0$

$$
\begin{aligned}
& J_{2}=-\iint_{Q_{t}} P(P-1) v_{x}^{P-2} v_{x x}\left\{a_{p} v_{x x}+a_{u} v_{x}+r(t) a_{x}+r(t) F\left(x, t, \frac{v}{r}, \frac{v_{x}}{r}, \frac{-\dot{r}}{r}\right)\right\} d x d \tau \\
& \leqq-a_{0} \iint_{Q_{t}} P(P-1) v_{x}^{P-2} v_{x x}^{2} d x d \tau \\
&+\iint_{Q_{t}} P(P-1)\left|v_{x}\right|^{P-2}\left|v_{x x}\right|\left(\left|v_{x}\right|+|v|+|r|+|\dot{r}|\right) d x d \tau \\
& \leqq\left(\varepsilon-a_{0}\right) \iint_{Q_{t}} P(P-1) v_{x}^{P-2} v_{x x}^{2} d x d \tau \\
&+C(\varepsilon) \iint_{Q_{t}} P(P-1)\left|v_{x}\right|^{P-2}\left(\left|v_{x}\right|^{2}+|v|^{2}+|r|^{2}+|\dot{r}|^{2}\right) d x d \tau
\end{aligned}
$$

and by (2.12) and Lemma 2.1,

$$
\begin{aligned}
J_{2} \leqq & \left(\varepsilon-a_{0}\right) \iint_{Q_{t}} P(P-1) v_{x}^{P-2} v_{x x}^{2} d x d \tau \\
& +C(\varepsilon) \iint_{Q_{t}} P(P-1)\left(\left\|v_{x}(\cdot, \tau)\right\|_{L^{\infty}(0,1)}^{P}+\left\|v_{x}(\cdot, \tau)\right\|_{L^{\infty}(0,1)}^{P-2}\right) d x d \tau
\end{aligned}
$$

We know from (2.6) and (2.8) that

$$
\left|J_{1}\right| \leqq C \int_{0}^{t} P\left(\|v(\cdot, \tau)\|_{L^{\infty}(0,1)}^{P}+\left\|v_{x}(\cdot, \tau)\right\|_{L^{\infty}(0,1)}^{P_{\infty}}\right) d \tau
$$

and then, we obtain from the estimates for $J_{i}^{\prime} s$ that

$$
\begin{align*}
& \int_{0}^{1} v_{x}^{P} d x+\iint_{Q_{t}} P(P-1) v_{x}^{P-2} v_{x x}^{2} d x d \tau \\
& \quad \leqq C P^{2}+C \int_{0}^{1} \phi_{x}^{P} d x+C \int_{0}^{T} P^{2}\left\|v_{x}(\cdot, \tau)\right\|_{L^{\infty}(0,1)}^{P^{\infty}} d \tau . \tag{2.16}
\end{align*}
$$

Here we have used (2.2) to bound $\|v\|_{L^{\infty}\left(Q_{T}\right)}$ and $\|r\|_{L^{\infty}(0, T)}$.
If $\left\|v_{x}(\cdot, t)\right\|_{L^{\infty}(0,1)} \leqq \max \left\{1,\left\|\phi_{x}\right\|_{L^{\infty}(0,1)}\right\}$ for all $t \in(0, T)$, then we are done. Otherwise, it follows from the continuity of $v_{x}$ that the interval $(0, T)$ can be decomposed into two parts: $(0, T)=G_{T} \cup L_{T}$, where

$$
\begin{aligned}
& G_{T}=\left\{t \mid\left\|v_{x}(\cdot, t)\right\|_{L^{\infty}(0,1)} \geqq \max \left\{1,\left\|\phi_{x}\right\|_{L^{\infty}(0,1)}\right\}, t \in(0, T)\right\}, \\
& L_{T}=\left\{t \mid\left\|v_{x}(\cdot, t)\right\|_{L^{\infty}(0,1)}<\max \left\{1,\left\|\phi_{x}\right\|_{L^{\infty}(0,1)}\right\}, t \in(0, T)\right\},
\end{aligned}
$$

and $\operatorname{Meas}\left(G_{T}\right)>0$. Thus,

$$
1+\int_{0}^{1} \phi_{x}^{P} d x \leqq \frac{2}{\operatorname{Meas}\left(G_{T}\right)} \int_{G_{T}}\left\|v_{x}(\cdot, \tau)\right\|_{L^{\infty}(0,1)}^{P} d \tau \leqq C \int_{0}^{T}\left\|v_{x}(\cdot, \tau)\right\|_{L^{\infty}(0,1)}^{P^{\prime}} d \tau
$$

and hence, (2.16) will become

$$
\begin{equation*}
\int_{0}^{1} v_{x}^{P} d x+\iint_{Q_{T}} P(P-1) v_{x}^{P-2} v_{x x}^{2} d x d \tau \leqq C \int_{0}^{T} P^{2}\left\|v_{x}(\cdot, \tau)\right\|_{L^{\infty}(0,1)}^{P_{1}} d \tau . \tag{2.17}
\end{equation*}
$$

Here the constant $C$ is dependent upon Meas ( $G_{T}$ ).
Now we see from the interpolation inequality (2.14) that

$$
\left\|v_{x}^{P / 2}\right\|_{L^{\infty}(0,1)} \leqq C\left\|v_{x}^{P / 2}\right\|_{H^{1}(0,1)}^{2 / 3}\left\|v_{x}^{P / 2}\right\|_{L^{1}(0,1)}^{1 / 3},
$$

and then, by Young's inequality (2.15) with $\sigma=\frac{3}{2}$ and $h=3$,

$$
\begin{aligned}
\left\|v_{x}\right\|_{L^{\infty}(0,1)}^{P} & \leqq C\left\|v_{x}^{P / 2}\right\|_{H^{1}(0,1)}^{4 / 3}\left\|v_{x}^{P / 2}\right\|_{L^{1}(0,1)}^{2 / 3} \\
& \leqq C \eta\left\|v_{x}^{P / 2}\right\|_{H^{1}(0,1)}^{2}+C \eta^{-2}\left\|v_{v}^{P / 2}\right\|_{L^{1}(0,1)}^{2}
\end{aligned}
$$

Since,

$$
\left\|v_{x}^{P / 2}\right\|_{H^{1}(0,1)}^{2}=\frac{P^{2}}{4} \int_{0}^{1} v_{x}^{P-2} v_{x x}^{2} d x+\int_{0}^{1} v_{x}^{P} d x
$$

and

$$
\left\|v_{x}^{P / 2}\right\|_{L^{1}(0,1)}^{2}=\left\|v_{x}\right\|_{L^{P / 2}(0,1)}^{P}
$$

we see that for $t \in[0, T]$,

$$
\begin{aligned}
& \int_{0}^{1} v_{x}^{P} d x+P(P-1) \int_{0}^{T} \int_{0}^{1} v_{x}^{P-2} v_{x x}^{2} d x d t \\
& \leqq C P(P-1)\left\{P^{2} \eta \int_{0}^{T} \int_{0}^{1} v_{x}^{P-2} v_{x x}^{2} d x d t+\eta \int_{0}^{T} \int_{0}^{1} v_{x}^{P} d x d t\right\} \\
& \quad+C P^{2} \eta^{-2} \int_{0}^{T}\left\|v_{x}(\cdot, t)\right\|_{L^{P / 2}(0,1)}^{P} d t .
\end{aligned}
$$

If we let $\eta=\min \left\{1 / 2 C P^{2}, 1 / 2 T p(p-1)\right\}$, we obtain from the above inequality

$$
\begin{equation*}
\sup _{0<t<T} \int_{0}^{1} v_{x}^{P} d x \leqq C P^{4} \int_{0}^{T}\left\|v_{x}(\cdot, t)\right\|_{L^{P / 2}(0,1)}^{P_{1}} d t \leqq C P^{4} \sup _{0<t<T}\left\|v_{x}(\cdot, t)\right\|_{L^{P / 2}(0,1)}^{P^{\prime}} \tag{2.18}
\end{equation*}
$$

Let $P=P_{k}=2^{k}$ and $A_{k}=\sup _{0<t<T}\left(\int_{0}^{1} v_{x}^{P_{k}} d x\right)^{1 / P_{k}}$. We take the $P_{k}$ th root of (2.18) and, by induction, obtain

$$
A_{k} \leqq d_{k} A_{k-1} \leqq \cdots \leqq\left\{\prod_{m=1}^{k} d_{m}\right\} A_{1}
$$

where $d_{m}=\left(C P_{m}^{4}\right)^{1 / P_{m}}$. But, we know that

$$
\prod_{m=1}^{k} d_{m} \leqq \exp \left\{(\ln C+\ln 2) \sum_{m=1}^{\infty} \frac{4 m+1}{2^{m}}\right\}<\infty
$$

so that $\prod_{m=1}^{\infty} d_{m} \leqq C$. Consequently, we can conclude from $\left\|v_{x}\right\|_{L^{\infty}\left(\bar{Q}_{T}\right)}=\lim _{k \rightarrow \infty} A_{k}$ and $A_{1} \leqq C$ (by Lemma 2.1) that

$$
\begin{equation*}
\left\|v_{x}\right\|_{L^{\infty}\left(\bar{Q}_{T}\right)} \leqq C \tag{2.19}
\end{equation*}
$$

Then, by (2.6) it follows that $\|\dot{r}\|_{L^{\infty}(0,1)} \leqq C$.
Lemma 2.3. There exist $C>0$ and $\beta \in(0, \alpha)$ such that

$$
\begin{equation*}
\|v\|_{C^{1+\beta}\left(\bar{Q}_{T}\right)}+\|r\|_{C^{1+\beta / 2}([0, T])} \leqq C . \tag{2.20}
\end{equation*}
$$

Proof. If we write equation (1.6) as the linear equation

$$
v_{t}=a_{p} v_{x x}+B
$$

where

$$
B(x, t)=a_{u} v_{x}+r(t) a_{x}+r(t) F\left(x, t, \frac{v}{r}, \frac{v_{x}}{r}, \frac{-\dot{r}}{r}\right)
$$

and $a_{p}$ are bounded functions by Lemma 2.2 and assumptions (H1)-(H3). Thus, we see from Theorem 6 of [13, p. 363] that there exist $\beta \in(0, \alpha)$ such that (2.20) holds.

As a corollary of this lemma we have from Schauder's estimates [9], [14] that

$$
\begin{equation*}
\|v\|_{C^{2+\beta}\left(Q_{T}\right)} \leqq C\left(r_{*}\right) \tag{2.21}
\end{equation*}
$$

where $r_{*}=\inf \{\mid r(t) \| t \in(0, T)\}$.
3. Existence and uniqueness of the solutions. In this section we shall use standard approximation techniques to prove the existence of our solution pair $(v, r)$.

Let $\theta>0$ be a small parameter. We define a sequence $\left\{v^{\theta}, r^{\theta}, \rho^{\theta}\right\}$ by

$$
\begin{align*}
& v_{t}^{\theta}=r^{\theta}(t) a\left(x, t, \frac{v^{\theta}}{r^{\theta}}, \frac{v_{x}^{\theta}}{r^{\theta}}\right)_{x}+r^{\theta}(t) F\left(x, t, \frac{v^{\theta}}{r^{\theta}}, \frac{v_{x}^{\theta}}{r^{\theta}}, \frac{-\rho^{\theta}}{r^{\theta}}\right) \quad \text { in } Q_{T}, \\
& v^{\theta}(x, 0)=\phi(x), \quad 0<x<1,  \tag{3.1}\\
& v^{\theta}(0, t)=r^{\theta}(t) f(t), \quad v^{\theta}(1, t)=r^{\theta}(t) g(t), \quad 0<t<T,
\end{align*}
$$

and

$$
\begin{align*}
& r^{\theta}(t)= \frac{1}{E(t)} \int_{0}^{s(t)} \Phi(x, t) \bar{v}^{\theta}(x, t) d x, \quad 0<t<T, \quad 0<s(t) \leqq 1,  \tag{3.2}\\
& \rho^{\theta}(t)=-\frac{\dot{E}}{E^{2}} \int_{0}^{s(t)} \Phi \bar{v}^{\theta} d x+\frac{1}{E}\left\{\Phi(s(t), t) \bar{v}^{\theta}(s(t), t) \dot{s}(t)+\int_{0}^{s(t)} \Phi \bar{v}^{\theta} d x\right\} \\
&+\frac{1}{E} r^{\theta}(t)\left\{\Phi(s(t), t) a\left(s(t), t, \frac{\bar{v}^{\theta}(s(t), t)}{r^{\theta}(t)}, \frac{\bar{v}_{x}^{\theta}(s(t), t)}{r^{\theta}(t)}\right)\right. \\
&\left.-\Phi(0, t) a\left(0, t, \frac{\bar{v}^{\theta}(0, t)}{r^{\theta}(t)}, \frac{\bar{v}_{x}^{\theta}(0, t)}{r^{\theta}(t)}\right)\right\}  \tag{3.3}\\
&-\frac{1}{E} \int_{0}^{s(t)} \Phi_{x}(x, t) r^{\theta}(t) a\left(x, t, \frac{\bar{v}^{\theta}}{r^{\theta}}, \frac{\bar{v}_{x}^{\theta}}{r^{\theta}}\right) d x \\
&+\frac{1}{E} \int_{0}^{s(t)} \Phi(x, t) r^{\theta}(t) F\left(x, t, \frac{\bar{v}^{\theta}}{r^{\theta}}, \frac{\bar{v}_{x}^{\theta}}{r^{\theta}}, \frac{-\rho^{\theta}}{r^{\theta}}\right) d x,
\end{align*}
$$

where

$$
\bar{v}^{\theta}(x, t)= \begin{cases}\phi(x), & 0 \leqq t \leqq \theta  \tag{3.4}\\ v^{\theta}(x, t-\theta), & \theta \leqq t<T\end{cases}
$$

In fact, $\rho^{\theta}$ is an approximation of the derivative $\dot{r}$ of $r$. We know from (3.4) that $\bar{v}^{\theta}$ is determined by initial data $\phi$ in $0 \leqq t \leqq \theta$ and $r^{\theta}(0)=1$ by the compatibility assumption (H4). We see from (3.2)-(3.3) and assumption (H3) that $\left\{r^{\theta}, \rho^{\theta}\right\}$ is uniquely determined in $0 \leqq t \leqq \theta$ by Lemma 1.2 of [5]. Then, we can solve (3.1) uniquely in the usual classical sense [9], [14] in $0 \leqq t \leqq \theta$ and $v^{\theta}>0$ by the strong maximum principle [10, pp. 74-75]. This will determine $\bar{v}^{\theta}$ in $\theta \leqq t \leqq 2 \theta$ by (3.4), and then the pair $\left\{r^{\theta}, \rho^{\theta}\right\}$ is determined in $\theta \leqq t \leqq 2 \theta$ with $r^{\theta}>0, \cdots$. By induction, we have that problem (3.1)-(3.4) possesses a unique triple $\left\{v^{\theta}, r^{\theta}, \rho^{\theta}\right\}$ with $r^{\theta}>0$.

We now apply the arguments for Lemmas 2.1 and 2.2 to (3.1)-(3.3) and see that there exist $\beta \in(0, \alpha]$ and $C>0$ independent of $\theta$,

$$
\begin{equation*}
\left\|v^{\theta}\right\|_{C^{1+\beta}\left(\bar{Q}_{T}\right)}+\left\|r^{\theta}\right\|_{C^{\beta / 2}([0, T])}+\left\|\rho^{\theta}\right\|_{C^{\beta / 2}([0, T])} \leqq C \tag{3.5}
\end{equation*}
$$

and $\left\|v^{\theta}\right\|_{C^{2+\beta}\left(Q_{T}\right)} \leqq C\left(r_{*}^{\theta}\right)$, where $r_{*}^{\theta}=\inf \left\{r^{\theta}(t) \mid t \in(0, T)\right\}$. Thus, we see from compactness arguments that there exist $v \in C^{1+\beta}\left(\bar{Q}_{T}\right), r \in C^{\beta / 2}([0, T])$, and $\rho \in C^{\beta / 2}([0, T])$, and a subsequence of $\left\{v^{\theta}, r^{\theta}, \rho^{\theta}\right\}$, also denoted by itself, such that

$$
\begin{equation*}
v^{\theta} \rightarrow v, \quad r^{\theta} \rightarrow r, \quad \rho^{\theta} \rightarrow \rho \quad \text { as } \theta \rightarrow 0, \tag{3.6}
\end{equation*}
$$

and the convergence is uniform in $C^{1+\lambda}\left(\bar{Q}_{T}\right) \times C^{\lambda / 2}([0, T]) \times C^{\lambda / 2}([0, T])$ if $\lambda<\beta$.
Unfortunately, we cannot take the limit in (3.1)-(3.3) as $\theta \rightarrow 0$ since $r^{\theta}>0$ will not guarantee that the limit function $r(t)>0$ for all $t \in[0, T)$. We must first show that $r(t)>0$ on $[0, T)$. Since $r^{\theta}(0)=1$, we see that $r(0)=1$. By continuity there exists at least a small time interval such that $r(t)>0$. Let $T^{*} \in(0, T)$ be defined by

$$
\begin{equation*}
T^{*}=\inf \{t \mid r(t)=0, t \in(0, T)\}>0 . \tag{3.7}
\end{equation*}
$$

Thus, by letting $\theta \rightarrow 0$ in (3.1)-(3.4) in $\Omega \times\left(0, T^{*}\right)$, we see that ( $\left.v, r, \rho\right)$ will be a solution of (3.1)-(3.3) in $Q_{T^{*}}$ with $\theta$ and the bar on $v$ removed. From the strong maximum principle [10, pp. 74-75] and continuity of $v$, we see that $v\left(x, T^{*}\right)>0$ in $(0,1)$. Since

$$
r\left(T^{*}\right)=\frac{1}{E\left(T^{*}\right)} \int_{0}^{s\left(T^{*}\right)} \Phi\left(x, T^{*}\right) v\left(x, T^{*}\right) d x>0
$$

and $r\left(T^{*}\right)=0$ by (3.7), this contradiction implies that $r(t)>0$ in $[0, T]$.
Hence, the limit in (3.1)-(3.3) as $\theta \rightarrow 0$ can be taken and the triple $(v, r, \rho)$ is actually a global solution for problem (3.1)-(3.3) without $\theta$ and the bar on $v$. This is
because $\left\|v^{\theta}\right\|_{C^{2+\beta}\left(Q_{T}\right)} \leqq C$, where $C>0$ is independent of $\theta$, but depends on $r_{*}=$ $\inf \{r(t) \mid t \in(0, t)\}>0$ which depends upon the data. The identity $\dot{r} \equiv \rho$ in $[0, T]$ follows from differentiating (3.2) (with $\theta$ and the bar on $u$ removed) and comparing $\dot{r}$ and $\rho$ together with Lemma 2.1 of [4, p. 598].

We shall now summarize the above as the following theorem.
Theorem 3.1. Under assumptions (H1)-(H4), there exists a unique solution pair ( $v, r$ ) with $r>0$ for problem (1.6)-(1.7), which is continuously dependent upon the data.

Proof. The existence follows from the above argument. If we let ( $v^{k}, r^{k}$ ) be the two solutions corresponding to the data $\left\{\phi^{k}, f^{k}, g^{k}, s^{k}, E^{k}, \Phi^{k}, F^{k}\right\}(k=1,2)$, then there exists an $M>0$ such that

$$
\left\|v^{k}\right\|_{C^{2,1}\left(\bar{Q}_{T}\right)}+\left\|r^{k}\right\|_{C^{1+\lambda}([0, T])} \leqq M, \quad k=1,2,
$$

where $M$ depends only upon the data. Hence, it follows from an argument similar to that of [4] and [5] that there exists a $C>0$ dependent upon the data such that the following stability estimate holds:

$$
\begin{align*}
& \left\|v^{1}-v^{2}\right\|_{C^{1+\lambda}\left(\bar{Q}_{T}\right)}+\left\|r^{1}-r^{2}\right\|_{C^{1+\lambda / 2}([0, T])} \\
& \leqq \leqq C\left\{\left\|f^{1}-f^{2}\right\|_{C^{1+\lambda / 2}([0, T])}+\left\|g^{1}-g^{2}\right\|_{C^{1+\lambda / 2}([0, T])}+\left\|s^{1}-s^{2}\right\|_{C^{1+\lambda / 2}([0, T])}\right. \\
& \quad+\left\|E^{1}-E^{2}\right\|_{C^{1+\lambda / 2}([0, T])}+\left\|\phi^{1}-\phi^{2}\right\|_{C^{1+\lambda / 2}([0,1])}  \tag{3.8}\\
& \quad+\left\|F^{1}-F^{2}\right\|_{L^{\infty}\left(\bar{Q}_{\left.T \times[-N, N]^{3}\right)}\right)},
\end{align*}
$$

for some $0<\lambda \leqq \alpha<1$, where $n$ is such that $|v / r|,\left|v_{x} / r\right|,|\dot{r} / r| \leqq N$ for all $x$ and $t$.
Theorem 3.2. Under assumptions ( H 1$)-(\mathrm{H} 4)$, there exists a unique solution pair $(u, p)$ for problem (1.6)-(1.7), which is continuously dependent upon the data.

Proof. The proof follows from the transformation (1.4)-(1.5), Lemma 1.1, and Theorem 3.1.

Remark 3.1. We see from the method developed in this paper that if we replace (1.1) by the more general form

$$
u_{t}=a\left(x, t, u, u_{x}, q(t)\right)_{x}+q(t) u+F\left(x, t, u, u_{x}, q(t)\right)
$$

our results still hold if the following additional growth conditions are satisfied:

$$
|a(x, t, u, p, q)| \leqq \delta_{1}|q|+C(1+|u|+|p|)
$$

where $\delta_{1}>0$ is such that

$$
0 \leqq \delta_{1}^{*}=\delta_{1} \max _{0 \leqq t \leqq T}\left\{E(t)^{-1}\left(2\|\Phi(\cdot, t)\|_{L^{\infty}(0,1)}+\int_{0}^{s(t)}\left|\Phi_{x}(x, t)\right| d x\right)\right\}<1
$$

and

$$
0 \leqq \delta^{*}+\delta_{1}^{*}<1
$$

Actually, these conditions are required to guarantee the unique solvability for $\dot{r}$ in the following equation:

$$
\begin{aligned}
& \dot{r}=-\frac{\dot{E}}{E^{2}} \int_{0}^{s(t)} \Phi v d x+\frac{1}{E}\left\{\Phi(s(t), t) v(s(t), t) \dot{s}(t)+\int_{0}^{s(t)} \Phi_{t} v d x\right\} \\
& +\frac{1}{E} r(t)\left\{\Phi(s(t), t) a\left(s(t), t, \frac{v(s(t), t)}{r(t)}, \frac{v_{x}(s(t), t)}{r(t)}, \frac{-\dot{r}(t)}{r(t)}\right)\right. \\
& \left.-\Phi(0, t) a\left(0, t, \frac{v(0, t)}{r(t)}, \frac{v_{x}(0, t)}{r(t)}, \frac{-\dot{r}(t)}{r(t)}\right)\right\}
\end{aligned}
$$

$$
\begin{aligned}
& -\frac{1}{E} \int_{0}^{s(t)} \Phi_{x}(x, t) r(t) a\left(x, t, \frac{v}{r}, \frac{v_{x}}{r}, \frac{-\dot{r}}{r}\right) d x \\
& +\frac{1}{E} \int_{0}^{s(t)} \Phi(x, t) r(t) F\left(x, t, \frac{v}{r}, \frac{v_{x}}{r}, \frac{-\dot{r}}{r}\right) d x
\end{aligned}
$$

if $r, v$, and $v_{x}$ are given.
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# ENTIRE SOLUTIONS OF REAL AND COMPLEX MONGE-AMPÈRE EQUATIONS* 
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## Abstract. Real and complex Monge-Ampère equations

$$
\begin{array}{ll}
\operatorname{det}\left(\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}\right)=f(|x|, u,|\nabla u|), & x \in \mathbb{R}^{N}, \\
\operatorname{det}\left(\frac{\partial^{2} u}{\partial z_{i} \partial \bar{z}_{j}}\right)=f(|z|, u,|\nabla u|), & z \in \mathbb{C}^{N}, \tag{B}
\end{array}
$$

are considered in the entire spaces $\mathbb{R}^{N}$ and $\mathbb{C}^{N}$, respectively, $N \geqq 2$. A unified fixed-point approach is used to generate various conditions for (A) to have radial, strictly convex solutions $u(x)$ in $\mathbb{R}^{N}$ that are asymptotic to positive constant multiples of $|x|$ as $|x| \rightarrow \infty$, and for (B) to have radial, strictly plurisubharmonic solutions $u(z)$ in $\mathbb{C}^{N}$ that are asymptotic to positive constant multiples of $\log |z|$ as $|z| \rightarrow \infty$.

Key words. Monge-Ampère equation, entire solution, convex, plurisubharmonic, Gaussian curvature
AMS(MOS) subject classifications. 35J60, 35Q99

1. Introduction. Our primary objective is to present a unified approach for establishing the existence and structure of radial entire solutions of real and complex Monge-Ampère equations

$$
\begin{array}{ll}
\operatorname{det}\left(\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}\right)=f(|x|, u,|\nabla u|), & x \in \mathbb{R}^{N}, \\
\operatorname{det}\left(\frac{\partial^{2} u}{\partial z_{i} \partial \bar{z}_{j}}\right)=f(|z|, u,|\nabla u|), & z \in \mathbb{C}^{N}, \tag{B}
\end{array} \quad N \geqq 2, \quad,
$$

respectively, $i, j=1, \cdots, N$, under various hypotheses in $\S 2$ on the function $f \in$ $C\left(\overline{\mathbb{R}}_{+} \times \mathbb{R}_{+} \times \overline{\mathbb{R}}_{+}, \mathbb{R}_{+}\right)$or $f \in C\left(\overline{\mathbb{R}}_{+} \times \mathbb{R} \times \overline{\mathbb{R}}_{+}, \mathbb{R}_{+}\right)$, where $\mathbb{R}_{+}=(0, \infty)$, $\overline{\mathbb{R}}_{+}=[0, \infty)$. As usual, $|x|$ and $|z|$ denote the Euclidean and Hermitian norms of points $x=\left(x_{1}, \cdots, x_{N}\right)$ and $z=\left(z_{1}, \cdots, z_{N}\right)$ in real and complex $N$-space $\mathbb{R}^{N}$ and $\mathbb{C}^{N}$, respectively, and $\nabla$ denotes the gradient with respect to the coordinates in either space. An entire solution of $(\mathrm{A})$ is defined to be a real-valued function $u \in C^{2}\left(\mathbb{R}^{N}\right)$ satisfying (A) at every point of $\mathbb{R}^{N}$. An entire solution of $(B)$ is a real-valued function $u \in C^{2}\left(\mathbb{C}^{N}\right)$ satisfying (B) at every point of $\mathbb{C}^{N}$. Our attention will be directed toward radial solutions of $(A)$ or $(B)$, i.e., solutions that are functions of $t=|x|$ or $t=|z|$, respectively.

The main theorems in §2 contain various sufficient conditions for (A) to have infinitely many radial entire solutions $u(x)$, which are strictly convex and asymptotic to positive constant multiples of $|x|$ as $|x| \rightarrow \infty$, and for (B) to have infinitely many radial entire solutions $u(z)$, which are strictly plurisubharmonic and asymptotic to positive constant multiples of $\log |z|$ as $|z| \rightarrow \infty$. Such solutions are positive throughout $\mathbb{R}^{N}\left[\right.$ or $\left.\mathbb{C}^{N}\right]$ under the hypotheses of Theorems 2.1 A and 2.3 A (or Theorems 2.1B and 2.3B, respectively). The proofs are given in $\S 3$ on the basis of the Schauder-Tychonov fixed-point theorem. Some variants of these results are included in §4.

[^13]Since their origin in geometry two centuries ago, Monge-Ampère equations have retained their central theoretical role in various geometric problems, including the problem of constructing manifolds with prescribed Gaussian curvature; see, for example, Bakel'man [3], Kazdan [9], and Pogorelov [17]-[19]. Among the numerous investigations of Monge-Ampère equations, we mention only the recent studies [1][10], [12]-[23]. Most of the literature, however, has been concerned primarily with solvability and regularity questions for boundary value problems in bounded domains, whereas information on Monge-Ampère equations in unbounded domains seems to be limited to results of Popivanov and Kutev [20] concerning the Neumann problem for (A) in exterior domains, and the present authors [11] for (A) in $\mathbb{R}^{2}$.

Standard calculations [7], [8], [16] show that the existence of a positive radial entire solution $u(x)=y(t)(t=|x|)$ of (A) is equivalent to the existence of a positive solution $y \in C^{2}\left(\overline{\mathbb{R}}_{+}\right)$of the ordinary differential equation

$$
\begin{equation*}
\left(\left[y^{\prime}(t)\right]^{N}\right)^{\prime}=N t^{N-1} f\left(t, y(t),\left|y^{\prime}(t)\right|\right), \quad t>0 \tag{1.1}
\end{equation*}
$$

satisfying initial conditions $y(0)=c>0$ and $y^{\prime}(0)=0$. A parallel statement for a positive radial entire solution $u(z)=y(t)(t=|z|)$ of (B) holds if $(1.1)_{\mathrm{A}}$ is replaced by

$$
\begin{equation*}
\left(\left[\operatorname{tg}^{\prime}(t)\right]^{N}\right)^{\prime}=N 2^{N+1} t^{2 N-1} f\left(t, y(t), \frac{1}{2}\left|y^{\prime}(t)\right|\right), \quad t>0 . \tag{1.1}
\end{equation*}
$$

In $\S 3$ we consider the more general problem of existence of solutions $y \in C^{2}\left(\overline{\mathbb{R}}_{+}\right)$of the equation

$$
\begin{equation*}
\left(\left[t^{\alpha} y^{\prime}(t)\right]^{N}\right)^{\prime}=t^{N(\alpha+1)-1} g\left(t, y(t), y^{\prime}(t)\right), \quad t>0 \tag{1.2}
\end{equation*}
$$

satisfying $y(0)=c, y^{\prime}(0)=0$, and $y^{\prime}(t)>0$ for $t>0$, where $\alpha \in[0,1]$ is a constant. Evidently (1.2) is of type $(1.1)_{\mathrm{A}}$ or $(1.1)_{\mathrm{B}}$ when $\alpha=0$ or $\alpha=1$, respectively. Such a problem for (1.2) will be solved by obtaining an appropriate solution of the associated integrodifferential equation

$$
\begin{equation*}
y(t)=c+\int_{0}^{t} s^{-\alpha}\left[\int_{0}^{s} r^{N(\alpha+1)-1} g\left(r, y(r), y^{\prime}(r)\right) d r\right]^{1 / N} d s, \quad t \geqq 0 \tag{1.3}
\end{equation*}
$$

by a fixed-point analysis.
2. Statement of theorems and examples. The existence of radial entire solutions of (A) and (B) will be proved under conditions on the function $f$ selected from the list below. For convenience the domain of $f$ is taken to be $\mathbb{D}=\overline{\mathbb{R}}_{+} \times \mathbb{R} \times \overline{\mathbb{R}}_{+}$; a restriction to $\overline{\mathbb{R}}_{+} \times \mathbb{R}_{+} \times \overline{\mathbb{R}}_{+}$is understood if only positive solutions of (A) or (B) are being considered.
$\left(f_{1}\right) \quad f(t, y, z)$ is positive and continuous in $\mathbb{D}$, and nondecreasing with respect to $y$ and $z$.
( $f_{2}$ ) $\quad k^{-N} f(t, k y, k z)$ is a nondecreasing function of $k$ in some interval $\left(0, k_{0}\right]$ and $\lim _{k \rightarrow 0+} k^{-N} f(t, k y, k z)=0$ for each $(t, y, z) \in \mathbb{D}$.
( $\left.f_{2}^{\prime}\right) \quad k^{-N} f(t, k y, k z)$ is a nonincreasing function of $k$ in some interval $\left[k_{0}, \infty\right)$ and $\lim _{k \rightarrow \infty} k^{-N} f(t, k y, k z)=0$ for each $(t, y, z) \in \mathbb{D}$.
$\left(f_{3}\right) \quad \lim _{y \rightarrow-\infty} f(t, y, z)=0$ for each fixed $(t, z)$.
(f $f_{4} \quad \int_{0}^{\infty} t^{N-1} f(t, a t, a) d t<\infty$ for some constant $a>0$.
$\left(f_{5}\right)$

$$
\int_{1}^{\infty} t^{2 N-1} f\left(t, a \log t, \frac{a}{t}\right) d t<\infty \text { for some constant } a>0 .
$$

Theorem 2.1A. If $\left(f_{1}\right),\left(f_{4}\right)$, and one of $\left(f_{2}\right),\left(f_{2}^{\prime}\right)$ hold, then (A) has an infinitude of positive radial strictly convex entire solutions $u(x)$ in $\mathbb{R}^{N}$ such that $|x|^{-1} u(x)$ has a positive finite limit as $|x| \rightarrow \infty$.

Theorem 2.1B. If $\left(f_{1}\right),\left(f_{5}\right)$, and one of $\left(f_{2}\right),\left(f_{2}^{\prime}\right)$ hold, then (B) has an infinitude of positive radial strictly plurisubharmonic entire solutions $u(z)$ in $\mathbb{C}^{N}$ such that $(\log |z|)^{-1} u(z)$ has a positive finite limit as $|z| \rightarrow \infty$.

It can be verified easily that the conclusion of Theorem 2.1A holds for the example

$$
\begin{equation*}
\operatorname{det}\left(\partial^{2} u / \partial x_{i} \partial x_{j}\right)=p(|x|) u^{\gamma}+q(|x|)|\nabla u|^{\delta}, \quad x \in \mathbb{R}^{N}, \tag{2.1}
\end{equation*}
$$

where either $\gamma>1$ and $\delta>1$ or $\gamma<1$ and $\delta<1$, and $p, q$ are positive continuous functions in $\overline{\mathbb{R}}_{+}$such that

$$
\begin{equation*}
\int_{0}^{\infty} t^{N+\gamma-1} p(t) d t<\infty, \quad \int_{0}^{\infty} t^{N-1} q(t) d t<\infty \tag{2.2}
\end{equation*}
$$

Likewise Theorem 2.1B applies to the complex Monge-Ampère equation

$$
\operatorname{det}\left(\partial^{2} u / \partial z_{i} \partial \bar{z}_{j}\right)=p(|z|) u^{\gamma}+q(|z|)|\nabla u|^{\delta}, \quad z \in \mathbb{C}^{N},
$$

where $\gamma, \delta$ are as in (2.1), but (2.2) is replaced by

$$
\begin{equation*}
\int_{1}^{\infty} t^{2 N-1}(\log t)^{\gamma} p(t) d t<\infty, \quad \int_{1}^{\infty} t^{2 N-\delta-1} q(t) d t<\infty \tag{2.3}
\end{equation*}
$$

Theorem 2.2A. Conditions $\left(f_{1}\right),\left(f_{3}\right)$, and $\left(f_{4}\right)$ imply that (A) has an infinitude of radial strictly convex entire solutions $u(x)$ in $\mathbb{R}^{N}$ such that $|x|^{-1} u(x)$ has a positive finite limit as $|x| \rightarrow \infty$.

Theorem 2.2B. Conditions $\left(f_{1}\right),\left(f_{3}\right)$, and $\left(f_{5}\right)$ imply that (B) has an infinitude of radial strictly plurisubharmonic entire solutions $u(z)$ in $\mathbb{C}^{N}$ such that $(\log |z|)^{-1} u(z)$ has a positive finite limit as $|z| \rightarrow \infty$.

Theorem 2.2A is applicable to the example

$$
\operatorname{det}\left(\partial^{2} u / \partial x_{i} \partial x_{j}\right)=p(|x|) e^{u}, \quad x \in \mathbb{R}^{N}
$$

for any positive continuous function $p$ in $\overline{\mathbb{R}}_{+}$satisfying

$$
\int^{\infty} t^{N-1} e^{a t} p(t) d t<\infty \quad \text { for some } a>0
$$

Similarly, Theorem 2.2B applies to the equation

$$
\operatorname{det}\left(\partial^{2} u / \partial z_{i} \partial \bar{z}_{j}\right)=p(|z|) e^{u}, \quad z \in \mathbb{C}^{N},
$$

where $p$ is a positive continuous function in $\overline{\mathbb{R}}_{+}$satisfying

$$
\int^{\infty} t^{2 N-1+a} p(t) d t<\infty \quad \text { for some } a>0
$$

The final theorems in this section assert, in effect, that hypotheses $\left(f_{2}\right),\left(f_{2}^{\prime}\right)$ can be deleted from Theorems 2.1A and 2.1B provided the integrals in $\left(f_{4}\right)$ or $\left(f_{5}\right)$ are sufficiently small. It is convenient to prove these results for the equations:

$$
\begin{align*}
\operatorname{det}\left(\partial^{2} u / \partial x_{i} \partial x_{j}\right)=\lambda f(|x|, u,|\nabla u|), & x \in \mathbb{R}^{N}, \\
\operatorname{det}\left(\partial^{2} u / \partial z_{i} \partial \bar{z}_{j}\right)=\lambda f(|z|, u,|\nabla u|), & z \in \mathbb{C}^{N},
\end{align*}
$$

where $\lambda$ denotes a small positive parameter.

Theorem 2.3A. For every $\lambda$ in some interval $\left(0, \lambda_{0}\right]$, conditions $\left(f_{1}\right)$ and $\left(f_{4}\right)$ are sufficient for $\left(\mathrm{A}_{\lambda}\right)$ to have an infinitude of positive radial entire solutions with the properties stated in Theorem 2.1A.

Theorem 2.3B. For every $\lambda$ in some interval $\left(0, \lambda_{0}\right]$, conditions $\left(f_{1}\right)$ and $\left(f_{5}\right)$ are sufficient for $\left(\mathrm{B}_{\lambda}\right)$ to have an infinitude of positive radial entire solutions with the properties stated in Theorem 2.1B.

As an illustration, consider an equation of prescribed Gaussian curvature:

$$
\begin{equation*}
\operatorname{det}\left(\partial^{2} u / \partial x_{i} \partial x_{j}\right)=\lambda p(|x|)\left(1+|\nabla u|^{2}\right)^{(N+2) / 2}, \quad x \in \mathbb{R}^{N}, \tag{2.4}
\end{equation*}
$$

where $p$ is a positive continuous function in $\overline{\mathbb{R}}_{+}$satisfying

$$
\begin{equation*}
\int_{0}^{\infty} t^{N-1} p(t) d t<\infty \tag{2.5}
\end{equation*}
$$

If $\lambda$ is sufficiently small, Theorem 2.3A implies that (2.4) has positive radial entire solutions $u(x)$ in $\mathbb{R}^{N}$ that are asymptotic to constant multiples of $|x|$ as $|x| \rightarrow \infty$. If $u(x)$ is any such solution of (2.4), it is obvious that $u(x)+K$ also is an entire solution of (2.4) for any constant $K$.

We note that if the exponent $(N+2) / 2$ is replaced by $\nu \in(0, N / 2)$, then $\left(f_{2}^{\prime}\right)$ is satisfied, and hence Theorem 2.1A implies that (2.4) has, if (2.5) holds, positive radial entire solutions $u(x) \sim($ constant $)|x|$ at $\infty$ for arbitrary $\lambda>0$.
3. Proofs of the theorems. The proofs of parts $A$ and $B$ of the theorems in $\S 2$ will be given essentially together by considering the generalized equation (1.2). We employ the following notation throughout this section without further comment:

$$
\begin{gathered}
\phi_{\alpha}(t)=\left\{\begin{array}{l}
1 /(1-\alpha) \max \left\{1, t^{1-\alpha}\right\} \quad \text { if } 0 \leqq \alpha<1, \\
\max \{1, \log (e t)\} \quad \text { if } \alpha=1,
\end{array}\right. \\
\psi_{\alpha}(t)=\min \left\{1, t^{-\alpha}\right\}, \quad 0 \leqq \alpha \leqq 1 .
\end{gathered}
$$

Hypotheses on the function $g$ in (1.2) will be selected from $\left(g_{1}\right),\left(g_{2}\right),\left(g_{2}^{\prime}\right),\left(g_{3}\right)$, defined to be identical to $\left(f_{1}\right),\left(f_{2}\right),\left(f_{2}^{\prime}\right),\left(f_{3}\right)$, respectively, with $g$ replacing $f$; and we also adjoin the condition
$\left(g_{4+\alpha}\right)$

$$
\int_{0}^{\infty} t^{N(\alpha+1)-1} g\left(t, a \phi_{\alpha}(t), a \psi_{\alpha}(t)\right) d t<\infty
$$

for some constant $a>0$.
Theorem 3.1. If $\left(g_{1}\right),\left(g_{4+\alpha}\right)$ and one of $\left(g_{2}\right),\left(g_{2}^{\prime}\right)$ hold, then (1.2) has infinitely many positive solutions $y \in C^{2}\left(\overline{\mathbb{R}}_{+}\right)$such that $y^{\prime}(0)=0$ and $\lim _{t \rightarrow \infty} y(t) / \phi_{\alpha}(t)$ is positive and finite.

Theorem 3.2. If $\left(g_{1}\right)$, $\left(g_{3}\right)$, and ( $\left.g_{4+\alpha}\right)$ hold, then (1.2) has infinitely many solutions $y \in C^{2}\left(\overline{\mathbb{R}}_{+}\right)$such that $y^{\prime}(0)=0$ and $\lim _{t \rightarrow \infty} y(t) / \phi_{\alpha}(t)$ is positive and finite.

Proof of Theorem 3.1. In view of $\left(g_{4+\alpha}\right)$ and $\left(g_{2}\right)$ or $\left(g_{2}^{\prime}\right)$, the dominated convergence theorem implies that

$$
\lim _{c \rightarrow 0+} c^{-N} \int_{0}^{\infty} t^{N(\alpha+1)-1} g\left(t, c \phi_{\alpha}(t), c \psi_{\alpha}(t)\right) d t=0
$$

or

$$
\lim _{c \rightarrow \infty} c^{-N} \int_{0}^{\infty} t^{N(\alpha+1)-1} g\left(t, c \phi_{\alpha}(t), c \psi_{\alpha}(t)\right) d t=0
$$

respectively. Thus, under either hypothesis $\left(\mathrm{g}_{2}\right)$ or $\left(\mathrm{g}_{2}^{\prime}\right)$, there exists a positive constant $c$ such that

$$
\begin{equation*}
\int_{0}^{\infty} t^{N(\alpha+1)-1} g\left(t, 2 c \phi_{\alpha}(t), 2 c \psi_{\alpha}(t)\right) d t \leqq c^{N} \tag{3.1}
\end{equation*}
$$

Since $\left(g_{4+\alpha}\right)$ implies a fortiori

$$
\int_{0}^{\infty} t^{N-1} g\left(t, a \phi_{\alpha}(t), a \psi_{\alpha}(t)\right) d t<\infty
$$

for the same $a>0$, virtually the same argument as for (3.1) ensures the existence of a constant $c>0$ such that

$$
\begin{equation*}
\int_{0}^{\infty} t^{N-1} g\left(t, 2 c \phi_{\alpha}(t), 2 c \psi_{\alpha}(t)\right) d t \leqq c^{N} \tag{3.2}
\end{equation*}
$$

Obviously $c$ can be chosen such that both (3.1) and (3.2) are satisfied; in fact, there exists a continuum of such positive constants $c$.

Let $\mathscr{C}^{1}\left(\overline{\mathbb{R}}_{+}\right)$denote the Fréchet space of all $\mathscr{C}^{1}$-functions in $\overline{\mathbb{R}}_{+}$with the topology of uniform convergence of functions and their first derivatives on compact intervals of $\overline{\mathbb{R}}_{+}$. For a fixed constant $c$ satisfying (3.1) and (3.2), we define a closed convex subset $\mathscr{Y}_{\alpha}$ of $\mathscr{C}^{1}\left(\overline{\mathbb{R}}_{+}\right)$and a mapping $\mathscr{F}_{\alpha}: \mathscr{Y}_{\alpha} \rightarrow \mathscr{C}^{1}\left(\overline{\mathbb{R}}_{+}\right)$by

$$
\begin{align*}
\mathscr{Y}_{\alpha} & =\left\{y \in \mathscr{C}^{1}\left(\overline{\mathbb{R}}_{+}\right): c \leqq y(t) \leqq 2 c \phi_{\alpha}(t), 0 \leqq y^{\prime}(t) \leqq 2 c \psi_{\alpha}(t), t \geqq 0\right\},  \tag{3.3}\\
\mathscr{F}_{\alpha} y(t) & =c+\int_{0}^{t} s^{-\alpha}\left[\int_{0}^{s} r^{N(\alpha+1)-1} g\left(r, y(r), y^{\prime}(r)\right) d r\right]^{1 / N} d s, \quad t \geqq 0 . \tag{3.4}
\end{align*}
$$

In order to conclude from the Schauder-Tychonov fixed-point theorem that there exists $y \in \mathscr{Y}_{\alpha}$ such that $\mathscr{F}_{\alpha} y=y$, we will now verify that $\mathscr{F}_{\alpha}$ maps $\mathscr{Y}_{\alpha}$ continuously into a relatively compact subset of $\mathscr{Y}_{\alpha}$.

If $y \in \mathscr{Y}_{\alpha}$ and $0 \leqq \alpha<1$, then (3.1) and ( $g_{1}$ ) imply that

$$
\begin{aligned}
c \leqq \mathscr{F}_{\alpha} y(t) & \leqq c+\int_{0}^{t} s^{-\alpha}\left[\int_{0}^{\infty} r^{N(\alpha+1)-1} g\left(r, 2 c \phi_{\alpha}(r), 2 c \psi_{\alpha}(r)\right) d r\right]^{1 / N} d s \\
& \leqq c+\frac{c}{1-\alpha} t^{1-\alpha} \leqq 2 c \phi_{\alpha}(t), \quad t \geqq 0 .
\end{aligned}
$$

If $y \in \mathscr{Y}_{\alpha}$ and $\alpha=1$, we use (3.1), (3.2), and ( $g_{1}$ ) to obtain

$$
\begin{aligned}
& c \leqq \mathscr{F}_{1} y(t) \leqq c+\int_{0}^{t} s^{-1}\left[\int_{0}^{s} r^{2 N-1} g\left(r, 2 c \phi_{1}(r), 2 c \psi_{1}(r)\right) d r\right]^{1 / N} d s \\
& \leqq c+\int_{0}^{1}\left[\int_{0}^{s} r^{N-1} g\left(r, 2 c \phi_{1}(r), 2 c \psi_{1}(r)\right) d r\right]^{1 / N} d s \\
& \leqq c+c=2 c \phi_{1}(t), \quad 0 \leqq t \leqq 1, \\
& c \leqq \mathscr{F}_{1} y(t) \leqq c+\int_{0}^{1} s^{-1}\left[\int_{0}^{s} r^{2 N-1} g\left(r, 2 c \phi_{1}(r), 2 c \psi_{1}(r)\right) d r\right]^{1 / N} d s \\
&+\int_{1}^{t} s^{-1}\left[\int_{0}^{s} r^{2 N-1} g\left(r, 2 c \phi_{1}(r), 2 c \psi_{1}(r)\right) d r\right]^{1 / N} d s \\
& \leqq 2 c+c \log t=c+c \log e t \leqq 2 c \phi_{1}(t), \quad t \geqq 1 .
\end{aligned}
$$

Thus $c \leqq \mathscr{F}_{\alpha} y(t) \leqq 2 c \phi_{\alpha}(t)$ for all $t \geqq 0, \alpha \in[0,1]$. Moreover, if $y \in \mathscr{Y}_{\alpha}, 0 \leqq \alpha \leqq 1$, also

$$
\begin{aligned}
& 0 \leqq\left(\mathscr{F}_{\alpha} y\right)^{\prime}(t)=t^{-\alpha}\left[\int_{0}^{t} r^{N(\alpha+1)-1} g\left(r, y(r), y^{\prime}(r)\right) d r\right]^{1 / N} \\
& \leqq\left[\int_{0}^{t} r^{N-1} g\left(r, 2 c \phi_{\alpha}(r), 2 c \psi_{\alpha}(r)\right) d r\right]^{1 / N} \\
& \leqq c \text { for } 0 \leqq t \leqq 1, \\
& 0 \leqq\left(\mathscr{F}_{\alpha} y\right)^{\prime}(t) \leqq t^{-\alpha}\left[\int_{0}^{\infty} r^{N(\alpha+1)-1} g\left(r, 2 c \phi_{\alpha}(r), 2 c \psi_{\alpha}(r)\right) d r\right]^{1 / N} \\
& \leqq c t^{-\alpha} \text { for } t \geqq 1,
\end{aligned}
$$

implying that $0 \leqq\left(\mathscr{F}_{\alpha} y\right)^{\prime}(t) \leqq 2 c \psi_{\alpha}(t)$ for all $t \geqq 0$. Hence $\mathscr{F}_{\alpha} y \in \mathscr{Y}_{\alpha}$, and accordingly $\mathscr{F}_{\alpha}$ maps $\mathscr{Y}_{\alpha}$ into itself.

To prove the continuity of $\mathscr{F}_{\alpha}$, let $\left\{y_{n}\right\}$ be a sequence in $\mathscr{Y}_{\alpha}$ with $\lim _{n \rightarrow \infty} y_{n}=y \in$ $\mathscr{C}^{1}\left(\overline{\mathbb{R}}_{+}\right)$in the $\mathscr{C}^{1}\left(\overline{\mathbb{R}}_{+}\right)$-topology. We use the abbreviations $\nu=N(\alpha+1)-1$ and

$$
G_{n}(t)=g\left(t, y_{n}(t), y_{n}^{\prime}(t)\right), \quad G(t)=g\left(t, y(t), y^{\prime}(t)\right)
$$

Then, for $0 \leqq \alpha \leqq 1$,

$$
\begin{aligned}
\left|\left(\mathscr{F}_{\alpha} y_{n}\right)(t)-\left(\mathscr{F}_{\alpha} y\right)(t)\right| & \leqq \int_{0}^{t} s^{-\alpha}\left|\left[\int_{0}^{s} r^{\nu} G_{n}(r) d r\right]^{1 / N}-\left[\int_{0}^{s} r^{\nu} G(r) d r\right]^{1 / N}\right| d s \\
& \leqq \int_{0}^{t} s^{-\alpha}\left[\int_{0}^{s} r^{\nu}\left|G_{n}(r)-G(r)\right| d r\right]^{1 / N} d s
\end{aligned}
$$

for all $t \geqq 0$, and

$$
\begin{aligned}
\left|\left(\mathscr{F}_{\alpha} y_{n}\right)^{\prime}(t)-\left(\mathscr{F}_{\alpha} y\right)^{\prime}(t)\right| & \leqq t^{-\alpha}\left|\left[\int_{0}^{t} r^{\nu} G_{n}(r) d r\right]^{1 / N}-\left[\int_{0}^{t} r^{\nu} G(r) d r\right]^{1 / N}\right| \\
& \leqq t^{-\alpha}\left[\int_{0}^{t} r^{\nu}\left|G_{n}(r)-G(r)\right| d r\right]^{1 / N} \\
& \leqq\left[\int_{0}^{t} r^{N-1}\left|G_{n}(r)-G(r)\right| d r\right]^{1 / N}, \quad t \geqq 0 .
\end{aligned}
$$

In view of $\left(g_{1}\right)$ and (3.1)-(3.3), the dominated convergence theorem implies that $\left(\mathscr{F}_{\alpha} y_{n}\right)(t) \rightarrow\left(\mathscr{F}_{\alpha} y\right)(t)$ and $\left(\mathscr{F}_{\alpha} y_{n}\right)^{\prime}(t) \rightarrow\left(\mathscr{F}_{\alpha} y\right)^{\prime}(t)$ as $n \rightarrow \infty$ uniformly on compact subintervals of $\overline{\mathbb{R}}_{+}$, establishing the continuity of $\mathscr{F}_{\alpha}$.

Local equicontinuity of the set $\left(\mathscr{F}_{0} \mathscr{Y}_{0}\right)^{\prime}=\left\{\left(\mathscr{F}_{0} y\right)^{\prime}: y \in \mathscr{Y}_{0}\right\}$ is a consequence of the following inequality, holding for all $y \in \mathscr{Y}_{0}, 0 \leqq t_{1}<t_{2} \leqq T<\infty$ :

$$
\begin{aligned}
\left|\left(\mathscr{F}_{0} y\right)^{\prime}\left(t_{2}\right)-\left(\mathscr{F}_{0} y\right)^{\prime}\left(t_{1}\right)\right| & =\left|\left[\int_{0}^{t_{2}} r^{\nu} G(r) d r\right]^{1 / N}-\left[\int_{0}^{t_{1}} r^{\nu} G(r) d r\right]^{1 / N}\right| \\
& \leqq\left[\int_{t_{1}}^{t_{2}} r^{\nu} g\left(r, 2 c \phi_{0}(r), 2 c \psi_{0}(r)\right) d r\right]^{1 / N}
\end{aligned}
$$

Then, for any compact interval $I=[0, T]$ and arbitrary $\varepsilon>0$, there is a corresponding $\delta>0$, independent of $t_{1}, t_{2} \in I$ and $y \in \mathscr{Y}_{0}$, such that $\left|\left(\mathscr{F}_{0} y\right)^{\prime}\left(t_{2}\right)-\left(\mathscr{F}_{0} y\right)^{\prime}\left(t_{1}\right)\right|<\varepsilon$ for all $t_{1}, t_{2} \in I$ with $\left|t_{2}-t_{1}\right|<\delta$.

The proof of local equicontinuity of $\left(\mathscr{F}_{\alpha} \mathscr{y}_{\alpha}\right)^{\prime}$ for $\alpha \in(0,1]$ requires the modification indicated below:

$$
\begin{align*}
&\left|\left(\mathscr{F}_{\alpha} y\right)^{\prime}\left(t_{2}\right)-\left(\mathscr{F}_{\alpha} y\right)^{\prime}\left(t_{1}\right)\right| \\
&=\left|t_{2}^{-\alpha}\left[\int_{0}^{t_{2}} r^{\nu} G(r) d r\right]^{1 / N}-t_{1}^{-\alpha}\left[\int_{0}^{t_{1}} r^{\nu} G(r) d r\right]^{1 / N}\right| \\
& \leqq t_{2}^{-\alpha}\left|\left[\int_{0}^{t_{2}} r^{\nu} G(r) d r\right]^{1 / N}-\left[\int_{0}^{t_{1}} r^{\nu} G(r) d r\right]^{1 / N}\right|  \tag{3.5}\\
&+\left|t_{2}^{-\alpha}-t_{1}^{-\alpha}\right|\left[\int_{0}^{t_{1}} r^{\nu} G(r) d r\right]^{1 / N} \\
& \leqq t_{2}^{-\alpha}\left[\int_{t_{1}}^{t_{2}} r^{\nu} G_{\alpha}(r) d r\right]^{1 / N}+\left|t_{2}^{-\alpha}-t_{1}^{-\alpha}\right|\left[\int_{0}^{t_{1}} r^{\nu} G_{\alpha}(r) d r\right]^{1 / N},
\end{align*}
$$

where $G_{\alpha}(r)=g\left(r, 2 c \phi_{\alpha}(r), 2 c \psi_{\alpha}(r)\right)$. Define

$$
K_{\alpha}=\left[\frac{1}{\nu+1} \max _{0 \leqq r \leqq T} G_{\alpha}(r)\right]^{1 / N},
$$

and note that $\nu+1=N(\alpha+1)$ and

$$
t_{2}^{\nu+1}-t_{1}^{\nu+1} \leqq(\nu+1) t_{2}^{\nu}\left(t_{2}-t_{1}\right) .
$$

Then (3.5) yields

$$
\begin{aligned}
\left|\left(\mathscr{F}_{\alpha} y\right)^{\prime}\left(t_{2}\right)-\left(\mathscr{F}_{\alpha} y\right)^{\prime}\left(t_{1}\right)\right| & \leqq K_{\alpha}\left[t_{2}^{-\alpha}\left(t_{2}^{\nu+1}-t_{1}^{\nu+1}\right)^{1 / N}+\frac{t_{1}^{\alpha+1}\left(t_{2}^{\alpha}-t_{1}^{\alpha}\right)}{t_{1}^{2 \alpha}}\right] \\
& \leqq K_{\alpha}\left[(\nu+1)^{1 / N} t_{2}^{1-1 / N}\left(t_{2}-t_{1}\right)^{1 / N}+t_{1}^{1-\alpha}\left(t_{2}-t_{1}\right)^{\alpha}\right],
\end{aligned}
$$

implying the equicontinuity of $\left(\mathscr{F}_{\alpha} \mathscr{Y}_{\alpha}\right)^{\prime}$ on any compact interval $I$.
The local equicontinuity of $\mathscr{F}_{\alpha} \mathscr{Y}_{\alpha}$ can be verified more easily, and the local uniform boundedness of $\mathscr{F}_{\alpha} \mathscr{Y}_{\alpha}$ and $\left(\mathscr{F}_{\alpha} \mathscr{Y}_{\alpha}\right)^{\prime}$ is clear. It then follows from Ascoli's theorem that $\mathscr{F}_{\alpha} \mathscr{Y}_{\alpha}$ has compact closure in $\mathscr{Y}_{\alpha}$.

Therefore we can apply the Schauder-Tychonov theorem to conclude that $\mathscr{F}_{\alpha}$ has a fixed point $y \in \mathscr{G}_{\alpha}$. Clearly $y(t)$ satisfies (1.3), and hence also $y(t)$ is a solution of the original differential equation (1.2) such that $y(0)=c, y(t)>0$ for $t \geqq 0, y^{\prime}(0)=0$, and

$$
y^{\prime}(t)=t^{-\alpha}\left[\int_{0}^{t} s^{N(\alpha+1)-1} g\left(s, y(s), y^{\prime}(s)\right) d s\right]^{1 / N}>0 \quad \text { for } t>0 .
$$

It follows from this formula for $y^{\prime}(t)$ and L'Hôpital's rule that $y \in C^{2}\left(\overline{\mathbb{R}}_{+}\right)$; in particular

$$
\begin{equation*}
y^{\prime \prime}(0)=\lim _{t \rightarrow 0+} \frac{y^{\prime}(t)}{t}=\left[\frac{g(0, c, 0)}{(\alpha+1) N}\right]^{1 / N} . \tag{3.6}
\end{equation*}
$$

The proof can be given readily from the equations

$$
\begin{aligned}
\frac{y^{\prime}(t)}{t}= & {\left[t^{-N(\alpha+1)} \int_{0}^{t} s^{N(\alpha+1)-1} g\left(s, y(s), y^{\prime}(s)\right) d s\right]^{1 / N}, \quad t>0, } \\
y^{\prime \prime}(t)=-\alpha & {\left[t^{-N(\alpha+1)} \int_{0}^{t} s^{N(\alpha+1)-1} g\left(s, y(s), y^{\prime}(s)\right) d s\right]^{1 / N} } \\
& \quad+\frac{1}{N} g\left(t, y(t), y^{\prime}(t)\right)\left[t^{-N(\alpha+1)} \int_{0}^{t} s^{N(\alpha+1)-1} g\left(s, y(s), y^{\prime}(s)\right) d s\right]^{(1-N) / N},
\end{aligned}
$$

$$
t>0
$$

in the limit $t \rightarrow 0+$. For these conclusions it is important that $g(0, c, 0)>0$, as guaranteed by hypothesis $\left(g_{1}\right)$ (see also $\left(f_{1}\right)$ ). We remark that $\left(f_{2}\right)$ or $\left(f_{2}^{\prime}\right)$ is easily possible under the positivity condition in $\left(f_{1}\right)$; see example (2.1) as an illustration.

Using the above formula for $y^{\prime}(t)$ (or (1.3)), we conclude that $t^{\alpha} y^{\prime}(t)$ is nondecreasing for $t \geqq 1$ and bounded above on account of (3.1), (3.3), and the nondecreasing hypothesis in $\left(f_{1}\right)$. Therefore the limit

$$
\lim _{t \rightarrow \infty} \frac{y(t)}{\phi_{\alpha}(t)}=\lim _{t \rightarrow \infty} t^{\alpha} y^{\prime}(t)=\left[\int_{0}^{\infty} s^{N(\alpha+1)-1} g\left(s, y(s), y^{\prime}(s)\right) d s\right]^{1 / N}
$$

is positive and finite. (For the left equality we used the now well-known general form of L'Hôpital's rule, not requiring that $\left.\lim _{t \rightarrow \infty}|y(t)|=\infty\right)$. This proves the asymptotic property in Theorem 3.1. An infinitude of such solutions of (1.2) exists corresponding to a continuum of allowable initial values $c$ satisfying (3.1) and (3.2).

Proof of Theorem 3.2. On account of $\left(g_{4+\alpha}\right)$ and the alternative hypothesis $\left(g_{3}\right)$, the dominated convergence theorem yields

$$
\lim _{b \rightarrow-\infty} \int_{0}^{\infty} t^{N(\alpha+1)-1} g\left(t, b+a \phi_{\alpha}(t), a \psi_{\alpha}(t)\right) d t=0
$$

and hence, as in (3.1) and (3.2), there exists a constant $b_{0}$ such that both

$$
\begin{gather*}
\int_{0}^{\infty} t^{N(\alpha+1)-1} g\left(t, b+a \phi_{\alpha}(t), a \psi_{\alpha}(t)\right) d t \leqq a^{N},  \tag{3.7}\\
\int_{0}^{\infty} t^{N-1} g\left(t, b+a \phi_{\alpha}(t), a \psi_{\alpha}(t)\right) d t \leqq a^{N} \tag{3.8}
\end{gather*}
$$

for all $b \leqq b_{0}$. With (3.7) and (3.8) replacing (3.1) and (3.2), respectively, almost identical procedure to that used for Theorem 3.1 shows that the mapping (3.4) has a fixed point in the modified set

$$
\mathscr{Y}_{\alpha}=\left\{y \in \mathscr{C}^{1}\left(\overline{\mathbb{R}}_{+}\right): b \leqq y(t) \leqq b+a \phi_{\alpha}(t), 0 \leqq y^{\prime}(t) \leqq a \psi_{\alpha}(t), t \geqq 0\right\}
$$

for any $b \leqq b_{0}$. The proof is then completed as in Theorem 3.1.
Proof of Theorems 2.1(A, B) and 2.2(A, B). Equation (1.2) specializes to (1.1) ${ }_{\mathrm{A}}$ and $(1.1)_{B}$ in the respective cases

$$
\begin{gathered}
\alpha=0, \quad g(t, y, z)=N f(t, y, z), \\
\alpha=1, \quad g(t, y, z)=N 2^{N+1} f\left(t, y, \frac{z}{2}\right) .
\end{gathered}
$$

It is easy to see that the hypotheses $\left(f_{1}\right)-\left(f_{5}\right)$ in Theorems $2.1 \mathrm{~A}, \mathrm{~B}$ and $2.2 \mathrm{~A}, \mathrm{~B}$ imply the corresponding hypotheses in Theorems 3.1 and 3.2. In particular, $\left(f_{5}\right)$ implies that

$$
\int_{e}^{\infty} t^{2 N-1} f\left(t, a \log t, \frac{a}{t}\right) d t<\infty
$$

for some constant $a>0$. Let $\tilde{a}=a / 2$. Then for $t \geqq e$, since $g(t, y, z)$ is nondecreasing in $y$ and $z$,

$$
\begin{aligned}
g\left(t, \tilde{a} \phi_{1}(t), \tilde{a} \psi_{1}(t)\right) & =g\left(t, \frac{a}{2}(1+\log t), \frac{a}{2 t}\right) \\
& \leqq g\left(t, a \log t, \frac{2 a}{t}\right) \\
& =N 2^{N+1} f\left(t, a \log t, \frac{a}{t}\right),
\end{aligned}
$$

and hence ( $g_{5}$ ) holds. It follows that the conclusions of Theorems 3.1 and 3.2 apply to $(1.1)_{\mathrm{A}}$ and $(1.1)_{\mathrm{B}}$, implying the existence of radial entire solutions $u(x)=y(|x|)$ and $u(z)=y(|z|)$ of (A) and (B), respectively, with the asymptotic behavior described in Theorems $2.1 \mathrm{~A}, \mathrm{~B}$ and $2.2 \mathrm{~A}, \mathrm{~B}$. The strict convexity of $u(x)=y(|x|)$ in part (A) of these theorems is a consequence of

$$
\operatorname{det}\left(\partial^{2} u / \partial x_{i} \partial x_{j}\right)=\left[\frac{y^{\prime}(t)}{t}\right]^{N-1} y^{\prime \prime}(t)>0
$$

for $t=|x| \geqq 0$. (For $t=0$, this is obtained from a limit as $t \rightarrow 0+$, as in (3.6)). The proof given by Delanoë [7, p. 339] shows that the solutions $u(z)$ in Theorems 2.1B and 2.2B are strictly plurisubharmonic in $\mathbb{C}^{N}$.

In order to prove Theorems $2.3 \mathrm{~A}, \mathrm{~B}$, we obtain positive radial entire solutions $u(x)=y(t)(t=|x|)$ of $\left(\mathrm{A}_{\lambda}\right)$ and $u(z)=y(t)(t=|z|)$ of ( $\left.\mathrm{B}_{\lambda}\right)$ as positive solutions $y \in$ $C^{2}\left(\overline{\mathbb{R}}_{+}\right)$of the ordinary differential equations

$$
\begin{array}{ll}
\left(\left[y^{\prime}(t)\right]^{N}\right)^{\prime}=\lambda N t^{N-1} f\left(t, y(t),\left|y^{\prime}(t)\right|\right), & t>0, \\
\left(\left[t y^{\prime}(t)\right]^{N}\right)^{\prime}=\lambda N 2^{N+1} t^{2 N-1} f\left(t, y(t), \frac{1}{2}\left|y^{\prime}(t)\right|\right), & t>0,
\end{array}
$$

respectively, containing a positive parameter $\lambda$. These equations are both of the type

$$
\begin{equation*}
\left(\left[t^{\alpha} y^{\prime}(t)\right]^{N}\right)^{\prime}=\lambda t^{N(\alpha+1)-1} g\left(t, y(t), y^{\prime}(t)\right), \quad t>0 \tag{3.9}
\end{equation*}
$$

for $\alpha=0$ or $\alpha=1$, respectively. Accordingly, the following result implies the truth of both Theorems 2.3A, B.

Theorem 3.3. If $\left(g_{1}\right)$ and $\left(g_{4+\alpha}\right)$ hold, $0 \leqq \alpha \leqq 1$, then (3.9), for every $\lambda$ in some interval $\left(0, \lambda_{0}\right]$, has an infinitude of positive solutions $y \in C^{2}\left(\overline{\mathbb{R}}_{+}\right)$such that $y^{\prime}(0)=0$ and $\lim _{t \rightarrow \infty} y(t) / \phi_{\alpha}(t)$ is positive and finite.

Proof. In Theorem 3.1, condition ( $g_{2}$ ) or ( $g_{2}^{\prime}$ ) was needed only to obtain (3.1) and (3.2). However, since (3.9) contains a parameter $\lambda$, conditions $\left(g_{1}\right)$ and ( $g_{4+\alpha}$ ) are sufficient for the existence of a number $\lambda_{0}>0$ such that

$$
\begin{gathered}
\lambda_{0} \int_{0}^{\infty} t^{N(\alpha+1)-1} g\left(t, 2 c \phi_{\alpha}(t), 2 c \psi_{\alpha}(t)\right) d t \leqq c^{N} \\
\lambda_{0} \int_{0}^{\infty} t^{N-1} g\left(t, 2 c \phi_{\alpha}(t), 2 c \psi_{\alpha}(t)\right) d t \leqq c^{N}
\end{gathered}
$$

for all $c$ in some compact subinterval of $(0, a)$, where $a$ is the number in $\left(g_{4+\alpha}\right)$ (preceding Theorem 3.1). The proof then proceeds as in Theorem 3.1 with $\lambda g$ replacing $g$.
4. Variations and extensions. The following variant of Theorem 3.1 applies to the equation

$$
\begin{equation*}
\left(\left[t^{\alpha} y^{\prime}(t)\right]^{N}\right)^{\prime}=t^{N(\alpha+1)-1} g(t, y(t)), \quad t>0 \tag{4.1}
\end{equation*}
$$

for $0 \leqq \alpha \leqq 1$, where now $g(t, y)$ is nonincreasing in $y$ and satisfies

$$
\begin{equation*}
\int_{0}^{\infty} t^{N(\alpha+1)-1} g(t, a) d t<\infty \tag{4.2}
\end{equation*}
$$

for some positive constant $a$.
Theorem 4.1. Suppose that $g(t, y)$ is positive and continuous in $\overline{\mathbb{R}}_{+} \times \mathbb{R}_{+}$and nonincreasing with respect to $y$ for fixed $t$. If (4.2) holds, then (4.1) has an infinitude of positive solutions $y \in C^{2}\left(\overline{\mathbb{R}}_{+}\right)$such that $y^{\prime}(0)=0$ and $\lim _{t \rightarrow \infty} y(t) / \phi_{\alpha}(t)$ is positive and finite.

Proof. By the nonincreasing assumption for $g(t, y)$ and by (4.2), a constant $c>a$ can be selected large enough that both

$$
\int_{0}^{\infty} t^{N(\alpha+1)-1} g(t, c) d t \leqq c^{N} \quad \text { and } \quad \int_{0}^{\infty} t^{N-1} g(t, c) d t \leqq c^{N} .
$$

For such a number $c$, consider the mapping $\mathscr{F}_{\alpha}$ defined by

$$
\left(\mathscr{F}_{\alpha} y\right)(t)=c+\int_{0}^{t} s^{-\alpha}\left[\int_{0}^{s} r^{N(\alpha+1)-1} g(r, y(r)) d r\right]^{1 / N} d s, \quad t \geqq 0 .
$$

The procedure in Theorem 3.1 can then be used to verify that $\mathscr{F}_{\alpha}$ has a fixed point $y \in \mathscr{Y}_{\alpha}$, where $\mathscr{Y}_{\alpha}$ is given by (3.3), generating the stated solution in Theorem 4.1.

This theorem implies the following results for the real Monge-Ampère equation

$$
\begin{equation*}
\operatorname{det}\left(\partial^{2} u / \partial x_{i} \partial x_{j}\right)=f(|x|, u), \quad x \in \mathbb{R}^{N} \tag{4.3}
\end{equation*}
$$

and the complex Monge-Ampère equation

$$
\begin{equation*}
\operatorname{det}\left(\partial^{2} u / \partial z_{i} \partial \bar{z}_{j}\right)=f(|z|, u), \quad z \in \mathbb{C}^{N}, \tag{4.4}
\end{equation*}
$$

where $f$ in (4.3) or (4.4) satisfies the respective conditions

$$
\begin{align*}
& \int_{0}^{\infty} t^{N-1} f(t, a) d t<\infty,  \tag{4.5}\\
& \int_{0}^{\infty} t^{2 N-1} f(t, a) d t<\infty \tag{4.6}
\end{align*}
$$

for some positive constant $a$.
Theorem 4.2A. Suppose $f(t, u)$ is positive and continuous in $\overline{\mathbb{R}}_{+} \times \mathbb{R}_{+}$and nonincreasing with respect to $u$ for fixed $t$. If (4.5) holds, then (4.3) has an infinitude of positive radial strictly convex entire solutions $u(x)$ in $\mathbb{R}^{N}$ such that $|x|^{-1} u(x)$ has a positive finite limit as $|x| \rightarrow \infty$.

Theorem 4.2B. If $f(t, u)$ is as in Theorem 4.2A and (4.6) holds, then (4.4) has an infinitude of positive radial entire solutions $u(z)$ in $\mathbb{C}^{N}$ such that $(\log |z|)^{-1} u(z)$ has a positive finite limit as $|z| \rightarrow \infty$.

Our results in $\S 3$ also can be applied to another class of complex Monge-Ampère equations

$$
\begin{equation*}
\operatorname{det}\left(\partial^{2} u / \partial z_{i} \partial \bar{z}_{j}\right)=f(|z|, u, \Phi u), \quad z \in \mathbb{C}^{N} \tag{4.7}
\end{equation*}
$$

where $\Phi$ denotes the operator defined by

$$
\Phi=\sum_{j=1}^{N}\left(x_{j} \frac{\partial}{\partial x_{j}}+y_{j} \frac{\partial}{\partial y_{j}}\right), \quad x_{j}=\operatorname{Re} z_{j}, \quad y_{j}=\operatorname{Im} z_{j}
$$

This type of equation has been studied by Derridj [8] and Popivanov and Kutev [21]. The ordinary differential equation for radial solutions $u(z)=y(t)(t=|z|)$ of (4.7) is, instead of $(1.1)_{B}$,

$$
\begin{equation*}
\left(\left[t y^{\prime}(t)\right]^{N}\right)^{\prime}=N 2^{N+1} t^{2 N-1} f\left(t, y(t), t y^{\prime}(t)\right), \quad t>0 . \tag{4.8}
\end{equation*}
$$

Application of Theorems 3.1 and 3.2 to (4.8) yields the following results under the hypothesis

$$
\begin{equation*}
\int_{1}^{\infty} t^{2 N-1} f(t, a \log t, a) d t<\infty \quad \text { for some constant } a>0 \tag{4.9}
\end{equation*}
$$

Theorem 4.3. If (4.9), $\left(f_{1}\right)$, and one of $\left(f_{2}\right),\left(f_{2}^{\prime}\right)$ hold, then (4.8) has an infinitude of positive radial entire solutions $u(z)$ in $\mathbb{C}^{N}$ such that $(\log |z|)^{-1} u(z)$ has a positive finite limit as $|z| \rightarrow \infty$.

ThEOREM 4.4. If (4.9), $\left(f_{1}\right)$, and $\left(f_{3}\right)$ hold, then (4.8) has an infinitude of radial entire solutions $u(z)$ in $\mathbb{C}^{N}$ such that $(\log |z|)^{-1} u(z)$ has a positive finite limit as $|z| \rightarrow \infty$.

Our methods for (A) and (B) can be extended without essential change to establish the existence of radial entire solutions for systems of Monge-Ampère equations of any of the three types

$$
\begin{align*}
& \operatorname{det}\left(\partial^{2} u_{k} / \partial x_{i} \partial x_{j}\right)=f_{k}\left(|x|, u_{1}, \cdots, u_{M},\left|\nabla u_{1}\right|, \cdots,\left|\nabla u_{M}\right|\right),  \tag{i}\\
& \\
& k=1, \cdots, M, \quad x \in \mathbb{R}^{N}, \quad N \geqq 2,  \tag{ii}\\
& \operatorname{det}\left(\partial^{2} u_{k} / \partial z_{i} \partial \bar{z}_{j}\right)=f_{k}\left(|z|, u_{1}, \cdots, u_{M},\left|\nabla u_{1}\right|, \cdots,\left|\nabla u_{M}\right|\right),
\end{align*}
$$

$$
\begin{align*}
& \operatorname{det}\left(\partial^{2} u_{k} / \partial z_{i} \partial \bar{z}_{j}\right)=f_{k}\left(|z|, u_{1}, \cdots, u_{M}, \Phi u_{1}, \cdots, \Phi u_{M}\right),  \tag{iii}\\
& \\
& k=1, \cdots, M, \quad z \in \mathbb{C}^{N}, \quad N \geqq 2 .
\end{align*}
$$

An example of the real Monge-Ampère equation (A) is

$$
\begin{equation*}
\operatorname{det}\left(\partial^{2} u / \partial x_{i} \partial x_{j}\right)=2^{N}\left(2|x|^{2}+1\right) \exp \left[(N-\gamma)|x|^{2}\right] u^{\gamma}, \quad x \in \mathbb{R}^{N}, \tag{4.10}
\end{equation*}
$$

where $\gamma$ is a positive constant. It is easily checked that $u(x)=\exp \left(|x|^{2}\right)$ is a positive radial entire solution of (4.10). If $\gamma>N$, then $\left(f_{1}\right),\left(f_{2}\right)$, and $\left(f_{4}\right)$ hold, and hence Theorem 2.1(A) shows that (4.10) has positive radial entire solutions $u(x)$ with the asymptotic behavior $u(x) \sim \omega|x|$ as $|x| \rightarrow \infty$ for some positive constant $\omega$. Equation (4.10) then has positive entire solutions having different types of asymptotic behavior at infinity. A similar example is easy to construct for (B).
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#### Abstract

Consider the equation $\ddot{u}+u=g(u, p)+\mu f(t)$ where $p, \mu$ are small parameters, $f$ is an even continuous $2 \pi / m$-periodic function, $m \geqq 2$ is an integer, and $g$ is an odd smooth nonlinear function of $u$. The main result is that, under certain conditions, the small $2 \pi$-periodic solutions maintain some symmetry properties of the forcing function $f(t)$, when $\mu \neq 0$. Other interesting results describe the changes of the number of such solutions as $p$ and $\mu$ vary in a small neighborhood of the origin. The main tool used in this work is the Lyapunov-Schmidt method.
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1. Introduction. We consider the equation

$$
\begin{equation*}
\ddot{u}+u=g(u, p)+\mu f(t) \tag{1.1}
\end{equation*}
$$

where $p, \mu$ are small parameters, $f$ is an even continuous $2 \pi / m$-periodic function, $g$ is an odd function of $u$, sufficiently smooth, and $m \geqq 2$ is an integer.

Our main results are, under certain conditions on $g$ and $f$, that the small $2 \pi$-periodic solutions of (1.1) maintain some symmetry properties of the forcing term $f(t)$, when $\mu \neq 0$. We also find the bifurcation curves and describe the changes of the number of such solutions, as $(p, \mu)$ varies in a small neighborhood of the origin. A conjecture which was stated in Fürkotter and Rodrigues [2] is proved.

Hale and Rodrigues [1], [5] by studying Duffing's equation $\ddot{u}+u=$ $p u-u^{3}+\mu \cos t$, showed that the only small $2 \pi$-periodic solutions are even functions of $t$, if $\mu \neq 0$. They also stated the same result for a general even forcing function with minimal period $2 \pi$ under the condition $\int_{0}^{2 \pi} f(s) \cos s d s \neq 0$.

Rodrigues and Vanderbauwhede [6] generalized this result for equations such as (1.1) where $f$ satisfies the former hypothesis and $g(u, p)=O\left(|p u|+u^{2}\right)$ as $(u, p) \rightarrow(0,0)$. They also presented an abstract version for equations in Banach spaces. Vanderbauwhede [7] also considers problems related to those above in an abstract form.

Fürkotter and Rodrigues [2] considered the case in which $f$ is $\pi$-periodic, that is, $m=2$.

In this work we emphasize the case where $f$ is $2 \pi / m$-periodic for $m \geqq 3$, but we also make some comments about the case $m=2$ because, in some respects, the techniques presented here are different from the ones of the work above. The main features of these papers are to find a set of small $2 \pi$-periodic solutions of (1.1) and to prove that these are the only feasible solutions.

In § 2, using the Lyapunov-Schmidt method, we show that symmetries in (1.1) imply symmetries in the solutions of the auxiliary equation. We call special attention to Theorem 2.1 which plays a central role in this work.

[^14]In $\S 3$, under certain conditions on $g(u, p)$ and on $f$, we prove that if $u(t)$ is a small $2 \pi$-periodic solution of (1.1) then there exists $k,-m / 2<k \leqq m / 2$, such that $u(t+k \pi / m)$ is even in $t$, for $(p, \mu)$ small and $\mu \neq 0$. This is stated in Theorem 3.3, where it is required that a certain coefficient, $\rho=\rho(g, f)$, is nonzero.

Our results indicate that the bifurcation equation are more degenerate when more symmetries are present in (1.1).

At the end of $\S 3$ we give some examples.
In § 4 we prove that the condition $\rho \neq 0$ is generic. It is also proved that $\rho$ only depends on the coefficients of the Taylor expansion of $g(u, 0)$, around $u=0$, up to the order $m+1$ if $m$ is even and up to the order $m$ if $m$ is odd.

An application which can be reduced to (1.1) is the equation $\ddot{v}+\omega_{0}^{2} v+G(v)=$ $\sigma f(\omega t)$ where $G(v)$ is $O\left(v^{2}\right)$ as $v$ tends to zero, $f$ is an even $2 \pi / m$-periodic function and we look for $2 \pi / \omega$-periodic solutions for $\omega$ close to $\omega_{0}$. This includes the pendulum equation and many other mechanical and electrical oscillators. If we let $u(t) \stackrel{\text { def }}{=} v(t / \omega)$ and $\omega_{0}^{2} / \omega^{2}=1-p$, we get an equation like (1.1).

We thank a referee for pointing out that this problem could also be treated by using a complexification technique and representation of group $\boldsymbol{Z}_{m}$, such as appears in Golubitsky, Stewart, and Schaeffer [3].

A similar approach is used by Vanderbauwhede [8], where he considers a related problem.

We point out that, if we suppose that $f(t+\pi / m)=-f(t)$ for $m$ even, the conditions of this work no longer hold and the bifurcation equations become more degenerate. This is a harder problem which will be presented in a future work. The case $m=2$ is treated by Fürkotter and Rodrigues in [2].
2. The auxiliary equation. Consider equation (1.1)

$$
\ddot{u}+u=g(u, p)+\mu f(t),
$$

where ( $p, \mu$ ) varies in a small neighborhood of the origin, and the following hypothesis:
(A) $\quad f$ is a real $2 \pi / m$-periodic, even function, continuous on $R$, and $m \geqq 2$ is an integer.
(B) $\quad g$ is a $C^{\infty}$ real function defined in a neighborhood of $(u, p)=(0,0)$, odd in $u$, and $g(u, p)=p u+\alpha u^{3}+\beta u^{5}+O\left(\left|p u^{3}\right|+|u|^{7}\right)$, as $(u, p)$ goes to $(0,0)$.

Let $\mathscr{P}$ be the space of all $2 \pi$-periodic real functions, continuous on $R$, with the norm $\|w\|=\sup _{0 \leqq t \leqq 2 \pi}|w(t)|$, and let $\mathscr{P}^{(2)}$ be the space of all $2 \pi$-periodic real functions, with second derivative continuous on $R$, with the norm $\|w\|=\sup \left\{\left|w^{(j)}(t)\right|, 0 \leqq t \leqq 2 \pi\right.$, $j=0,1,2\}$.

On these spaces we consider the projection

$$
\begin{equation*}
(P w)(t) \stackrel{\text { def }}{=} \frac{\cos t}{\pi} \int_{0}^{2 \pi} w(s) \cos s d s+\frac{\sin t}{\pi} \int_{0}^{2 \pi} w(s) \sin s d s \tag{2.1}
\end{equation*}
$$

The Fredholm alternative implies that the equation $\ddot{u}+u=h(t)$, with $h$ in $\mathscr{P}$, has a solution in $\mathscr{P}^{(2)}$ if and only if $P h=0$. Moreover, if $P h=0$ then there exists a unique solution $u(t)$ in $\mathscr{P}^{(2)}$ such that $P u=0$. We indicate this solution by $\mathscr{K} h$. From the variation of constants formula, we obtain

$$
\begin{equation*}
\mathscr{K} h=(I-P)\left[-\cos (\cdot) \int_{0}^{(\cdot)} h(s) \sin s d s+\sin (\cdot) \int_{0}^{(\cdot)} h(s) \cos s d s\right] . \tag{2.2}
\end{equation*}
$$

Following the usual procedure of the Lyapunov-Schmidt method, the problem of finding a $2 \pi$-periodic solution $u(t)$ of (1.1) is reduced to that of finding a solution $w$ in $\mathscr{P}^{(2)}$ of the following equations:

$$
\begin{align*}
& w=\mathscr{K}(I-P)[g(r \cos (\cdot-\phi)+w, p)+\mu f(\cdot)]  \tag{2.3a}\\
& P[g(r \cos (\cdot-\phi)+w, p)+\mu f(\cdot)]=0 \tag{2.3b}
\end{align*}
$$

where $u(t)=r \cos (t-\phi)+w(t), r \in R$ and $\phi \in(-\pi / 2, \pi / 2]$.
Equations (2.3a) and (2.3b) are called the auxiliary and the bifurcation equation, respectively. It follows from the implicit function theorem that (2.3a) has a unique small solution, for $(p, \mu)$ in a small neighborhood of the origin. We denote this solution by $w^{*}(r, \phi, p, \mu)(t)$. If we substitute in (2.3b) we obtain the following equivalent system of equations:

$$
\begin{align*}
& F(r, \phi, p, \mu) \stackrel{\text { def }}{=} \frac{1}{\pi} \int_{0}^{2 \pi} g\left(r \cos s+w^{*}(r, \phi, p, \mu)(s+\phi), p\right) \cos s d s=0  \tag{2.4a}\\
& G(r, \phi, p, \mu) \stackrel{\text { def }}{=} \frac{1}{\pi} \int_{0}^{2 \pi} g\left(r \cos s+w^{*}(r, \phi, p, \mu)(s+\phi), p\right) \sin s d s=0 \tag{2.4~b}
\end{align*}
$$

The following lemma gives information about some symmetries and estimates of $w^{*}$.

Lemma 2.1. If hypotheses (A) and (B) are satisfied, then the solution $w^{*}$ of (2.3a) has the following properties:

$$
\begin{align*}
& w^{*}(0, \phi, p, \mu)(t) \text { is an even } 2 \pi / m \text {-periodic function of } t \text { and is independent }  \tag{2.5}\\
& \text { of } \phi ; \\
& w^{*}(r, k \pi / m, p, \mu)(t+k \pi / m) \text { is even in } t \text { for }-m / 2<k \leqq m / 2 \text {; }  \tag{2.6}\\
& w^{*}(r, \phi, p, 0)(t+\phi) \text { is even in } t ;  \tag{2.7}\\
& w^{*}(0, \phi, p, \mu)=\mu \mathscr{} f+O\left(|p \mu|+\left|\mu^{3}\right|\right) \quad \text { as }(p, \mu) \rightarrow(0,0) ;  \tag{2.8}\\
& w^{*}(r, \phi, p, \mu)=w^{*}(0, \phi, p, \mu)+r S(r, \phi, p, \mu)  \tag{2.9}\\
& \text { where } S(r, \phi, p, \mu)=O\left(r^{2}+|\mu|\right), \text { as }(r, p, \mu) \rightarrow(0,0,0) .
\end{align*}
$$

If $m$ is even then the following properties hold:

$$
\begin{align*}
& w^{*}(r, \phi, p, \mu)(t)=w^{*}(-r, \phi, p, \mu)(t-\pi)  \tag{2.10}\\
& w^{*}(r, \phi, p, \mu)(t)=-w^{*}(r, \phi, p,-\mu)(t-\pi) \tag{2.11}
\end{align*}
$$

If $m=3$, the following hold:

$$
\begin{align*}
& w^{*}(r,-\pi / 3, p, \mu)(t-\pi / 3)=w^{*}(r, \pi / 3, p, \mu)(t+\pi / 3)  \tag{2.12}\\
& w^{*}(-r, \pi / 3, p, \mu)(t-2 \pi / 3)=w^{*}(r, 0, p, \mu)(t) \tag{2.13}
\end{align*}
$$

Proof. Properties (2.5)-(2.7), and (2.10)-(2.13) follow essentially from the fact that the auxiliary equation is invariant under certain transformations. Properties (2.8) and (2.9) can be proved in a natural way.

Let $\mathscr{P}_{2 \pi \times 2 \pi}=\{f: R \times R \rightarrow R: f(t+2 \pi, \phi)=f(t, \phi)=f(t, \phi+2 \pi)$ for every $(t, \phi) \in$ $R \times R, f$ continuous $\}$ with the sup norm.

Let $m$ and $n$ be positive integers, with $m \geqq 2$ and $n \leqq m-1$. If $n$ is even we define $\mathscr{F}_{n}$ as the space of the functions $y \in \mathscr{P}_{2 \pi \times 2 \pi}$, such that $y(t, \phi)$ can be written in the form:

$$
\begin{equation*}
\sum_{j=0}^{n / 2}\left[a_{n, 2 j}(t) \cos 2 j(t-\phi)+b_{n, 2 j}(t) \sin 2 j(t-\phi)\right] \tag{2.14}
\end{equation*}
$$

where $a_{n, 2 j}$ is an even $2 \pi / m$-periodic function and $b_{n, 2 j}$ is an odd $2 \pi / m$-periodic function, for $j=0, \cdots, n / 2$.

If $n$ is an odd integer, we define $\mathscr{F}_{n}$ as the space of the functions $y \in \mathscr{P}_{2 \pi \times 2 \pi}$, such that $y(t, \phi)$ can be written in the form:

$$
\begin{equation*}
\sum_{j=0}^{(n-1) / 2}\left[a_{n, 2 j+1}(t) \cos (2 j+1)(t-\phi)+b_{n, 2 j+1}(t) \sin (2 j+1)(t-\phi)\right] \tag{2.15}
\end{equation*}
$$

where $a_{n, 2 j+1}$ is an even $2 \pi / m$-periodic function and $b_{n, 2 j+1}$ is an odd $2 \pi / m$-periodic function for $j=0,1, \cdots,(n-1) / 2$.

Remark 2.1. In Lemmas 2.2-2.4 and Theorem 2.1 we allow $\phi$ to vary in $R$. To avoid picking up the same solution twice, in § 3 we restrict $\phi$ to $(-\pi / 2, \pi / 2]$.

Lemma 2.2. $\mathscr{F}_{n}$ is closed in $\mathscr{P}_{2 \pi \times 2 \pi}$.
Proof. Let us assume first that $n$ is even and that $y$ is in $\mathscr{F}_{n}$. Then it has the form (2.14).

It is possible to prove that

$$
a_{n, 2 j}(t)=\frac{1}{\pi} \int_{0}^{2 \pi} y(t, \phi) \cos 2 j(t-\phi) d \phi
$$

and

$$
b_{n, 2 j}(t)=\frac{1}{\pi} \int_{0}^{2 \pi} y(t, \phi) \sin 2 j(t-\phi) d \phi
$$

From this fact it follows that if a sequence $y_{k} \in \mathscr{F}_{n}$ converges in $\mathscr{P}_{2 \pi \times 2 \pi}$, then its limit is in $\mathscr{F}_{n}$.

If $n$ is odd the proof is similar.
Lemma 2.3. If $q_{i}, n_{i}, \beta$ are positive integers, $y_{i} \in \mathscr{F}_{n_{i}}, i=1, \cdots, \beta$ and $\alpha=\sum_{i=1}^{\beta} q_{i} n_{i} \leqq$ $m-1$, then $\prod_{i=1}^{\beta} y_{i}^{q_{i} \in \mathscr{F}_{\alpha}}$.

The next lemma plays an important role in this work.
Lemma 2.4. If $m$ and $n$ are positive integers, with $m \geqq 2, n \leqq m-1$, and $f \in(I-P) \mathscr{F}_{n}$ then $\mathscr{K} f$, that is, the function $(t, \phi) \mapsto \mathscr{K} f(\cdot, \phi)(t)$, belongs to $(I-P) \mathscr{F}_{n}$.

Proof. Let us suppose first that $n$ is even.
Our purpose is to prove that there exist coefficients $a_{n, 2 j}, b_{n, 2 j}$ in such a way that a function $x(t)$ given by (2.14) is a solution of $\ddot{x}+x=f(t, \phi)$ and $x \in(I-P) \mathscr{F}_{n}$. Since $\mathscr{K} f(\cdot, \phi)$ is the unique $2 \pi$-periodic solution which belongs to the range of $I-P$, it will follow that $x=\mathscr{K} f(\cdot, \phi)$.

If we substitute (2.14) into $\ddot{x}+x=f(t, \phi)$, where $f(t, \phi) \stackrel{\text { def }}{=} \sum_{j=0}^{n / 2}\left[A_{n, 2 j}(t) \cos 2 j(t-\right.$ $\left.\phi)+B_{n, 2 j}(t) \sin 2 j(t-\phi)\right]$ and equate coefficients, we obtain the equivalent system:

$$
\begin{aligned}
& \ddot{a}_{n, 2 j}-\left(4 j^{2}-1\right) a_{n, 2 j}+4 j \dot{b}_{n, 2 j}=A_{n, 2 j}, \\
& \ddot{b}_{n, 2 j}-\left(4 j^{2}-1\right) b_{n, 2 j}+4 j \dot{a}_{n, 2 j}=B_{n, 2 j}
\end{aligned}
$$

for $j=0, \cdots, n / 2$.
Now, if we let $y_{1}=a_{n, 2 j}, \dot{y}_{1}=y_{2}, y_{3}=3 b_{n, 2 j}, \dot{y}_{3}=y_{4}, y=\operatorname{col}\left(y_{1}, y_{2}, y_{3}, y_{4}\right)$, we obtain the equivalent equation:

$$
\dot{y}=C_{j} y+F_{j}
$$

where $F_{j}=\operatorname{col}\left(0, A_{n, 2 j}, 0, B_{n, 2 j}\right)$ and

$$
C_{j}=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
4 j^{2}-1 & 0 & 0 & -4 j \\
0 & 0 & 0 & 1 \\
0 & 4 j & 4 j^{2}-1 & 0
\end{array}\right]
$$

for $j=0, \cdots, n / 2$.

The eigenvalues of $C_{j}$ are $\pm(2 j+1) i$ and $\pm(2 j-1) i$.
If $m$ is even then the system $\dot{y}=C_{j} y$ is noncritical with respect to $\mathscr{P}_{2 \pi / m}$, the space of $2 \pi / m$-periodic continuous functions. The same holds if $m$ is odd, $0 \leqq j \leqq n / 2 \leqq$ $(m-1) / 2$, or $0 \leqq j \leqq n / 2<(m-1) / 2$. If $j=n / 2=(m-1) / 2$, then the system $\dot{y}=C_{j} y$ is critical with respect to $\mathscr{P}_{2 \pi / m}$.

For the noncritical cases the equation $\dot{y}=C_{j} y+F_{j}$ has a unique $2 \pi / m$-periodic solution $\quad y(t)=\operatorname{col}\left(y_{1}(t), y_{2}(t), y_{3}(t), y_{4}(t)\right)$. Since $\quad z(t) \stackrel{\text { def }}{=} \operatorname{col}\left(y_{1}(-t),-y_{2}(-t)\right.$, $\left.-y_{3}(-t), y_{4}(-t)\right)$ is also a $2 \pi / m$-periodic solution, it follows that $y_{1}(t)$ must be even and $y_{3}(t)$ must be odd functions of $t$.

For $j=n / 2=(m-1) / 2$ we have a critical case. Following Hale [4, p. 275] we have that

$$
\phi(t) \stackrel{\text { def }}{=}\left[\begin{array}{cc}
\cos m t & \sin m t \\
-m \sin m t & m \cos m t \\
\sin m t & -\cos m t \\
m \cos m t & m \sin m t
\end{array}\right]
$$

is a matrix whose columns form a basis of the space of $2 \pi / m$-periodic solutions of $\dot{y}=C_{j}(y)$, and

$$
\Psi(t)=\left[\begin{array}{rllr}
-(m-2) \sin m t & \cos m t & (m-2) \cos m t & \sin m t \\
(m-2) \cos m t & \sin m t & (m-2) \sin m t & -\cos m t
\end{array}\right]
$$

is a matrix whose rows form a basis of the space of $2 \pi / m$-periodic solutions of the adjoint equation, $\dot{z}=-z C_{j}$.

If we define projections $\bar{P}, \bar{Q}$ as in Hale [4, (2.5), p. 276], we obtain

$$
\begin{aligned}
& \bar{P} f=\Phi(\cdot)\left[\int_{0}^{2 \pi / m} \Phi^{\prime}(t) \Phi(t) d t\right]^{-1} \int_{0}^{2 \pi / m} \Phi^{\prime}(t) f(t) d t \\
& \bar{Q} f=\psi^{\prime}(\cdot)\left[\int_{0}^{2 \pi / m} \Psi(t) \Psi^{\prime}(t) d t\right]^{-1} \int_{0}^{2 \pi / m} \Psi(t) f(t) d t
\end{aligned}
$$

$P f(\cdot, \phi)=0$ implies that $\bar{Q} F_{j}=0$, for $j=(m-1) / 2$.
Then $\dot{y}=C_{j} y+F_{j}$ has a unique $2 \pi / m$-periodic solution $y(t)$ such that $(\bar{P} y)(t) \equiv 0$.
If $z(t) \stackrel{\text { def }}{=} \operatorname{col}\left(y_{1}(-t),-y_{2}(-t),-y_{3}(-t), y_{4}(-t)\right)$, then $z(t)$ is also a solution of the same equation with $\left(\bar{P}_{z}\right)(t) \equiv 0$. This implies that $y_{1}$ is even and $y_{3}(t)$ is odd.

The above information will provide a solution $x(t)$ of $\ddot{x}+x=f(t, \phi)$, and the condition $\bar{P} y=0$ implies that $P x=0$. This shows that $x \in(I-P) \mathscr{F}_{n}$ and that $x(t)=$ $\mathscr{K} f(\cdot, \phi)(t)$.

The case $n$ odd is similar.
Lemma 2.5. Let $X$ be a Banach space, and let $I \subset R$ be an interval. Let $\xi: I \rightarrow X$ and $g: X \rightarrow X$ be functions with continuous derivatives up to the order $n$. Let $H=g \circ \xi$. Then for $n \geqq 1, \partial^{n} H / \partial r^{n}(r)$ can be written as a sum of terms of the form

$$
\gamma_{i} \frac{\partial^{i} g}{\partial u^{i}}(\xi(r))\left(\frac{d^{\alpha_{1}^{i}} \xi}{d r^{\alpha_{i}^{i}}}\right)^{\beta_{1}^{i}} \cdots\left(\frac{d^{\alpha_{k_{i}}^{i} \xi}}{d r^{\alpha_{k_{i}}^{i}}}\right)^{\beta_{k_{i}}^{i}}
$$

where $\alpha_{1}^{i} \beta_{1}^{i}+\cdots+\alpha_{k_{i}}^{i} \beta_{k_{i}}^{i}=n, \beta_{1}^{i}+\cdots+\beta_{k_{i}}^{i}=i$ and $\gamma_{i}$ are constants, for $i=1, \cdots, n$. Moreover, if $i>1$, then $\alpha_{j}^{i}<n$ and $\partial g / \partial u(\xi(r)) d^{n} \xi / d r^{n}$ is the only term containing $d^{n} \xi / d r^{n}$.

The next theorem will be very important in the proof of our main results.
Theorem 2.1. Suppose hypotheses (A) and (B) are satisfied. If $1 \leqq n \leqq m-1$, then $\partial^{n} w^{*} / \partial r^{n}(0, \cdot, p, \mu)(\cdot)$ belongs to $(I-P) \mathscr{F}_{n}$. Moreover, it has the form (2.14) or (2.15),
for $m$ even or odd, respectively, with the coefficients $a_{i j}(t)=a_{i j}(p, \mu)(t)$ and $b_{i j}(t)=$ $b_{i j}(p, \mu)(t)$.

Proof. We will do the proof by induction. If $n=1$ then $\partial w^{*} / \partial r(0, \cdot, p, \mu)(\cdot)$ is the unique solution of $\mathscr{H} y=y$, where $(\mathscr{H} y)(t, \phi) \xlongequal{=} \mathscr{H}(I-P) \times$ $\left[\partial g / \partial u\left(w^{*}(0, \phi, p, \mu)(\cdot), p\right)(y+\cos (\cdot-\phi))\right](t)$ is a uniform contraction with respect to $p, \mu$ for $(p, \mu)$ in a small neighborhood of $(0,0)$.

From Lemmas 2.1 and 2.4, after some calculations we prove that $(I-P) \mathscr{F}_{1}$ is invariant under $\mathscr{H}$. Since, by Lemma 2.2, $(I-P) \mathscr{F}_{1}$ is closed in $\mathscr{P}_{2 \pi \times 2 \pi}$ it follows that the fixed point of $\mathscr{H}$ is in $(I-P) \mathscr{F}_{1}$.

Now let us assume that the result is true up to order $n-1$. We will prove that it is true for $n$.
$y=\partial^{n} w^{*} / \partial r^{n}(0, \cdot, p, \mu)$ is the unique solution of $y=\mathscr{H} y$ where

$$
(\mathscr{H} y)(t, \phi) \stackrel{\text { def }}{=} \mathscr{K}(I-P)\left[\frac{\partial g}{\partial u}\left(w^{*}(0, \phi, p, \mu), p\right) y+T(\phi, p, \mu)\right](t),
$$

and $T(\phi, p, \mu)$, by Lemma 2.5, can be written as a sum of terms of the form

$$
\gamma_{i} \frac{\partial^{i} g}{\partial u^{i}}\left(w^{*}, p\right)\left(\cos (\cdot-\phi)+\frac{\partial w^{*}}{\partial r}\right)^{\beta,}\left(\frac{\partial^{\alpha_{2}^{i}} w^{*}}{\partial r^{\alpha_{2}^{i}}}\right)^{\beta_{2}^{i}} \cdots\left(\frac{\partial^{\alpha_{k_{i}}^{i}} w^{*}}{\partial r^{\alpha_{k_{i}}^{i}}}\right)^{\beta_{k_{i}}^{i}}
$$

where $i>1$ and $\partial^{l} w^{*} / \partial r^{l}$, above, means $\partial^{l} w^{*} / \partial r^{l}(0, \phi, p, \mu)$ for $l=0,1, \cdots, \alpha_{k_{i}}^{i}$. Moreover, $\alpha_{j}^{i}<n, \alpha_{1}^{i} \beta_{1}^{i}+\cdots+\alpha_{k_{i}}^{i} \beta_{k_{i}}^{i}=n$ and $\beta_{1}^{i}+\cdots+\beta_{k_{i}}^{i}=i$, for $j=1, \cdots, k_{i}, i=$ $1, \cdots, n$.

As before $\mathscr{H}$ is a uniform contraction in $\mathscr{P}_{2 \pi \times 2 \pi}$ for $(p, \mu)$ in a small neighborhood of $(0,0)$.

From Lemmas 2.1, 2.3, and 2.4, after some calculations it follows that $(I-P) \mathscr{F}_{n}$ is closed in $\mathscr{P}_{2 \pi \times 2 \pi}$. Then the fixed point of $\mathscr{H}$ belongs to $(I-P) \mathscr{F}_{n}$.
3. The bifurcation equations. Since in $\S 2$ we obtained much information about the solution of the auxiliary equation, we now are able to analyze the bifurcation equations given in (2.4).

Lemma 3.1. Under hypotheses (A) and (B) the following hold:
(i) $G(r, \phi, p, 0) \equiv 0$.
(ii) If $m$ is even, then $F$ and $G$ are odd functions of $r$ and even functions of $\mu$.

Proof. The first part follows from Lemma 2.1, (2.7) and the second part follows from Lemma 2.1, (2.10) and (2.11).

Theorem 3.1. Suppose hypotheses (A) and (B) are satisfied. Then for $(r, p, \mu)$ in a small neighborhood of the origin, $G(r, \phi, p, \mu)=r^{m-1} \mu \sin m \phi(\rho+\cdots)$, if $m$ is odd and $G(r, \phi, p, \mu)=r^{m-1} \mu^{2} \sin m \phi(\rho+\cdots)$, if $m$ is even, where $\rho$ is independent of $\phi$, $p, \mu$ and $(\cdots)$ indicates terms of order $O(|p|+|\mu|+|r|)$ uniformly on $\phi$, as $(r, p, \mu) \rightarrow$ $(0,0,0)$.

Proof. We will first prove that

$$
\frac{\partial^{l} G}{\partial r^{l}}(0, \phi, p, \mu)=0, \quad l=1,2, \cdots, m-2 .
$$

If we let $H(r, s) \stackrel{\text { def }}{=} g\left(r \cos (s-\phi)+w^{*}(r, \phi, p, \mu)(s), p\right)$, then

$$
\frac{\partial^{l} G}{\partial r^{l}}(0, \phi, p, \mu)=\frac{1}{\pi} \int_{0}^{2 \pi} \frac{\partial^{l} H}{\partial r^{l}}(0, s) \sin (s-\phi) d s
$$

From Lemma 2.5 it follows that $\partial^{l} H / \partial r^{l}(0, s)$ is a sum of terms of the form

$$
\gamma_{i} \frac{\partial^{i} g}{\partial u^{i}}\left(w^{*}, p\right)\left(\cos (\cdot-\phi)+\frac{\partial w^{*}}{\partial r}\right)^{\beta_{i}^{i}}\left(\frac{\partial^{\alpha_{2}^{i}} w^{*}}{\partial r^{\alpha_{2}^{i}}}\right)^{\beta_{2}^{i}} \cdots\left(\frac{\partial^{\alpha_{\beta_{k_{i}}}} w^{*}}{\partial r}\right)^{\alpha_{\beta_{k_{i}}}^{i}}
$$

where $\partial^{q} w^{*} / \partial r^{q}=\partial^{q} w^{*} / \partial r^{q}(0, \phi, p, \mu)(s), q=0, \alpha_{1}^{i}, \cdots, \alpha_{k_{i}}^{i}, \alpha_{1}^{i} \beta_{1}^{i}+\cdots+\alpha_{k_{i}}^{i} \beta_{k_{i}}^{i}=l$ and $\beta_{1}^{i}+\cdots+\beta_{k_{i}}^{i}=i$.

Let us assume first that $l$ is even. From Theorem 2.1 and Corollary 2.1 it follows that $\partial^{l} G / \partial r^{l}(0, \phi, p, \mu)$ is a sum of integrals of the form

$$
\int_{0}^{2 \pi}[a(s) \cos 2 j(s-\phi)+b(s) \sin 2 j(s-\phi)] \sin (s-\phi) d s
$$

where $0 \leqq j \leqq l / 2<(m-1) / 2$ and $a(s), b(s)$ are $2 \pi / m$-periodic functions.
That integral can be written as

$$
\begin{aligned}
& \frac{1}{2}\left\{-\sin (2 j+1) \phi \int_{0}^{2 \pi}[a(s) \cos (2 j+1) s+b(s) \sin (2 j+1) s] d s\right. \\
& \left.\quad+\sin (2 j-1) \phi \int_{0}^{2 \pi}[a(s) \cos (2 j-1) s+b(s) \sin (2 j-1) s] d s\right\} .
\end{aligned}
$$

Since $j<(m-1) / 2$ implies that $(2 j+1)<m$ and since $a(s), b(s)$ are $2 \pi / m$ periodic it follows that the above integrals vanish.

The case $l$ odd, $l<m-1$ is similar.
The same idea shows that $\left(\partial^{m-1} / \partial r^{m-1}\right) G(0, \phi, p, \mu)$ is a sum of integrals of the form

$$
-\frac{\sin m \phi}{2} \int_{0}^{2 \pi}[a(s) \cos m s+b(s) \sin m s] d s
$$

where $a(s)=a(p, \mu)(s), b(s)=b(p, \mu)(s)$ are $2 \pi / m$-periodic functions of $s$.
From Lemma 2.1, (2.6) it follows that $G(r, k \pi / m, p, \mu) \equiv 0$.
The proof can be completed by using Lemma 3.1 and the above results.
Remark 3.1. To evaluate $\rho$ it is sufficient to compute

$$
\left(\frac{\partial^{m+1} G}{\partial r^{m-1} \partial \mu^{2}}(0, \phi, 0,0)\right) / \sin m \phi \quad \text { or } \quad\left(\frac{\partial^{m} G}{\partial r^{m-1} \partial \mu}(0, \phi, 0,0)\right) / \sin m \phi
$$

for $m$ even or odd, respectively.
The case $m=2$ is considered by Fürkotter and Rodrigues in [2]. The cases where $m=3,4,5$ are considered with details in $\S 3$ in the section of examples.

Theorem 3.2. Suppose (A) and (B) are satisfied and $\rho \neq 0$. Then the only small $2 \pi$-periodic solutions of (1.1) are such that $u(t+k \pi / m)$ is even in $t$, for some $k$, $-m / 2<k \leqq m / 2$, for $(p, \mu)$ small and $\mu \neq 0$.

Proof. Since $G(r, \phi, p, \mu)=r^{m-1} \mu \sin m \phi(\rho+\cdots)$ if $m$ is odd, $G=0, \mu \neq 0$ implies $r=0$ or $\sin m \phi=0$. Since $u(t)=r \cos (t-\phi)+w^{*}(r, \phi, p, \mu)(t)$, from Lemma 2.1 it follows that $u(t)$ is even if $r=0$. If $\sin m \phi=0$ then $\phi=k \pi / m$, $-m / 2<k \leqq m / 2$. Still from Lemma 2.1 it follows that $u(t+k \pi / m)=r \cos t+$ $w^{*}(r, k \pi / m, p, \mu)(t+k \pi / m)$ is even in $t$.

In what follows we will assume that $\rho \neq 0$.
Now let us analyze the first bifurcation equation (2.4a),

$$
F(r, \phi, p, \mu)=\frac{1}{\pi} \int_{0}^{2 \pi} g\left(r \cos s+w^{*}(r, \phi, p, \mu)(s+\phi), p\right) \cos s d s=0
$$

If we let $g(u, p)=p u+\alpha u^{3}+O\left(\left|p u^{3}\right|+\left|u^{5}\right|\right)$ and since $F(0, \phi, p, \mu) \equiv 0$, after some calculations we obtain for $m>3$,

$$
F(r, \phi, p, \mu)=r\left(p+\frac{3}{4} \alpha r^{2}+3 \alpha \eta r \mu+3 \alpha \lambda \mu^{2}+\cdots\right)=0
$$

where

$$
\lambda \stackrel{\text { def }}{=} \frac{1}{2 \pi} \int_{0}^{2 \pi}[(\mathscr{K} f)(t)]^{2} d t, \quad \eta \stackrel{\text { def }}{=} \frac{\cos 3 \phi}{4 \pi} \int_{0}^{2 \pi}(\mathscr{K} f)(t) \cos 3 t d t
$$

and $\cdot \cdots$ indicates higher-order terms.
We know that $r=0$ solves $F=0$ and $u(t)=w^{*}(0, \phi, p, \mu)(t)$ is $2 \pi / m$-periodic in $t$.

In order to find other solutions, we consider $J \stackrel{\text { def }}{=} F / r$. To find multiple roots of $J=0$ we consider the system:

$$
\begin{aligned}
& J(r, \phi, p, \mu)=p+\frac{3}{4} \alpha r^{2}+3 \alpha \eta r \mu+3 \alpha \lambda \mu^{2}+\cdots=0, \\
& J_{r}(r, \phi, p, \mu)=\frac{3}{2} \alpha r+3 \alpha \eta \mu+\cdots=0 .
\end{aligned}
$$

Since $\operatorname{det}\left(\partial\left(J, J_{r}\right) / \partial(p, r)\right)=\frac{3}{2} \alpha$, for $r=p=\mu=0$, if $\alpha \neq 0$, from the implicit function theorem it follows that $p$ and $r$ can be found as functions of $\mu$ in a small neighborhood of the origin, for each fixed $\phi$.

In what follows, the case $m=3$ requires a different treatment from the case $m>3$.
If $m=3$ the admissible values of $\phi$ are $\phi=0$ and $\phi= \pm \pi / 3$. From Lemma 2.1, (2.12) it follows that $F(r,-\pi / 3, p, \mu)=F(r, \pi / 3, p, \mu)$, which implies that the bifurcation equations are the same for $\phi=-\pi / 3$ and $\phi=\pi / 3$.

Also from Lemma 2.1, (2.13) it follows that $F(-r, \pi / 3, p, \mu)=-F(r, 0, p, \mu)$, which implies $J(-r, \pi / 3, p, \mu)=J(r, 0, p, \mu)$. Therefore the bifurcation curve $p=p(\mu)$ for $\phi=0$ is the same as for $\phi=\pi / 3$, while $r=r(\mu)$ changes sign.

The bifurcation curve for $\phi=0$ is given by $p=3 \alpha\left(\eta^{2}-\lambda\right) \mu^{2}+O\left(|\mu|^{3}\right)$. The value of $r$ where the bifurcation occurs is given by $r=-2 \eta \mu+O\left(\mu^{2}\right)$.

If $m>3$ we assure that $J_{r}(0, \phi, p, \mu) \equiv 0$. This follows from Theorem 2.1 and Lemma 2.1.

It also follows from Theorem 2.1 that $J(0, \phi, p, \mu)$ is independent of $\phi$.
Since $J(0, \phi, p, \mu)$ does not depend on $\phi$ and $J_{r}(0, \phi, p, \mu) \equiv 0$, it follows that the solution $p=p(\mu)$ which we obtain by solving $J(0, \phi, p, \mu)=0$ and $r=0$ is the unique solution of $J(0, \phi, p, \mu)=0, J_{r}(0, \phi, p, \mu)=0$ of $r$ and $p$ as functions of $\mu$. Therefore for $m>3$ we have a unique bifurcation curve, which is given by

$$
p=-3 \alpha \lambda \mu^{2}+O\left(|\mu|^{3}\right) .
$$

The next theorem is very interesting and it describes the changes of the number of the small $2 \pi / m$-periodic solutions of (1.1) as $(p, \mu)$ crosses the bifurcation curve.

Theorem 3.3. Suppose (A) and (B) are satisfied, $m \geqq 3, \alpha \neq 0$ and $\rho$, given in Remark 3.1, is nonzero. Then there exists a unique bifurcation curve $\Gamma$, which is given by $p=-3 \alpha \lambda \mu^{2}+O\left(\mu^{3}\right)$ where $\lambda=(1 / 2 \pi) \int_{0}^{2 \pi}[(\mathscr{K} f)(s)]^{2} d s$ and $\mathscr{K} f$ is the $2 \pi / m$-periodic solution of $\ddot{u}+u=f(t)$, if $m>3$ and by $p=3 \alpha\left(\eta^{2}-\lambda\right) \mu^{2}+O\left(\mu^{3}\right)$ if $m=3$, where $\eta^{2}=(\cos 3 \phi / 4 \pi) \int_{0}^{2 \pi}(\mathscr{\mathscr { L }} f)(t) \cos 3 t d t$.

The curve $\Gamma$ divides a neighborhood of the origin into regions as is shown in Figs. 3.1 and 3.2 for $m>3$ and $m=3$, respectively, for $\alpha, \lambda>0, \mu \neq 0$. The number of $2 \pi$-periodic solutions of (1.1) is indicated in the figures.

Examples. In what follows we will analyze the cases $m=3,4,5$. We recall that the case $m=2$ was studied in Fürkotter and Rodrigues [2] where we considered the example $f(t)=1+\cos 2 t$. From the calculation that will be presented below, if $g(u, 0)=$ $\alpha u^{3}+\beta u^{5}+O\left(\left|u^{7}\right|\right)$, to compute the value of $\rho$ for $m=3$, we only use $\alpha$, while for $m=4,5$ both $\alpha$ and $\beta$ have contribution on the value of $\rho$.

For $m=3$, we have $\rho=-(3 / 4 \pi) \alpha \int_{0}^{2 \pi}(\mathscr{K} f)(t) \cos 3 t d t$.


Fig. 3.1


Fig. 3.2
For $m=4$,

$$
\begin{aligned}
\rho=- & \frac{9}{4 \pi} \alpha^{2} \int_{0}^{2 \pi} \mathscr{K}(I-P)\left[\cos (\cdot)(\mathscr{K} f)^{2}\right](s) \cos 3 s d s \\
& -\frac{9}{4 \pi} \alpha^{2}\left(\int_{0}^{2 \pi}(\mathscr{K} f)(s) \mathscr{K}[\cos 2(\cdot) \mathscr{K} f](s) \cos 2 s d s\right. \\
& \left.\quad-\int_{0}^{2 \pi}(\mathscr{K} f)(s) \mathscr{K}[\sin 2(\cdot) \mathscr{K} f](s) \sin 2 s d s\right) \\
& +\frac{3}{64 \pi} \alpha^{2} \int_{0}^{2 \pi}[(\mathscr{K} f)(s)]^{2} \cos 4 s d s-\frac{5 \beta}{4 \pi} \int_{0}^{2 \pi}[(\mathscr{K} f)(s)]^{2} \cos 4 s d s .
\end{aligned}
$$

For $m=5$,

$$
\begin{aligned}
& \rho=\frac{45}{64 \pi} \alpha^{2} \int_{0}^{2 \pi}(\mathscr{K} f)(s) \cos 5 s d s+\frac{3}{64 \pi} \alpha^{2} \int_{0}^{2 \pi}(\mathscr{K} f)(s) \cos 5 s d s \\
&-\frac{5}{16 \pi} \beta \int_{0}^{2 \pi}(\mathscr{K} f)(s) \cos 5 s d s
\end{aligned}
$$

Let us now consider the equation $\ddot{u}+u=g(u, p)+\mu f(t)$, where $g(u, p)=$ $p u+\alpha u^{3}+\beta u^{5}+\cdots$, for some specific examples of $f(t)$ :
(1) If $f(t)=\cos 3 t$, then $\rho=3 \alpha / 32, \lambda=1 / 128$, and $\eta=-(1 / 32) \cos 3 \phi$.
(2) If $f(t)=1+\cos 4 t$, then $\rho=-\alpha^{2} / 8+\beta / 6, \lambda=1 / 450$, and $\eta=0$.
(3) If $f(t)=\cos 5 t$, then $\rho=-(5 / 1024) \alpha^{2}+(5 / 384) \beta, \lambda=1 / 1152$, and $\eta=0$.
4. The genericity of the condition $\boldsymbol{\rho} \neq \mathbf{0}$. In this chapter we will suppose that $g \in C^{m+2}$

$$
g(u, 0)=\sum_{i=1}^{(m-1) / 2} \alpha_{2 i+1} u^{2 i+1}+O\left(|u|^{m+2}\right),
$$

if $m$ is odd and $g \in C^{m+3}$,

$$
g(u, 0)=\sum_{i=1}^{m / 2} \alpha_{2 i+1} u^{2 i+1}+O\left(|u|^{m+3}\right)
$$

if $m$ is even. In both cases we suppose that $g(\cdot, p)$ is odd.
Lemma 4.1. Under the above assumptions and (A), if $k \geqq 3$ is an integer, $k \leqq(m-1) / 2$ if $m$ is odd $k \leqq m / 2$ if $m$ is even, then there exist continuous functions, $\quad W_{1}=W_{1}\left(\alpha_{3}, \cdots, \alpha_{2 k-1}, r, \phi, \mu, f\right)=O\left((|r|+|\mu|)^{3}\right), \quad W_{2}=W_{2}(r, \phi, \mu, f)=$ $O\left((|r|+|\mu|)^{2 k+1}\right)$, such that

$$
w^{*}(r, \phi, 0, \mu)=\mu(\mathscr{K} f)+W_{1}+\alpha_{2 k+1} W_{2}+O\left((|r|+|\mu|)^{2 k+3}\right) .
$$

The proof of the above lemma can be done by induction on $k$.
Lemma 4.2. Under the assumptions of Lemma 4.1, the following hold:
(1) If $m \geqq 4$ is even, then there exists a continuous function $K\left(\alpha_{3}, \cdots, \alpha_{m-1}, f\right)$, such that

$$
\rho=-\frac{m(m+1)}{2^{m} \pi} \alpha_{m+1} \int_{0}^{2 \pi}[(\mathscr{K} f)(s)]^{2} \cos m s d s+K\left(\alpha_{3}, \cdots, \alpha_{m-1}, f\right) .
$$

(2) If $m \geqq 5$ is odd, then there exists a continuous function $K\left(\alpha_{3}, \cdots, \alpha_{m-2}, f\right)$, such that

$$
\rho=-\frac{m}{2^{m-1} \pi} \alpha_{m} \int_{0}^{2 \pi}(\mathscr{K} f)(s) \cos m s d s+K\left(\alpha_{3}, \cdots, \alpha_{m-2}, f\right) .
$$

Proof. If $m$ is even, from Lemma 4.1 it follows that

$$
w^{*}=\mu \mathscr{K} f+W_{1}+\alpha_{m+1} W_{2}+\cdots
$$

where $\cdots \stackrel{\text { def }}{=} O\left((|r|+|\mu|)^{m+3}\right)$.
Therefore,

$$
\begin{aligned}
G(r, \phi, 0, \mu)= & \frac{1}{\pi} \\
= & \int_{0}^{2 \pi} \sum_{l=1}^{m / 2} \alpha_{2 l+1}\left(r \cos s+w^{*}(s+\phi)\right)^{2 l+1} \sin s d s+\cdots \\
& +\frac{1}{\pi} \int_{m+1}\left(r \cos s+w^{*}(s+\phi)\right)^{m+1} \sin s d s \\
= & \frac{1}{\pi} \int_{l=1}^{2 \pi} \alpha_{0}^{2 \pi} \alpha_{m+1}[r \cos s+\mu(\mathscr{K} f)(s+\phi)]^{m+1} \sin s d s \\
& \left.+\frac{1}{\pi} \int_{0}^{2 \pi} \sum_{l=1}^{2 \pi} \sum_{(m-2) / 2} \alpha_{2 l+1}\left[r \cos s+\mu(\mathscr{K} f)(s+\phi)+W_{1}\right]^{2 l+1}(s+\phi)\right)^{2 l+1} \sin s d s+\cdots \\
& =\cdots .
\end{aligned}
$$

From Theorem 3.1, it follows that

$$
G(r, \phi, p, \mu)=r^{m-1} \mu^{2} \sin m \phi[\rho+O(|p|+|\mu|+|r|)] .
$$

Therefore, to determine $\rho$ it suffices to consider the part of $G$, which contains terms involving $r^{m-1} \mu^{2}$, for $p=0$.

Let us first consider the term

$$
\frac{\alpha_{m+1}}{\pi} \int_{0}^{2 \pi}[r \cos s+\mu(\mathscr{K} f)(s+\phi)]^{m+1} \sin s d s
$$

The part of this term that involves $r^{m-1} \mu^{2}$ is given by

$$
\frac{\alpha_{m+1}}{\pi} \frac{m(m+1)}{2} r^{m-1} \mu^{2} \int_{0}^{2 \pi} \cos ^{m-1} s[(\mathscr{K} f)(s+\phi)]^{2} \sin s d s
$$

By induction we can prove that

$$
\begin{aligned}
\cos ^{m-1} s \sin s=\frac{1}{2^{m-1}}\{ & {[\sin m s-\sin (m-2) s] } \\
& \left.+\sum_{j=1}^{(m-2) / 2} \beta_{j}[\sin (m-2 j) s-\sin (m-2(j+1)) s]\right\}
\end{aligned}
$$

where $\beta_{j}$ are constants.
Since $\mathscr{K} f$ is $2 \pi / m$-periodic, we have that

$$
\int_{0}^{2 \pi}[(\mathscr{K} f)(s+\phi)]^{2} \sin k s d s=0 \quad \text { if } 0 \leqq k<m
$$

Therefore,

$$
\begin{aligned}
\frac{\alpha_{m+1}}{\pi} & \frac{m(m+1)}{2} r^{m-1} \mu^{2} \int_{0}^{2 \pi}[(\mathscr{K} f)(s+\phi)]^{2} \cos ^{m-1} s \sin s d s \\
& =-\frac{\alpha_{m+1}}{2^{m} \pi} m(m+1) r^{m-1} \mu^{2} \sin m \phi \int_{0}^{2 \pi}[(\mathscr{K} f)(s)]^{2} \cos m s d s
\end{aligned}
$$

If we define $K\left(\alpha_{3}, \cdots, \alpha_{m-1}, f\right)$ as the coefficient of the term $r^{m-1} \mu^{2} \sin m \phi$ obtained from

$$
\frac{1}{\pi} \int_{0}^{2 \pi} \sum_{l=1}^{(m-2) / 2} \alpha_{2 l+1}\left[r \cos +\mu(\mathscr{K} f)(s+\phi)+W_{1}\right]^{2 l+1} \sin s d s
$$

then we conclude that $\rho$ has the stated form.
The second part of our lemma is similar.
Theorem 4.1. Under the assumptions on $g$, in the beginning of this section, the condition $\rho \neq 0$ is generic.

Proof. Let us consider the case $m \geqq 2$, even. The case $m=2$ is simple. For $m \geqq 4$ we have, from Lemma 4.2 that

$$
\rho=\alpha_{m+1} c_{m} \int_{0}^{2 \pi}[(\mathscr{K} f)(s)]^{2} \cos m s d s+K\left(\alpha_{3}, \cdots, \alpha_{m-1}, f\right)
$$

where $c_{m} \neq 0$.
Without loss of generality, we can assume that

$$
\int_{0}^{2 \pi}[(\mathscr{K} f)(s)]^{2} \cos m s d s \neq 0
$$

If $\rho(f, g)=0$, then we consider $\bar{g}(u)=g(u, 0)+\varepsilon u^{m+1}$. Then $\rho(f, \bar{g})=$ $\varepsilon c_{m} \int_{0}^{2 \pi}[(\mathscr{K} f)(s)]^{2} \cos m s d s \neq 0$ and $\bar{g}$ is close to $g$ in the $c^{m+3}$-topology, if $\varepsilon$ is small.

The remaining part of the proof is easy.
The case $m$ odd is similar.
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# ANALYSIS AND COMPUTATION OF SYMMETRY-BREAKING BIFURCATION AND SCALING LAWS USING GROUP THEORETIC METHODS* 
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#### Abstract

Group theoretic methods are used to analyse symmetry-breaking bifurcation for nonlinear equations defined on a real Hilbert space. An important result is the decomposition of the Hilbert space into orthogonal isotypic components, since the Jacobian of the nonlinear operator can be decomposed on the isotypic components. This decomposition is exploited in the detection and computation of bifurcation points. Then scaling laws that arise in many problems are considered, and a natural context is developed for the existence of a scaling law based on the symmetry of the problem. The effect of the scaling law on the bifurcation theory is explored. This theory is applied to the gravity wave problem. Also shown is the way in which the theory can extend to boundary value problems, where the natural group equivariance of the equations is destroyed by the boundary conditions.
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1. Introduction. In this paper, we use group theoretic methods to analyse sym-metry-breaking bifurcation for problems defined on a real Hilbert space. Sattinger (1977), (1979) pioneered work in this field, developing much of the theory in a complex Banach space. Fujii, Mimura, and Nishiura (1982) extended this theory by considering the standard, or isotypic, decomposition of a complex Hilbert space. Bossavit (1986) describes in detail how this isotypic decomposition can be employed when solving linear boundary value problems on a complex Hilbert space. However, there are some fundamental differences between group representation theory in real and complex spaces, most notably the corollary to Schur's lemma (Corollary 2.9), and so not all of these results generalise naturally to the real Hilbert space setting. Vanderbauwhede (1982) considered such problems in real Banach spaces but avoided the differences between the theory in real and complex spaces.

Golubitsky, Stewart, and Schaeffer (1988) have considered in detail the analysis of bifurcation in real finite-dimensional spaces on the premise that problems defined on an infinite-dimensional space can often be reduced to finite dimensions using the Lyapunov-Schmidt procedure. However, our aim is to develop efficient numerical methods for the detection and direct computation of symmetry-breaking bifurcation points. Thus we work with a nonlinear, parameter-dependent equation in a real Hilbert space, and investigate properties of the equation and the Jacobian of the nonlinear operator that can be exploited numerically. As bifurcation from a branch of nontrivial solutions cannot be analysed analytically, in general, we develop the theory assuming certain generic conditions.

In § 2, we present systematically the group theoretic results required later on, culminating in the main result of the section, Theorem 2.11, which gives the isotypic decomposition of a real Hilbert space. We turn our attention to bifurcation problems in $\S 3$ and apply the results of the previous section, assuming that the problem is equivariant with respect to a representation of a compact Lie group. We show that the

[^15]Jacobian can be decomposed on the isotypic components and exploit this decomposition in the detection and direct computation of bifurcation points. Other authors (Werner (1988), Healey (1988b), Dellnitz and Werner (1989)) have considered the computational advantage of restricting to fixed-point subspaces. However, for the determination of bifurcation points, we will see that the use of isotypic components is a much more powerful tool.

In § 4, we consider scaling laws which arise in many problems. A natural context for the existence of a scaling law is developed based on the symmetry of the problem, and the effect of the scaling law on the bifurcation theory of $\S 3$ is then explored. Often one branch of solutions is related to another by a simple scaling, and so there is no need to compute such a branch. However, we show that bifurcation points can occur on a scaled branch which do not exist on the original branch. We also show how the use of a scaling law can lead to a proof of existence of bifurcating branches at a mode interaction point in some cases.

Finally, in §5, we apply the preceding theory to the gravity wave problem on a fluid of infinite depth. We also show how the theory can be extended to boundary value problems where the natural group equivariance of the equations is destroyed by the boundary conditions.
2. Group theoretic results. In this section we collect the group theoretic results required in later sections. We develop the theory systematically for the sake of numerical analysts who may not be familiar with it. We consider the group representation theory on a real Hilbert space, whereas most textbooks work with complex Hilbert spaces. Many of the results for real spaces are proved in essentially the same way as the corresponding results on complex spaces, and so we do not give these proofs, but refer the reader to Barut and Raczka (1986) or Bröcker and Tom Dieck (1985) (which we will henceforth abbreviate as [BR] and [BtD], respectively). However, there are fundamental differences in the theory of irreducible representations on real and complex spaces (see Corollary 2.9 and the following assertions), and so we then prove the relevant results culminating in our main result of the section, Theorem 2.11, which gives the decomposition of a real Hilbert space into its orthogonal isotypic components.

We will consider only compact Lie groups. If $\Gamma$ is a compact Lie group, we say that $\Sigma$ is a subgroup of $\Gamma$ if $\sigma \delta^{-1} \in \Sigma$, for all $\sigma, \delta \in \Sigma$, and $\Sigma$ is closed in $\Gamma$ so that $\Sigma$ is also a Lie group [BtD, p.28]. Also, $\Sigma$ is a normal subgroup of $\Gamma$ if it is a subgroup and $\gamma \Sigma=\Sigma \gamma$ for all $\gamma \in \Gamma$. If $\Sigma$ is a normal subgroup of $\Gamma$, then the quotient group $\Gamma / \Sigma=\{\gamma \Sigma: \gamma \in \Gamma\}$ is also a Lie group [BtD, p.35]. The centre of $\Gamma$, defined by

$$
Z(\Gamma)=\{\delta \in \Gamma: \delta \gamma=\gamma \delta \forall \gamma \in \Gamma\},
$$

is a normal subgroup of $\Gamma$. Further, a homomorphism of Lie groups is a smooth (infinitely differentiable) group homomorphism and an isomorphism (denoted by $\cong$ ) is an invertible homomorphism. The kernel of a homomorphism $\beta: \Gamma \rightarrow \tilde{\Gamma}$ is the set of elements of $\Gamma$ that are mapped onto the identity element of $\tilde{\Gamma}$ and is a normal subgroup of $\Gamma$. The following result plays an important role in our derivation of scaling laws in § 4.

Lemma 2.1. Let $\Gamma$ and $\tilde{\Gamma}$ be compact Lie groups and let $\beta: \Gamma \rightarrow \tilde{\Gamma}$ be a homomorphism with kernel K. Then

$$
\begin{equation*}
\beta(\Gamma) \cong \Gamma / K . \tag{2.1}
\end{equation*}
$$

Proof. There is a group isomorphism between $\beta(\Gamma)$ and $\Gamma / K$ (Fraleigh (1977, p. 114)) and so it remains to prove that it is smooth. Now $K$ is a (closed) normal subgroup of $\Gamma$ and so $\Gamma / K$ is a Lie group. Also $\beta(\Gamma)$ is a closed subgroup of $\tilde{\Gamma}$ since
$\beta$ is continuous, and is thus a Lie group. Finally, a bijective homomorphism of Lie groups is an isomorphism [BtD, p. 22] which proves the result.

Every compact Lie group $\Gamma$ has a unique normalised Haar measure $d \gamma[\mathrm{BtD}$, p. 46] which has the invariance property that for any continuous function $f: \Gamma \rightarrow \mathbf{R}$ and any $\delta \in \Gamma$,

$$
\int_{\Gamma} f(\gamma) d \gamma=\int_{\Gamma} f(\delta \gamma) d \gamma=\int_{\Gamma} f(\gamma \delta) d \gamma=\int_{\Gamma} f\left(\gamma^{-1}\right) d \gamma
$$

and is normalised such that

$$
\int_{\Gamma} d \gamma=1
$$

If $X$ is a real Hilbert space with inner product (,), then integration can be extended to continuous functions $h: \Gamma \rightarrow X$ by defining $\int_{\Gamma} h(\gamma) d \gamma \in X$ to be the unique Riesz representor of the continuous linear functional $x \rightarrow \int_{\Gamma}(h(\gamma), x) d \gamma$ [BtD, p. 48]. Thus

$$
\begin{equation*}
\left(\int_{\Gamma} h(\gamma) d \gamma, x\right)=\int_{\Gamma}(h(\gamma), x) d \gamma \tag{2.2}
\end{equation*}
$$

Let $X$ be a real Hilbert space with inner product (,) and let the space of linear homeomorphisms from $X$ to itself be denoted by $G L(X)$. If $\Gamma$ is a compact Lie group, a representation of $\Gamma$ on $X$ is a group homomorphism $T: \Gamma \rightarrow G L(X)$ such that the mapping $(\gamma, x) \rightarrow T(\gamma) x$ of $\Gamma \times X$ onto $X$ is continuous. The dimension of a representation is defined to be the dimension of the space $X$. An action of $\Gamma$ on $X$ is a continuous mapping

$$
\rho: \Gamma \times X \rightarrow X, \quad(\gamma, x) \rightarrow \rho(\gamma, x) \equiv \gamma x
$$

such that

$$
\mathbf{1} x=x, \quad\left(\gamma_{1} \gamma_{2}\right) x=\gamma_{1}\left(\gamma_{2} x\right)
$$

for all $x \in X$ and $\gamma_{1}, \gamma_{2} \in \Gamma$, where 1 is the group identity element. For any action $\rho$ of $\Gamma$ on $X$, we can define a representation $T$ of $\Gamma$ on $X$ by

$$
T(\gamma) x \equiv \gamma x
$$

Then $T$ is called the representation of $\Gamma$ on $X$ induced by the action $\rho$.
A representation $T$ is called orthogonal if $T(\gamma)$ is orthogonal for all $\gamma \in \Gamma$. Important results concerning orthogonal representations of compact groups are given in the following two lemmas (cf. [BR, pp. 166, 140]).

Lemma 2.2. Let $T$ be an arbitrary representation of a compact group $\Gamma$ on $X$. Then the inner product 〈,〉 on $X$ defined by

$$
\begin{equation*}
\langle x, y\rangle \equiv \int_{\Gamma}(T(\gamma) x, T(\gamma) y) d \gamma \tag{2.3}
\end{equation*}
$$

for all $x, y \in X$, defines a norm equivalent to the original one, relative to which $T$ is an orthogonal representation of $\Gamma$.

The inner product defined by (2.3) is called $\Gamma$-invariant since

$$
\langle x, y\rangle=\langle T(\gamma) x, T(\gamma) y\rangle
$$

for all $x, y \in X, \gamma \in \Gamma$. We will henceforth assume that $X$ is a real, separable Hilbert space with a $\Gamma$-invariant inner product denoted by $\langle$,$\rangle , so that T$ is an orthogonal representation of $\Gamma$ on $X$.

We say that representations $T$ and $\tilde{T}$ of $\Gamma$ on real Hilbert spaces $X$ and $\tilde{X}$, respectively, are equivalent if there exists a linear homeomorphism $A: X \rightarrow \tilde{X}$ such that

$$
A T(\gamma)=\tilde{T}(\gamma) A \quad \forall \gamma \in \Gamma .
$$

If $A$ is also orthogonal, we say that $T$ and $\tilde{T}$ are orthogonally equivalent. We then have the following result.

Lemma 2.3. Two equivalent orthogonal representations are orthogonally equivalent.
Two structures that will be used extensively in later sections are fixed-point subspaces and isotropy subgroups. For any subgroup $\Sigma$ of $\Gamma$, the fixed-point subspace $X^{\Sigma}$ is defined by

$$
X^{\Sigma}=\{x \in X: T(\sigma) x=x \forall \sigma \in \Sigma\},
$$

which is a closed subspace of $X$ since it is the intersection of the null spaces of the bounded linear operators $T(\sigma)-I$ for all $\sigma \in \Sigma$. Also, for any $x \in X$,

$$
\Sigma_{x}=\{\gamma \in \Gamma: T(\gamma) x=x\}
$$

is a subgroup of $\Gamma$ called the isotropy subgroup of $x$. (It is closed in $\Gamma$ because $T$ is a representation and so it is also a Lie group.) We extend the notion of isotropy subgroups of elements to subspaces, and so we define the isotropy subgroup $\Sigma_{Y}$ of a subspace $Y$ of $X$ by

$$
\Sigma_{Y}=\{\gamma \in \Gamma: T(\gamma) y=y \forall y \in Y\} .
$$

A subspace $W$ of $X$ is $\Gamma$-invariant if $T(\gamma) w \in W \forall w \in W, \gamma \in \Gamma$. A nontrivial, closed, $\Gamma$-invariant subspace $W$ of $X$ is $\Gamma$-irreducible if it has no proper, closed, $\Gamma$-invariant subspaces. Otherwise it is $\Gamma$-reducible. (If there is no ambiguity with regard to the group $\Gamma$, we will refer to a subspace simply as invariant, irreducible, etc.)

We now aim to show that the Hilbert space $X$ can be decomposed as an orthogonal direct sum of finite-dimensional irreducible subspaces, that is,

$$
X=\sum_{i} \oplus X_{i}
$$

where each $X_{i}$ is irreducible, $X_{i}$ and $X_{j}$ are orthogonal for $i \neq j$, and every $x \in X$ can be decomposed into the convergent series

$$
x=\sum_{i} x_{i}, \quad x_{i} \in X_{i} .
$$

The first result we require is the following (cf. [BR, pp. 141-142]).
Lemma 2.4. Let $W$ be a closed, $\Gamma$-invariant subspace of $X$ and let $W^{\perp}$ be the orthogonal complement of $W$ such that $X=W \oplus W^{\perp}$. Then
(i) $W^{\perp}$ is a closed, $\Gamma$-invariant subspace of $X$.
(ii) The restriction of $T(\gamma)$ to $W$ is also a representation of $\Gamma$.

Corollary 2.5. Every finite-dimensional invariant subspace of $X$ can be decomposed as an orthogonal direct sum of irreducible subspaces.

The next theorem shows that the infinite-dimensional space $X$ can be decomposed in a similar way (cf. [BR, pp. 169-170]).

Theorem 2.6. Let $\Gamma$ be a compact Lie group and let Tbe an orthogonal representation of $\Gamma$ on the real Hilbert space $X$. Then $X$ can be decomposed as an orthogonal direct sum of finite-dimensional irreducible subspaces.

Corollary 2.7. Every irreducible subspace of $X$ is finite dimensional.
A representation on an irreducible subspace is itself called irreducible. We now take a closer look at those linear operators that commute with irreducible representations, since this is where the group representation theory on real and complex spaces
starts to differ. Let $W$ be an irreducible subspace of $X$ on which the (irreducible) representation of $\Gamma$ is $\tau$. The endomorphism algebra of $\tau(\operatorname{over} \mathbf{R})$ is

$$
D^{\Gamma}(\tau)=\{A: W \rightarrow W: A \tau(\gamma)=\tau(\gamma) A \forall \gamma \in \Gamma \text { and } A \text { is linear }\} .
$$

A fundamental result in the theory of group representations is Schur's lemma and its corollary, which can be found in Kirillov (1976).

Theorem 2.8 (Schur's lemma). Let $\tau_{1}$ and $\tau_{2}$ be irreducible representations of the compact Lie group $\Gamma$ on subspaces $W_{1}$ and $W_{2}$ of $X$, respectively. Let $A: W_{1} \rightarrow W_{2}$ be a linear mapping such that

$$
A \tau_{1}(\gamma)=\tau_{2}(\gamma) A
$$

for all $\gamma \in \Gamma$. Then $A$ is either zero, or it is invertible, in which case $\tau_{1}$ and $\tau_{2}$ are equivalent representations.

Corollary 2.9. Let $\tau$ be an irreducible representation of $\Gamma$. Then $D^{\Gamma}(\tau)$ is isomorphic to either $\mathbf{R}, \mathbf{C}$, or $\mathbf{H}$ (the quaternions) which are one-, two-, or four-dimensional algebras over $\mathbf{R}$, respectively, and $\tau$ (and $W$ ) are said to be of real, complex, or quaternionic type, respectively.

If $\tau$ is an irreducible representation of real type on the subspace $W$, then the only linear mappings that commute with $\tau$ are real multiples of the identity, and in this case $\tau$ (and $W$ ) are also called absolutely irreducible. (Note that for any irreducible representation on a complex space, the only commuting linear mappings are complex multiples of the identity.)

The following result plays an important role in the proof of Theorem 2.11.
Theorem 2.10. Let $W$ be a $\Gamma$-irreducible subspace of $X$ with corresponding irreducible representation $\tau$. If $A \in D^{\Gamma}(\tau)$ is self-adjoint, then it is a (real) multiple of the identity on $W$.

Proof. As $A$ is self-adjoint, all its eigenvalues are real. Now consider the three classes of irreducible representations:
(i) If $\tau$ is of real type then $A=a I, a \in \mathbf{R}$ and so the result holds in this case.
(ii) If $\tau$ is of complex type, then $D^{\Gamma}(\tau) \cong \mathbf{C}$ and so

$$
A=a I+b M, \quad a, b \in \mathbf{R}
$$

where $M^{2}=-I$. Thus the only eigenvalues of $A$ are $a \pm i b$, which are real if and only if $b=0$. Then $A=a I$ as required.
(iii) If $\tau$ is of quaternionic type, then $D^{\Gamma}(\tau) \cong \mathbf{H}$ and so

$$
A=a I+b M_{i}+c M_{j}+d M_{k}
$$

where $M_{i}^{2}=M_{j}^{2}=M_{k}^{2}=-I, M_{i} M_{j}=-M_{j} M_{i}=M_{k}, M_{j} M_{k}=-M_{k} M_{j}=M_{i}$, and $M_{k} M_{i}=$ $-M_{i} M_{k}=M_{j}$. Using these relations, it is easily shown that the only eigenvalues of $A$ are $a \pm i\left(b^{2}+c^{2}+d^{2}\right)^{1 / 2}$, which are real if and only if $b=c=d=0$, giving $A=a I$.

The main result of this section is the decomposition of the Hilbert space $X$ into orthogonal isotypic components. This decomposition and the associated projections are well known for complex Hilbert spaces (see Knapp (1986)).

Theorem 2.11. Let Tbe an orthogonal representation of $\Gamma$ on $X$ and let $X=\sum_{i} \oplus X_{i}$, where each $X_{i}$ is irreducible. Let $\left\{X_{i_{k}}\right\}$ be a maximal set of mutually inequivalent irreducible subspaces. For each $k$, let $V_{k}^{\Gamma}$ be the closure of the sum of all the irreducible subspaces $X_{i}$ which are equivalent to $X_{i_{k}}$. Then
(i) $V_{k}^{\mathrm{\Gamma}} \perp V_{l}^{\mathrm{\Gamma}}, k \neq l$ and $X=\sum_{k} \oplus V_{k}^{\mathrm{\Gamma}}$.
(ii) The linear operator $P_{k}^{\Gamma}$ defined by

$$
\begin{equation*}
P_{k}^{\Gamma}=\frac{n_{k}}{d_{k}} \int_{\Gamma} \chi_{k}(\gamma) T(\gamma) d \gamma \tag{2.4}
\end{equation*}
$$

is an orthogonal projection operator whose range is $V_{k}^{\Gamma}$, where $n_{k}$ is the dimension of $X_{i_{k}}$, $d_{k}$ is the dimension of the endomorphism algebra associated with $X_{i_{k}}$ (i.e., 1,2 , or 4), and $\chi_{k}: \Gamma \rightarrow \mathbf{R}$ is the character of the irreducible representation $\tau_{i_{k}}$ associated with $X_{i_{k}}$, defined by

$$
\chi_{k}(\gamma)=\operatorname{Tr}\left(\tau_{k}(\gamma)\right)
$$

where Tr denotes the trace.
Before giving a proof of this theorem, we make some remarks. The subspaces $V_{k}^{\Gamma}=P_{k}^{\Gamma} X$ are called the $\Gamma$-isotypic components of $X$. If $\Gamma$ is a finite group, the Haar integral is replaced by a finite sum and so the projections onto the isotypic components become

$$
P_{k}^{\Gamma}=\frac{n_{k}}{d_{k}|\Gamma|} \sum_{\gamma \in \Gamma} \chi_{k}(\gamma) T(\gamma)
$$

where $|\Gamma|$ is the order of the group $\Gamma$. Also, if $T$ is a unitary representation on a complex Hilbert space then the projections onto the isotypic components are

$$
P_{k}^{\Gamma}=n_{k} \int_{\Gamma} \overline{\chi_{k}(\gamma)} T(\gamma) d \gamma
$$

On an equivalence class of irreducible representations, the character, dimension, and type are all constant, and so the isotypic decomposition does not depend on the choice of the maximal set of nonequivalent irreducible subspaces. This ensures that the isotypic decomposition is unique, in contrast to the decomposition of $X$ into irreducible subspaces (Theorem 2.6) which is not unique.

Theorem 2.6, Corollary 2.7, and Theorem 2.11 are analogous to part of the Peter-Weyl theorem for unitary representations on a complex Hilbert space (see Knapp (1986)).

Proof of Theorem 2.11. In order to prove the theorem, we need some basic results on group characters of real representations (see [BtD, pp. 80, 101]). If $\chi_{k}$ is the character of the irreducible representation $\tau_{k}$, then for all $\gamma, \delta \in \Gamma$
(i) $\chi_{k}\left(\gamma^{-1}\right)=\chi_{k}(\gamma)$,
(ii) $\chi_{k}\left(\delta \gamma \delta^{-1}\right)=\chi_{k}(\gamma)$,

$$
\int_{\Gamma} \chi_{k}(\gamma) \chi_{j}(\gamma) d \gamma= \begin{cases}0, & \tau_{j}, \tau_{k} \text { not equivalent }  \tag{iii}\\ d_{k}, & \tau_{j}, \tau_{k} \text { equivalent. }\end{cases}
$$

For the sake of convenience, we will omit the superscript $\Gamma$ on the operators $P_{k}^{\Gamma}$ and the isotypic components $V_{k}^{\Gamma}$ throughout the proof. The first step is to show that $P_{k}$ commutes with the representation $T$. Let $\delta \in \Gamma$. Then

$$
\begin{aligned}
T\left(\delta^{-1}\right) P_{k} T(\delta) & =\frac{n_{k}}{d_{k}} \int_{\Gamma} \chi_{k}(\gamma) T(\delta)^{-1} T(\gamma) T(\delta) d \gamma \\
& =\frac{n_{k}}{d_{k}} \int_{\Gamma} \chi_{k}(\gamma) T\left(\delta^{-1} \gamma \delta\right) d \gamma \\
& =\frac{n_{k}}{d_{k}} \int_{\Gamma} \chi_{k}\left(\delta \gamma \delta^{-1}\right) T(\gamma) d \gamma \\
& =\frac{n_{k}}{d_{k}} \int_{\Gamma} \chi_{k}(\gamma) T(\gamma) d \gamma \\
& =P_{k}
\end{aligned}
$$

using the homomorphism property of $T$, the invariance of the Haar measure, and result (ii) on group characters, which proves that

$$
P_{k} T(\delta)=T(\delta) P_{k} .
$$

In order to prove that $P_{k}$ is an orthogonal projection, it is sufficient to show that it is a bounded, self-adjoint projection on $X$. Now $P_{k}$ is bounded since $\Gamma$ is compact, $\chi_{k}$ and $T$ are continuous, and $n_{k}$ is finite. We now prove that it is self-adjoint. If $x, y \in X$ then

$$
\begin{aligned}
\left\langle P_{k} x, y\right\rangle & =\left\langle\frac{n_{k}}{d_{k}} \int_{\Gamma} \chi_{k}(\gamma) T(\gamma) x d \gamma, y\right\rangle \\
& =\left\langle x, \frac{n_{k}}{d_{k}} \int_{\Gamma} \chi_{k}(\gamma) T(\gamma)^{*} y d \gamma\right\rangle \\
& =\left\langle x, \frac{n_{k}}{d_{k}} \int_{\Gamma} \chi_{k}(\gamma) T\left(\gamma^{-1}\right) y d \gamma\right\rangle \\
& =\left\langle x, \frac{n_{k}}{d_{k}} \int_{\Gamma} \chi_{k}\left(\gamma^{-1}\right) T(\gamma) y d \gamma\right\rangle \\
& =\left\langle x, \frac{n_{k}}{d_{k}} \int_{\Gamma} \chi_{k}(\gamma) T(\gamma) y d \gamma\right\rangle \\
& =\left\langle x, P_{k} y\right\rangle
\end{aligned}
$$

using (2.2), the fact that $T$ is an orthogonal representation, the homomorphism property of $T$, the invariance of the Haar measure, and result (i) on group characters. Thus $P_{k}$ is self-adjoint.

Now consider the restriction of $P_{k}$ to an irreducible subspace $W$ with corresponding (irreducible) representation $\tau_{j}$. As $\tau_{j}(\gamma): W \rightarrow W$, then $P_{k}: W \rightarrow W$ also. Since $P_{k}$ commutes with $T$, we conclude that $\left.P_{k}\right|_{W} \in D^{\Gamma}\left(\tau_{j}\right)$. As $P_{k}$ is also self-adjoint, it follows from Theorem 2.10 that $\left.P_{k}\right|_{W}=\left.c I\right|_{W}, c \in \mathbf{R}$. Taking the trace (on $W$ ) gives

$$
c n_{j}=\frac{n_{k}}{d_{k}} \int_{\Gamma} \chi_{k}(\gamma) \chi_{j}(\gamma) d \gamma
$$

where $n_{j}$ and $\chi_{j}$ are the dimension and character, respectively, of $\tau_{j}$. If $\tau_{j}$ is equivalent to $\tau_{k}$, then $n_{j}=n_{k}$ and so $c=1$ using result (iii) on group characters. Similarly, if $\tau_{j}$ is not equivalent to $\tau_{k}$, then $c=0$. Thus $P_{k}$ acts as the identity on all irreducible subspaces whose representation is equivalent to $\tau_{k}$, and as zero on every other irreducible subspace so that $P_{k}^{2}=P_{k}$ and $P_{j} P_{k}=0, j \neq k$. Hence $P_{k}$ is an orthogonal projection and the isotypic components are mutually orthogonal.

Now let $M=\sum_{k} \oplus V_{k}$ and suppose that $M \neq X$. Then $M$ is a closed, invariant subspace and so $M^{\perp}$ is also a closed, invariant subspace by Lemma 2.4(i). Thus by Theorem 2.6 we conclude that $M^{\perp}$ can be decomposed as an orthogonal sum of irreducible subspaces, which contradicts the definition of the isotypic components $V_{k}$. Hence $M^{\perp}=0$ and so $\boldsymbol{M}=\boldsymbol{X}$.
3. Symmetry-breaking bifurcation theory. In this section, we apply the group theoretic results of $\S 2$ to symmetry-breaking bifurcation theory, which we approach from a computational viewpoint. Our analysis will therefore deal with a nonlinear equation in an infinite-dimensional real Hilbert space, without first reducing the problem to finite dimensions using the Lyapunov-Schmidt procedure.

Consider the bifurcation problem

$$
\begin{equation*}
g(x, \lambda)=0 \tag{3.1}
\end{equation*}
$$

where $g: X \times \mathbf{R} \rightarrow X$ is a $C^{2}$-mapping and $X$ is a real, separable Hilbert space. We suppose that $g$ satisfies the equivariance condition

$$
\begin{equation*}
T(\gamma) g(x, \lambda)=g(T(\gamma) x, \lambda), \quad \gamma \in \Gamma \tag{3.2}
\end{equation*}
$$

where $T$ is a representation of the compact Lie group $\Gamma$ on $X$. We assume, without loss of generality (Lemma 2.2), that $X$ has a $\Gamma$-invariant inner product so that the representation $T$ is an orthogonal representation of $\Gamma$. It follows immediately from (3.2) that if $(x, \lambda)$ is a solution of (3.1), then $(T(\gamma) x, \lambda)$ is also a solution for all $\gamma \in \Gamma$. These are called conjugate solutions.

Throughout this section, we assume the existence of a smooth curve of solutions of (3.1) contained in $X^{\Gamma} \times \mathbf{R}$, which we call the primary branch. We then consider the possibility of bifurcation from such a branch. Note that $\Gamma$ can be any group that satisfies (3.2), not necessarily the largest such group.

The following important result uses the isotypic decomposition of Theorem 2.11.
Theorem 3.1. Let $P_{k}^{\Gamma}$ be the projection onto the $\Gamma$-isotypic components of $X$. If $x \in X^{\Gamma}$, then $g_{x}(x, \lambda): V_{k}^{\Gamma} \rightarrow V_{k}^{\Gamma}$ for all $k$, where $V_{k}^{\Gamma} \equiv P_{k}^{\Gamma} X$.

Proof. Taking the Fréchet derivative of (3.2) with respect to $x$ gives

$$
\begin{equation*}
T(\gamma) g_{x}(x, \lambda) \varphi=g_{x}(T(\gamma) x, \lambda) T(\gamma) \varphi=g_{x}(x, \lambda) T(\gamma) \varphi \tag{3.3}
\end{equation*}
$$

for all $\gamma \in \Gamma, x, \varphi \in X$, and $\lambda \in \mathbf{R}$ since $x \in X^{\Gamma}$. It follows from this that

$$
P_{k}^{\Gamma} g_{x}(x, \lambda)=g_{x}(x, \lambda) P_{k}^{\Gamma}
$$

using definition (2.4) of the projection operators $P_{k}^{\Gamma}$. The result follows.
As a result of Theorem 3.1, if $x \in X^{\Gamma}$ then $g_{x}(x, \lambda)$ can be decomposed into "block diagonal" form as

$$
g_{x}(x, \lambda)=\operatorname{diag}\left(g_{x}^{k}(x, \lambda)\right)
$$

where $g_{x}^{k}(x, \lambda)=\left.g_{x}(x, \lambda)\right|_{v_{k}^{\Gamma}}$ and $g_{x}^{k}(x, \lambda): V_{k}^{\Gamma} \rightarrow V_{k}^{\Gamma}$. Thus $g_{x}(x, \lambda)$ has a nontrivial nullspace if and only if $g_{x}^{k}(x, \lambda)$ has a nontrivial nullspace for at least one $k$. This means that in general there are many different possible modes of bifurcation, although, as we will see, some of these do not arise generically.

This decomposition can be used in solving any linear equation where the linear operator $A: X \rightarrow X$ commutes with a representation of a compact Lie group $\Gamma$ on the (real or complex) Hilbert space $X$ and is the underlying principle of the paper by Bossavit (1986). In particular the linear equation $A x=b$ can be decomposed into several subproblems as

$$
A^{k} x_{k}=P_{k}^{\Gamma} b
$$

where $A^{k}=\left.A\right|_{V_{k}^{\Gamma}}, A^{k}: V_{k}^{\Gamma} \rightarrow V_{k}^{\Gamma}$ and $x_{k} \in V_{k}^{\Gamma}$. The solution to the original problem is then $x=\sum_{k} x_{k}$. Similarly, the eigenvalue problem $A x=\lambda x$ can be decomposed as

$$
A^{k} x_{k}=\lambda x_{k}
$$

When applied to boundary-value problems, this decomposition can result in a considerable savings computationally, as the subproblems can be solved on domains or "symmetry cells" smaller than the origin domain (see Bossavit (1986)). Since the subproblems are independent, computational efficiency can be increased by solving them in parallel. Saffman (1980) observed this decomposition in his study of bifurcation of gravity waves on deep water but gave no explanation of it.

We are interested in analysing singular points $\left(x_{0}, \lambda_{0}\right) \in X^{\mathrm{F}} \times \mathbf{R}$ on the primary branch at which $\mathcal{N}_{0}=\operatorname{Null}\left(g_{x}\left(x_{0}, \lambda_{0}\right)\right)$ is nontrivial. Now $\mathcal{N}_{0}$ is a closed subspace of $X$ since $g_{x}(x, \lambda)$ is a bounded linear operator. Also, it follows from (3.3) that $\mathcal{N}_{0}$ is $\Gamma$-invariant since $x_{0} \in X^{\Gamma}$. We now consider which isotypic components generically give rise to a nontrivial null space of $g_{x}(x, \lambda)$. For this result, we consider two classes of operators that map $X \times \mathbf{R} \rightarrow \boldsymbol{X}$. We define $C_{1}$ to be the class of $\Gamma$-equivariant $C^{2}$-mappings and $C_{2}$ to be the class of operators $g \in C_{1}$ such that $g(x, \lambda)=\nabla G(x, \lambda)$ for some function $G: X \times \mathbf{R} \rightarrow \mathbf{R}$. Note that if $g \in C_{2}$, then $g_{x}(x, \lambda)$ is self-adjoint for all $(x, \lambda) \in X \times \mathbf{R}$.

Theorem 3.2. Suppose that $g_{x}(x, \lambda)$ is a Fredholm operator of index zero and let $\left.g_{x}^{k}(x, \lambda) \equiv g_{x}(x, \lambda)\right|_{V_{k}^{\Gamma}}$, where $V_{k}^{\Gamma}$ is an isotypic component of $X$ associated with the irreducible representation $\tau_{k}$ of $\Gamma$. Also, let $\mathscr{G}_{\mathcal{N}}^{k}$ be the generalised nullspace of $g_{x}^{k}\left(x_{0}, \lambda_{0}\right)$ for some $\left(x_{0}, \lambda_{0}\right) \in X^{\Gamma} \times \mathbf{R}$ on the primary branch.
(a) Suppose that $g \in C_{1}$. Then
(i) If $\tau_{k}$ is absolutely irreducible and $\mathscr{G} \mathcal{N}_{0}^{k}$ is nontrivial, then generically $\mathscr{G} \mathcal{N}_{0}^{k}$ is irreducible (and hence absolutely irreducible).
(ii) If $\tau_{k}$ is non-absolutely irreducible, then generically $\mathscr{G}_{0}^{k}$ is trivial.
(b) Suppose that $g \in C_{2}$. If $\mathscr{G} \mathcal{N}_{0}^{k}$ is nontrivial, then generically $\mathscr{G} \mathcal{N}_{0}^{k}$ is irreducible regardless of the type of $\tau_{k}$.
Proof. We base our proof on the ideas contained in the sketch proof of Golubitsky, Stewart, and Schaeffer (1988, p. 84).
(a) We first prove that if $\mathscr{G} \mathcal{N}_{0}^{k}$ is not irreducible then a small perturbation makes it irreducible. This is done in two steps. The first step consists of introducing a perturbation that makes the generalised nullspace and the nullspace coincide. The second step then reduces the generalised nullspace to an irreducible subspace by an appropriate perturbation.

Let $g \in C_{1}$. As we are considering the linear operator $g_{x}^{k}(x, \lambda)$, we restrict attention to the space $V_{k}^{\Gamma}$. Since $g_{x}(x, \lambda)$ is a Fredholm operator of index zero, $\mathscr{G}_{\mathcal{N}}^{k}{ }_{0}^{k}$ is finite dimensional and $V_{k}^{\Gamma}$ can be decomposed as (Dancer (1971))

$$
V_{k}^{\Gamma}=\mathscr{G} \mathcal{N}_{0}^{k} \oplus Y
$$

Also, since $x_{0} \in X^{\Gamma}, \mathscr{G} \mathcal{N}_{0}^{k}$ is $\Gamma$-invariant and so, by Lemma 2.4, $Y$ is also $\Gamma$-invariant.
Define $\mathcal{N}_{0}^{k} \equiv \operatorname{Null}\left(g_{x}^{k}\left(x_{0}, \lambda_{0}\right)\right)$ and suppose that $\mathcal{N}_{0}^{k} \neq\{0\}$ and $\mathcal{N}_{0}^{k} \neq \mathscr{G} \mathcal{N}_{0}^{k}$. Then $\mathscr{G} \mathcal{N}_{0}^{k}$ can be decomposed as

$$
\begin{equation*}
\mathscr{G}_{0}^{k}=\mathcal{N}_{0}^{k} \oplus \boldsymbol{M} \tag{3.4}
\end{equation*}
$$

For the first step, we define the linear operator $L_{1}: X \rightarrow X$ by

$$
\left.L_{1}\right|_{\left(v_{k}^{\mathrm{r}}\right)^{\perp}}=0,\left.\quad L_{1}\right|_{Y}=0,\left.\quad L_{1}\right|_{\mathcal{N}_{0}^{k}}=0,\left.\quad L_{1}\right|_{M}=\left.\mathrm{Id}\right|_{M}
$$

and we define $\tilde{g}(x, \lambda) \equiv g(x, \lambda)+\varepsilon_{1} L_{1} x \in C_{1}$. Then

$$
\left.\tilde{g}_{x}^{k}(x, \lambda) \equiv \tilde{g}_{x}(x, \lambda)\right|_{v_{k}^{r}}=g_{x}^{k}(x, \lambda)+\varepsilon_{1} L_{1} .
$$

It is then easily shown that

$$
\operatorname{Null}\left(\tilde{g}_{x}^{k}\left(x_{0}, \lambda_{0}\right)\right)=\mathcal{N}_{0}^{k}
$$

and that the generalised nullspace of $\tilde{\mathfrak{g}}_{x}^{k}\left(x_{0}, \lambda_{0}\right)$ coincides with $\mathcal{N}_{0}^{k}$.
For the second step, we decompose $\mathcal{N}_{0}^{k}$ as

$$
\mathcal{N}_{0}^{k}=V \oplus W
$$

where $V$ is $\Gamma$-irreducible and $W$ is $\Gamma$-invariant. We then define another linear operator $L_{2}: X \rightarrow X$ by

$$
\begin{array}{ll}
\left.L_{2}\right|_{\left(V_{k}^{\Gamma}\right)^{+}}=0, & \left.L_{2}\right|_{Y}=0,\left.\quad L_{2}\right|_{M}=0 \\
\left.L_{2}\right|_{V}=0, & \left.L_{2}\right|_{W}=\left.\mathrm{Id}\right|_{W}
\end{array}
$$

and we define $\hat{g}(x, \lambda) \equiv \tilde{g}(x, \lambda)+\varepsilon_{2} L_{2} x \in C_{1}$. Then

$$
\left.\hat{\mathrm{g}}_{x}^{k}(x, \lambda) \equiv \hat{\mathrm{g}}_{x}(x, \lambda)\right|_{v_{k}^{r}}=\tilde{g}_{x}^{k}(x, \lambda)+\varepsilon_{2} L_{2}
$$

In this case, the generalised nullspace of $\hat{\mathrm{g}}_{x}^{k}\left(x_{0}, \lambda_{0}\right)$ coincides with the nullspace and is equal to $V$. Thus if the generalised nullspace of $\tilde{\boldsymbol{g}}_{x}^{k}\left(x_{0}, \lambda_{0}\right)$ is not irreducible, then a small perturbation makes it irreducible.

We now consider whether an irreducible generalised nullspace is stable under perturbation. Suppose that $\mathscr{G} \mathcal{N}_{0}^{k}=\mathcal{N}_{0}^{k}$ and is $\Gamma$-irreducible. Then a Lyapunov-Schmidt reduction can be used to give an equivalent finite-dimensional problem

$$
\begin{equation*}
\tilde{G}(X, \Lambda)=0, \quad \tilde{G}: V \times \mathbf{R} \rightarrow \tilde{V} \tag{3.5}
\end{equation*}
$$

where $V \equiv \mathcal{N}_{0}^{k}, \tilde{G}$ is $\Gamma$-equivariant, and $\tilde{G}(0,0)=0$ (Golubitsky and Schaeffer (1985, Chap. VII)). By restricting attention to the isotypic component $V_{k}^{\Gamma}$, we conclude that the restrictions of the representation $T$ of $\Gamma$ to $V$ and $\tilde{V}$ are equivalent and so there exists an invertible linear operator $A: \tilde{V} \rightarrow V$ which commutes with $T$. Thus, the modified equations

$$
\begin{equation*}
G(X, \Lambda) \equiv A \tilde{G}(X, \Lambda)=0, \quad G: V \times \mathbf{R} \rightarrow V \tag{3.6}
\end{equation*}
$$

have the same solutions as (3.5) and $G$ is also $\Gamma$-equivariant.
Now the representation of $\Gamma$ on $V$ is $\tau_{k}$ and $G_{X}(X, \Lambda)$ commutes with this representation. Thus $G_{X}(X, \Lambda) \in D^{\Gamma}\left(\tau_{k}\right)$, the endomorphism algebra of $\tau_{k}$. By the proof of Theorem 2.10, if $\tau_{k}$ is of real type (i.e., absolutely irreducible), then $G_{X}(X, \Lambda)$ has only one (repeated) real eigenvalue $a(\Lambda)$ with

$$
\begin{equation*}
a(0)=0 \tag{3.7}
\end{equation*}
$$

If $\tau_{k}$ is of complex type, then $G_{X}(X, \Lambda)$ has only the complex conjugate eigenvalues $a(\Lambda) \pm i b(\Lambda)$ with

$$
\begin{equation*}
a(0)=b(0)=0 \tag{3.8}
\end{equation*}
$$

Finally, if $\tau_{k}$ is of quaternionic type, then $G_{X}(X, \Lambda)$ has only the complex conjugate eigenvalues $a(\Lambda) \pm i\left(b(\Lambda)^{2}+c(\Lambda)^{2}+d(\Lambda)^{2}\right)^{1 / 2}$ with

$$
\begin{equation*}
a(0)=b(0)=c(0)=d(0)=0 \tag{3.9}
\end{equation*}
$$

Clearly the solution (3.7) of one equation in one variable is stable under perturbation, whereas the solutions (3.8) and (3.9) of more than one equation in only one variable are not stable under perturbation. In these cases, perturbations exist that reduce the nullspace of $G_{X}(X, \Lambda)$ to being trivial in a neighbourhood of the origin.

Thus if $\tau_{k}$ is of real type, then $\mathscr{G}_{\mathcal{N}_{0}^{k}}$ is generically irreducible. If $\tau_{k}$ is not of real type, then a small perturbation destroys the generalised nullspace. Also, if $\mathscr{G} \mathcal{N}_{0}^{k}$ is trivial, then for any sufficiently small perturbation, it will remain trivial and so in this case, generically $\mathscr{G} \mathcal{N}_{0}^{k}$ is trivial.
(b) If $g \in C_{2}$, then $\mathscr{G} \mathcal{N}_{0}^{k}=\mathcal{N}_{0}^{k}$ and so, in the decomposition (3.4), $M=\{0\}$. The perturbed problem

$$
\tilde{g}(x, \lambda) \equiv g(x, \lambda)+\varepsilon L_{2} x \in C_{2}
$$

then has an irreducible nullspace, following the proof of (a).
Performing a Lyapunov-Schmidt reduction in this case leads to the finitedimensional problem

$$
G(X, \Lambda)=0, \quad G: V \times \mathbf{R} \rightarrow V
$$

where $V \equiv \mathcal{N}_{0}^{k}, G$ is $\Gamma$-equivariant, $G(0,0)=0$, and $G_{X}(X, \Lambda)$ is self-adjoint. Since $G_{X}(X, \Lambda) \in D^{\Gamma}\left(\tau_{k}\right)$ also, by Theorem 2.10 the eigenvalues of $G_{X}(X, \Lambda)$ are of the form $a(\Lambda)$ irrespective of the type of $\tau_{k}$. In this case, the solution

$$
a(0)=0
$$

is stable under perturbation and so generically $\mathscr{G} \mathcal{N}_{0}^{k}$ is irreducible irrespective of the type of $\tau_{k}$.

We note that if the generalised nullspace of $g_{x}\left(x_{0}, \lambda_{0}\right)$ is irreducible, then it coincides with the nullspace and is then the "smallest" possible invariant subspace. Also, Hopf bifurcation is associated with complex type irreducible representations (see Golubitsky, Stewart, and Schaeffer (1988, Chap. XVI)).

Let $\left(x_{0}, \lambda_{0}\right) \in X^{\Gamma} \times \mathbf{R}$ be a point on the primary branch such that $g_{x}^{k}\left(x_{0}, \lambda_{0}\right)$ has a nontrivial nullspace contained in $V_{k}^{\Gamma}$ for some $k$. If $\psi \in \operatorname{Null}\left(g_{x}^{k}\left(x_{0}, \lambda_{0}\right)^{*}\right)$, where * denotes the adjoint operator, then $\psi \in V_{k}^{\Gamma}$, since $X$ is a Hilbert space and $g_{x}^{k}\left(x_{0}, \lambda_{0}\right): V_{k}^{\Gamma} \rightarrow V_{k}^{\Gamma}$, and so $\psi$ has the property that $\langle\psi, x\rangle=0$ for all $x \in \sum_{j \neq k} \oplus V_{j}^{\Gamma}$ due to the orthogonality of the isotypic components. Also, $g_{\lambda}\left(x_{0}, \lambda_{0}\right) \in X^{\Gamma}$ since $x_{0} \in X^{\Gamma}$.

The isotypic component $V_{1}^{\Gamma}$ say, corresponding to the trivial (irreducible) representation, is the fixed-point space $X^{\Gamma}$ whose irreducible subspaces are onedimensional and absolutely irreducible. If the nullspace of $g_{x}^{1}\left(x_{0}, \lambda_{0}\right)$ is nontrivial, then, from Theorem 3.2, generically it will be one-dimensional. Also, if $\psi \in$ Null $\left(g_{x}^{1}\left(x_{0}, \lambda_{0}\right)^{*}\right)$, then $\psi \in V_{1}^{\Gamma}=X^{\Gamma}$. Thus, if $g_{\lambda}\left(x_{0}, \lambda_{0}\right) \neq 0$, then generically $\left\langle\psi, g_{\lambda}\left(x_{0}, \lambda_{0}\right)\right\rangle \neq 0$, in which case $g_{\lambda}\left(x_{0}, \lambda_{0}\right) \notin$ Range $\left(g_{x}\left(x_{0}, \lambda_{0}\right)\right)$ and so a singularity of $g_{x}^{1}\left(x_{0}, \lambda_{0}\right)$ corresponds generically to a limit point (Moore and Spence (1980)). It is easy to prove from (3.2) that if $x_{0} \in X^{\Gamma}$ then $g_{x x}\left(x_{0}, \lambda_{0}\right): X^{\Gamma} \times X^{\Gamma} \rightarrow X^{\Gamma}$, and so generically $\left\langle\psi, g_{x x}\left(x_{0}, \lambda_{0}\right) \varphi \varphi\right\rangle \neq 0$, where $\varphi \in \operatorname{Null}\left(g_{x}^{1}\left(x_{0}, \lambda_{0}\right)\right)$. Thus generically the limit point is simple.

However, if the nullspace of $g_{x}^{k}\left(x_{0}, \lambda_{0}\right)$ is nontrivial for $k \neq 1$ and $\psi \in$ $\operatorname{Null}\left(g_{x}\left(x_{0}, \lambda_{0}\right)^{*}\right)$, then $\psi \in V_{k}^{\Gamma}$ and so $\left\langle\psi, g_{\lambda}\left(x_{0}, \lambda_{0}\right)\right\rangle=0$ since $\psi$ and $g_{\lambda}\left(x_{0}, \lambda_{0}\right)$ are in different (orthogonal) isotypic components. Thus $g_{\lambda}\left(x_{0}, \lambda_{0}\right) \in$ Range ( $g_{x}\left(x_{0}, \lambda_{0}\right)$ ) and so, for $k \neq 1$, we would expect a singularity of $g_{x}^{k}\left(x_{0}, \lambda_{0}\right)$ to give rise to a bifurcation point. Conditions for the existence of a bifurcating branch of solutions at such a singular point are given in Theorem 3.4. Therefore, we conclude that, generically, symmetry must be broken for bifurcation from a nontrivial solution branch to occur.

In some cases the linear operators $g_{x}^{k}(x, \lambda)$ can themselves be further decomposed as the following result shows.

Theorem 3.3. Let $\tau_{k}$ be an irreducible representation of $\Gamma$ of dimension $n_{k}>1$. If $\Sigma$ is a subgroup of $\Gamma$ with the property that $\left.\tau_{k}\right|_{\Sigma}$ is not $\Sigma$-irreducible and has at least two nonequivalent $\Sigma$-irreducible components, then $V_{k}^{\Gamma}$ can be decomposed as

$$
V_{k}^{\Gamma}=\sum_{j=1}^{m} \oplus V_{k, j}^{\Gamma, \Sigma}
$$

where $V_{k, j}^{\Gamma, \Sigma}=V_{k}^{\Gamma} \cap V_{j}^{\Sigma} \neq\{0\}, V_{j}^{\Sigma}$ are the $\Sigma$-isotypic components of $X$ that intersect $V_{k}^{\Gamma}$ nontrivially and $m$ is the number of nonequivalent $\Sigma$-irreducible components of $\tau_{k}$. If $x \in X^{\Gamma}$, then $g_{x}^{k}(x, \lambda): V_{k, j}^{\Gamma, \Sigma} \rightarrow V_{k, j}^{\Gamma, \Sigma}$ and so $g_{x}^{k}(x, \lambda)$ can itself be decomposed as $g_{x}^{k}(x, \lambda)=$ $\operatorname{diag}\left(g_{x}^{k, j}(x, \lambda)\right)$, where $g_{x}^{k, j}(x, \lambda): V_{k, j}^{\Gamma, \mathcal{L}} \rightarrow V_{k, j}^{\Gamma, \mathcal{L}}$.

Proof. First, note that $\Sigma \neq \Gamma$ or else $\tau_{k}$ would not be $\Gamma$-irreducible, and $\Sigma$ cannot be the trivial group since all the irreducible components of the trivial group are equivalent, so $\Sigma$ must be a proper subgroup of $\Gamma$. The number of $\Sigma$-irreducible components of $\tau_{k}$ cannot exceed its dimension, and so $m \leqq n_{k}$ and is therefore finite as $\tau_{k}$ is finite dimensional by Corollary 2.7.

From the hypotheses of the theorem we conclude that each $\Gamma$-irreducible subspace of the isotypic component $V_{k}^{\Gamma}$ can be decomposed into $m \Sigma$-irreducible subspaces, which we can assume to be an orthogonal direct sum by Theorem 2.6. Collecting together the equivalent, $\Sigma$-irreducible subspaces in $V_{k}^{\Gamma}$, we obtain a $\Sigma$-isotypic decomposition of $V_{k}^{\Gamma}$ resulting in the stated decomposition of $V_{k}^{\Gamma}$.

Now if $x \in X^{\Gamma}$, then $x \in X^{\Sigma}$ also as $\Sigma$ is a subgroup of $\Gamma$ and so, by Theorem 3.1, $g_{x}(x, \lambda): V_{j}^{\Sigma} \rightarrow V_{j}^{\Sigma}$ for all $j$. Thus $g_{x}(x, \lambda): V_{k, j}^{\Gamma, \mathcal{L}} \rightarrow V_{k, j}^{\Gamma, \mathcal{L}}$ and so $g_{x}^{k}(x, \lambda)$ can be decomposed as stated.

Let $\left(x_{0}, \lambda_{0}\right) \in X^{\Gamma} \times \mathbf{R}$ be a point on the primary branch at which $\mathcal{N}_{0} \equiv$ $\operatorname{Null}\left(g_{x}\left(x_{0}, \lambda_{0}\right)\right)$ is nontrivial and irreducible with corresponding irreducible representation $\tau_{k}$. Then $\mathcal{N}_{0} \subset V_{k}^{\Gamma}$. If $\Sigma$ is a subgroup of $\Gamma$ that satisfies the hypotheses of Theorem 3.3, then $\mathcal{N}_{0}$ can be decomposed into $\Sigma$-isotypic components $\mathcal{N}_{0}^{j}=\mathcal{N}_{0} \cap V_{j}^{\Sigma}$, $j=1, \cdots, m$, which are not $\Gamma$-invariant. Clearly $\operatorname{Null}\left(g_{x}^{k, j}\left(x_{0}, \lambda_{0}\right)\right)=\mathcal{N}_{0}^{j}$ and so the subspaces $\mathcal{N}_{0}^{j}, j=1, \cdots, m$ are all nontrivial. Thus in order to detect a singular point, it is sufficient to consider $g_{x}^{k, j}(x, \lambda)$ for only one $j$. In particular, if there is a $\Sigma$-isotypic component of $\mathcal{N}_{0}$ of odd dimension with $j=1$, say, then the sign of the determinant of $g_{x}^{k, 1}(x, \lambda)$ can be checked numerically while following the primary branch of solutions in order to detect a singular point, and the other $g_{x}^{k, j}(x, \lambda), j \neq 1$ need not be considered. A special case of this occurs when the $\Sigma$-irreducible decomposition of $\tau_{k}$ includes the trivial representation with multiplicity 1 , in which case $\operatorname{dim}\left(\mathcal{N}_{0} \cap X^{\Sigma}\right)=1$ since $X^{\Sigma}$ is the $\Sigma$-isotypic component of $X$ corresponding to the trivial irreducible representation. This important special case is featured in the Equivariant Branching Lemma of Cicogna (1981) and Vanderbauwhede (1982).

Theorem 3.4 (Equivariant Branching Lemma). Let $x_{0} \in X^{\Gamma}$. Suppose that $g_{x}\left(x_{0}, \lambda_{0}\right)$ is Fredholm of index zero and that $\mathcal{N}_{0} \equiv \operatorname{Null}\left(g_{x}\left(x_{0}, \lambda_{0}\right)\right)$ is nontrivial. If
(i) $\mathcal{N}_{0} \cap X^{\mathrm{\Gamma}}=\{0\}$;
(ii) There exists an isotropy subgroup $\Sigma$ of $\Gamma$ such that

$$
\operatorname{dim}\left(\mathcal{N}_{0} \cap X^{\Sigma}\right)=1 ;
$$

(iii) The nondegeneracy condition

$$
\begin{equation*}
\left\langle\psi_{0}, g_{x \lambda}\left(x_{0}, \lambda_{0}\right) \varphi_{0}+g_{x x}\left(x_{0}, \lambda_{0}\right) \varphi_{0} v\right\rangle \neq 0 \tag{3.10}
\end{equation*}
$$

is satisfied where $\varphi_{0} \in \mathcal{N}_{0} \cap X^{\Sigma}, \psi_{0} \in \operatorname{Null}\left(g_{x}\left(x_{0}, \lambda_{0}\right)^{*}\right) \cap X^{\Sigma}$, and $v \in X^{\Gamma}$ is the unique solution of

$$
g_{x}\left(x_{0}, \lambda_{0}\right) v+g_{\lambda}\left(x_{0}, \lambda_{0}\right)=0,
$$

then there exists a secondary branch of solutions tangent to $\varphi_{0}$ with isotropy subgroup $\Sigma$.
The Equivariant Branching Lemma gives sufficient conditions for the existence of a bifurcating branch of solutions that apply to many practical situations, but bifurcation can also occur when the secondary branches are contained in $X^{\Sigma}$ with $\operatorname{dim}\left(\mathcal{N}_{0} \cap X^{\Sigma}\right)>1$ (see Lauterbach (1986)).

It can be proved in a way similar to the proof of Theorem 3.1 that if $x_{0} \in X^{\Gamma}$, then $g_{x \lambda}\left(x_{0}, \lambda_{0}\right): V_{k}^{\Gamma} \rightarrow V_{k}^{\Gamma}$ and $g_{x x}\left(x_{0}, \lambda_{0}\right): V_{k}^{\Gamma} \times X^{\Gamma} \rightarrow V_{k}^{\Gamma}$. Also, for any subgroup $\Omega$ of $\Gamma$, $g_{x \lambda}\left(x_{0}, \lambda_{0}\right): X^{\Omega} \rightarrow X^{\Omega}$ and $g_{x x}\left(x_{0}, \lambda_{0}\right): X^{\Omega} \times X^{\mathrm{\Gamma}} \rightarrow X^{\Omega}$. Thus if $\varphi_{0} \in V_{k}^{\Gamma} \cap X^{\Sigma}$, then

$$
g_{x \lambda}\left(x_{0}, \lambda_{0}\right) \varphi_{0}+g_{x x}\left(x_{0}, \lambda_{0}\right) \varphi_{0} v \in V_{k}^{\Gamma} \cap X^{\Sigma}
$$

also and so the nondegeneracy condition (3.10) is satisfied generically.
Our next consideration is the type of bifurcation, i.e., pitchfork or transcritical, which occurs as a result of the Equivariant Branching Lemma. Since the secondary branches are contained in $X^{\Sigma} \times \mathbf{R}$, it is sufficient to consider the reduced problem

$$
\begin{equation*}
g_{\Sigma}(x, \lambda)=0,\left.\quad g_{\Sigma} \equiv g\right|_{X^{\Sigma} \times \mathbf{R}}: X^{\Sigma} \times \mathbf{R} \rightarrow X^{\Sigma} \tag{3.11}
\end{equation*}
$$

Now the closed fixed-point space $X^{\Sigma}$ is invariant with respect to the normaliser $N_{\Gamma}$ of $\Sigma$ in $\Gamma$, defined by

$$
N_{\Gamma}(\Sigma)=\{\gamma \in \Gamma: \gamma \Sigma=\Sigma \gamma\} .
$$

Thus the reduced problem (3.11) is equivariant with respect to the quotient group $N_{\Gamma}(\Sigma) / \Sigma$. The following result has been proved by Dellnitz and Werner (1989).

Theorem 3.5. Let $\mathcal{N}_{0}=\operatorname{Null}\left(g_{x}\left(x_{0}, \lambda_{0}\right)\right)$, where $x_{0} \in X^{\Gamma}$. Suppose there exists an isotropy subgroup $\Sigma$ of $\Gamma$ such that $\operatorname{dim}\left(\mathcal{N}_{0} \cap X^{\Sigma}\right)=1$.
(i) If $\operatorname{dim} \mathcal{N}_{0}=1$ then $\Sigma$ is the isotropy subgroup of $\mathcal{N}_{0}, N_{\Gamma}(\Sigma)=\Gamma$, and $N_{\Gamma}(\Sigma) / \Sigma=$ $\Gamma / \Sigma$ is isomorphic to $Z_{2}$.
(ii) If $\operatorname{dim} \mathcal{N}_{0}>1$ then $N_{\Gamma}(\Sigma) / \Sigma$ is either isomorphic to $Z_{2}$ or is trivial.

Now if $N_{\Gamma}(\Sigma) / \Sigma$ is isomorphic to $Z_{2}$, then the bifurcation is a symmetric pitchfork (see Werner and Spence (1984)) with conjugate secondary branches where, if ( $x, \lambda$ ) is a solution of (3.11) on a secondary branch, then $(T(\delta) x, \lambda)$ is the corresponding solution on the conjugate branch for all $\delta \in N(\Sigma) \backslash \Sigma$. Alternatively, if $N_{\Gamma}(\Sigma) / \Sigma$ is trivial, then the bifurcation will be nonsymmetric (either pitchfork or transcritical) and the two secondary branches have distinct (nonconjugate) solutions.

We now consider extended systems of equations for which a bifurcation point is an isolated solution. The following result is a generalisation of Theorem 3.1 of Werner and Spence (1984), which considers the case $\Gamma=Z_{2}$. It is proved in a similar way and is straightforward.

Theorem 3.6. Let $\left(x_{0}, \lambda_{0}\right) \in X^{\Gamma} \times \mathbf{R}$ and let $\mathcal{N}_{0}=\operatorname{Null}\left(g_{x}\left(x_{0}, \lambda_{0}\right)\right)$ have finite dimension. If $\mathcal{N}_{0} \cap V_{k}^{\Gamma} \neq\{0\}$ for some $k \neq 1$ and conditions (i) and (ii) of the Equivariant Branching Lemma (Theorem 3.4) hold, then the extended system

$$
\begin{align*}
& G(y)=0, \quad G: Y \rightarrow Y, \\
& G(y) \equiv\left(\begin{array}{c}
g(x, \lambda) \\
g_{x}(x, \lambda) \varphi \\
\langle l, \varphi\rangle-1
\end{array}\right),  \tag{3.12}\\
& y=(x, \varphi, \lambda) \in Y \equiv X^{\mathrm{\Gamma}} \times\left(V_{k}^{\mathrm{\Gamma}} \cap X^{\Sigma}\right) \times \mathbf{R}, \quad l \in V_{k}^{\mathrm{\Gamma}} \cap X^{\Sigma}
\end{align*}
$$

has an isolated solution $\left(x_{0}, \varphi_{0}, \lambda_{0}\right)$, where $\varphi_{0} \in \mathcal{N}_{0} \cap V_{k}^{\Gamma} \cap X^{\Sigma}$ if and only if the nondegeneracy condition (3.10) is satisfied.

Alternative forms of the extended system (3.12) may also be used, for example

$$
\begin{align*}
& \tilde{G}(x, \lambda) \equiv\binom{g(x, \lambda)}{\left\langle\psi, g_{x}(x, \lambda) \varphi\right\rangle}=0, \\
& \tilde{G}: X^{\Gamma} \times \mathbf{R} \rightarrow X^{\Gamma} \times \mathbf{R} \tag{3.13}
\end{align*}
$$

where $\varphi, \psi \in V_{k}^{\Gamma} \cap X^{\Sigma}$ are the singular vectors associated with the singular value $\sigma=\left\langle\psi, g_{x}(x, \lambda) \varphi\right\rangle$, which are related by the equations

$$
\begin{array}{ll}
g_{x}(x, \lambda) \varphi=\sigma \psi, & \langle\psi, \psi\rangle=1 \\
g_{x}^{*}(x, \lambda) \psi=\sigma \varphi, & \langle\varphi, \varphi\rangle=1 \tag{3.14}
\end{array}
$$

Finally, all the theory of this section extends to the situation when $g: X \times \mathbf{R} \rightarrow Y$ and satisfies the equivariance condition

$$
\begin{equation*}
\tilde{T}(\gamma) g(x, \lambda)=g(T(\gamma) x, \lambda), \quad \gamma \in \Gamma \tag{3.15}
\end{equation*}
$$

where $T$ and $\tilde{T}$ are equivalent orthogonal representations of $\Gamma$ on $X$ and $Y$, respectively. In particular,

$$
\tilde{P}_{k}^{\Gamma} g_{x}(x, \lambda)=g_{x}(x, \lambda) P_{k}^{\Gamma}
$$

where $\tilde{P}_{k}^{\Gamma}$ is the projection onto the $\Gamma$-isotypic component $\tilde{V}_{k}^{\Gamma}$ of $Y$ (since the dimension, character, and type of equivalent irreducible representations are constant). Thus $g_{x}(x, \lambda): V_{k}^{\Gamma} \rightarrow \tilde{V}_{k}^{\Gamma}$. All the other results can be generalised in a similar way.
4. Scaling laws. For many problems, it is possible to take one solution and perform a "change of scale" to give another solution. Thus for bifurcation problems, distinct branches of solutions are often related by a simple scaling. This relation can be expressed as a scaling law, which is similar to the equivariance condition (3.2) but also involves the parameter of the problem. (See Scovel, Kevrekidis, and Nicolaenko (1988) for an example of such a scaling law.)

We first consider the problem of finding such scaling laws in a given problem and show that the symmetry of the problem defines a natural context for the existence of scaling laws. We then consider how the scaling law relates to the bifurcation theory of $\S 3$ and show that, in some cases, the existence of bifurcating branches at a mode interaction point can be proved using the scaling.

Consider the bifurcation problem

$$
\begin{equation*}
g(x, \lambda)=0, \quad g: X \times \mathbf{R} \rightarrow Y \tag{4.1}
\end{equation*}
$$

where $X$ and $Y$ are real Hilbert spaces and $g$ is $C^{2}$. We suppose that $g$ satisfies the equivariance condition

$$
\begin{equation*}
\tilde{T}(\gamma) g(x, \lambda)=g(T(\gamma) x, \lambda) \quad \forall \gamma \in \Gamma \tag{4.2}
\end{equation*}
$$

where $T$ and $\tilde{T}$ are equivalent representations of the compact Lie group $\Gamma$ on $X$ and $Y$, respectively. By Lemma 2.2, we can assume without loss of generality that $T$ and $\tilde{T}$ are orthogonal representations. For the sake of simplicity we will take $Y=X$ and $T=\tilde{T}$ but all our results generalise to the case $Y \neq X, T \neq \tilde{T}$.

We now show that a natural context for scaling laws can be derived by considering the group $\Gamma$. Our aim is to define a subproblem of (4.1), where the group $\Gamma$ acts on a "different scale," whose solutions are related by a scaling transformation to the solutions of (4.1). The solutions of the subproblem will, however, also be solutions of (4.1). The subproblem will be defined by use of a particular fixed-point space.

Let $\beta: \Gamma \rightarrow \Gamma$ be an epimorphism (i.e., $\beta$ is a homomorphism and $\beta(\Gamma)=\Gamma$ ) with a nontrivial kernal $K$. Then the mapping

$$
\begin{equation*}
\Gamma / K \rightarrow \Gamma, \quad \gamma K \rightarrow \beta(\gamma) \tag{4.3}
\end{equation*}
$$

is an isomorphism by Lemma 2.1. The quotient group $\Gamma / K$ has a natural representation on the fixed-point space $X^{K}$ given by

$$
\begin{equation*}
T_{K}: \Gamma / K \rightarrow G L\left(X^{K}\right),\left.\quad T_{K}(\gamma K) \equiv T(\gamma)\right|_{X^{K}} \tag{4.4}
\end{equation*}
$$

since $K$ acts trivially on $X^{K}$. This representation is well defined since $X^{K}$ is closed and $\Gamma$-invariant (as $K$ is a normal subgroup of $\Gamma$ ) and so $T(\gamma): X^{K} \rightarrow X^{K}$ is a homeomorphism by Lemma 2.4 (ii) for all $\gamma \in \Gamma$. It is well known and easily proved that $g: X^{K} \times \mathbf{R} \rightarrow X^{K}$ and so we define our subproblem to be $g_{K}(x, \lambda)=0$, where $\left.g_{K} \equiv g\right|_{X^{K} \times \mathbf{R}}$. Clearly $g_{K}$ is equivariant with respect to the representation $T_{K}$ of $\Gamma / K$.

We have established that the groups $\Gamma / K$ and $\Gamma$ are isomorphic. The corresponding representations on $X^{K}$ and $X$, respectively, are equivalent if there exists a linear homeomorphism $h: X \rightarrow X^{K}$ such that

$$
\begin{equation*}
T_{K}(\gamma K) h \equiv T(\gamma) h=h T(\beta(\gamma)) \quad \forall \gamma \in \Gamma . \tag{4.5}
\end{equation*}
$$

If such an $h$ exists, we can assume without loss of generality that it is orthogonal by Lemma 2.3 since $T_{K}$ and $T$ are orthogonal representations. We are now in a position to define a scaling law:

If there exists an orthogonal linear homeomorphism $h: X \rightarrow X^{K}$ satisfying (4.5), and constants $b, c, l \in \mathbf{R} \backslash\{0\}$, such that

$$
\begin{equation*}
\operatorname{chg}(x, \lambda)=g(b h x, l \lambda) \equiv g_{K}(b h x, l \lambda) \tag{4.6}
\end{equation*}
$$

then (4.6) is called a scaling law.
If such a scaling law exists, then $h^{\prime} \equiv h T(\gamma)$ is also an orthogonal linear homeomorphism from $X$ to $X^{K}$ for all $\gamma \in \Gamma$, which satisfies (4.6) and also satisfies (4.5) if $\gamma \in Z(\Gamma)$, the centre of $\Gamma$. The following result proves the converse.

THEOREM 4.1. If $h_{1}$ and $h_{2}$ are scaling transformations that satisfy (4.5) and (4.6) for fixed constants $b, c, l \neq 0$, then $h_{2}=h_{1} T(\gamma)$ for some $\gamma \in Z(\Gamma)$, the centre of $\Gamma$ (restricting attention to the $\Gamma$-equivariance of $g$ ).

Proof. It is straightforward to show that if $h_{1}$ and $h_{2}$ both satisfy (4.6), then

$$
h_{1}^{-1} h_{2} g(x, \lambda)=g\left(h_{1}^{-1} h_{2} x, \lambda\right) .
$$

Now $h_{1}^{-1} h_{2} \in G L(X)$ and is orthogonal. As we have restricted attention to the $\Gamma$ equivariance of $g$, we conclude that $h_{1}^{-1} h_{2}=T(\gamma)$ for some $\gamma \in \Gamma$. As $h_{1}$ and $h_{2}$ also satisfy (4.5), then $\gamma \in Z(\Gamma)$.

Since nothing is gained by combining scaling and group transformations, we restrict attention to one scaling transformation $h$ satisfying (4.5) and (4.6).

The existence of a scaling law imposes conditions on $\Gamma$ and $X$. Since $K$ is nontrivial, the requirement that $\Gamma / K$ be isomorphic to $\Gamma$ cannot be satisfied if $\Gamma$ is a finite group or if $K$ is not a finite group. Also, the existence of the linear homeomorphism $h: X \rightarrow X^{K}$ requires that $X$ and $X^{K}$ have the same dimension, which cannot hold if $X$ is finite dimensional.

The scaling law defines a relation between the solutions of $g=0$ and $g_{K}=0$. Thus $(x, \lambda) \in X \times \mathbf{R}$ is a solution of $g=0$ if and only if $(b h x, l \lambda) \in X^{K} \times \mathbf{R}$ is a solution of $g_{K}=0$ (although, of course, solutions of $g_{K}=0$ are also solutions of $g=0$ ). Also, (4.5) defines a relation between the representations $T$ of $\Gamma$ on $X$ and $T_{K}$ of $\Gamma / K$ on $X^{K}$ with the property that, for any $x \in X, \gamma \in \Gamma$, there exists $y \in X$ such that

$$
y=T(\beta(\gamma)) x \Leftrightarrow h y=T_{K}(\gamma K) h x=T(\gamma) h x .
$$

We now consider how a scaling law relates to the bifurcation theory of §3. An immediate consequence of the scaling law (4.6) is that if bifurcation occurs at $\left(x_{0}, \lambda_{0}\right) \in$ $X \times \mathbf{R}$ then it must also occur at $\left(b h x_{0}, l \lambda_{0}\right) \in X^{K} \times \mathbf{R}$, since both the primary and secondary branches are "rescaled" by $h$. We now attempt to express this relation more formally.

Let $\Omega$ be a subgroup of $\Gamma$ and define

$$
\begin{equation*}
\Omega^{\beta}=\{\gamma \in \Gamma: \beta(\gamma) \in \Omega\} \tag{4.7}
\end{equation*}
$$

which is also a subgroup of $\Gamma$. Clearly $\beta\left(\Omega^{\beta}\right)=\Omega, K$ is a (normal) subgroup of $\Omega^{\beta}$, and from Lemma 2.1, $\Omega^{\beta} / K$ is isomorphic to $\Omega$. We then have the following results.

Lemma 4.2. Let $\Omega_{x}$ and $\Omega_{h x}$ be the isotropy subgroups of $x \in X$ and $h x \in X^{K}$, respectively, where $h$ satisfies (4.5). If $\Omega$ is a subgroup of $\Gamma$, then $\Omega_{x}=\Omega$ if and only if $\Omega_{h x}=\Omega^{\beta}$ (i.e., $\left.\left(\Omega_{x}\right)^{\beta}=\Omega_{h x}\right)$.

Proof. First, suppose that $\Omega_{x}=\Omega$. Then for every $\gamma \in \Omega^{\beta}$,

$$
T(\gamma) h x=h T(\beta(\gamma)) x=h x
$$

using (4.5) and as $\beta(\gamma) \in \Omega=\Omega_{x}$. Thus $\gamma \in \Omega_{h x}$ and so $\Omega^{\beta}$ is a subgroup of $\Omega_{h x}$. Similarly, for every $\gamma \in \Omega_{h x}$,

$$
h T(\beta(\gamma)) x=T(\gamma) h x=h x
$$

again using (4.5). Since $h$ is a linear homeomorphism, we conclude that $T(\beta(\gamma)) x=x$ and so $\beta(\gamma) \in \Omega_{x}=\Omega$. Hence $\gamma \in \Omega^{\beta}$ and so $\Omega_{h x}$ is a subgroup of $\Omega^{\beta}$. Combining these results, we conclude that $\Omega_{h x}=\Omega^{\beta}$.

The converse is proved similarly.
Lemma 4.3. If $h: X \rightarrow X^{K}$ is an orthogonal linear homeomorphism satisfying (4.5), then the restriction of h to $X^{\Omega}$ is an orthogonal linear homeomorphism onto $X^{\Omega^{\beta}}$ for every subgroup $\Omega$ of $\Gamma$.

Proof. If $x \in X^{\Omega}$ and $\gamma \in \Omega^{\beta}$, then $\beta(\gamma) \in \Omega$ and so, by (4.5),

$$
T(\gamma) h x=h T(\beta(\gamma)) x=h x
$$

Thus $h x \in X^{\Omega^{\beta}}$. It remains to prove that the mapping $h: X^{\Omega} \rightarrow X^{\Omega^{\beta}}$ is a surjection since $h$ is an orthogonal linear homeomorphism on $X$.

Let $y \in X^{\Omega^{\beta}}$. Then $y=h x$ for some $x \in X$. If $\tilde{\gamma} \in \Omega$, then there exists $\gamma \in \Omega^{\beta}$ such that $\beta(\gamma)=\tilde{\gamma}$ since $\beta$ is surjective. Thus

$$
h T(\tilde{\gamma}) x=T(\gamma) h x=T(\gamma) y=y=h x
$$

using (4.5) and as $y \in X^{\Omega^{\beta}}$. Since $h$ is a linear homeomorphism (on X), we conclude that $T(\tilde{\gamma}) x=x$ for all $\tilde{\gamma} \in \Omega$ and so $x \in X^{\Omega}$. Thus $h$ is a surjection as required.

Lemma 4.4. Let $\Omega$ be a subgroup of $\Gamma$ and let $h$ satisfy (4.5). Then $W$ is a closed, $\Omega$-invariant subspace of $X$ if and only if $W^{h} \equiv h W$ is a closed, $\Omega^{\beta}$-invariant subspace of $X^{K}$.

Proof. Since $h$ is a homeomorphism, $W$ is closed if and only if $W^{h}$ is closed. Let $w \in W$. If $\gamma \in \Omega^{\beta}$, then $\beta(\gamma) \in \Omega$, and by (4.5) we have

$$
T(\gamma) h w=h T(\beta(\gamma)) w
$$

If $W$ is $\Omega$-invariant, then for all $w \in W, T(\beta(\gamma)) w \in W$ for all $\beta(\gamma) \in \Omega$ and so $T(\gamma) h w \in W^{h}$ for all $\gamma \in \Omega^{\beta}$. Thus $W^{h}$ is $\Omega^{\beta}$-invariant. Conversely, if $W^{h}$ is $\Omega^{\beta}$ invariant, then for all $w \in W, T(\gamma) h w \in W^{h}$ for all $\gamma \in \Omega^{\beta}$ and so $T(\beta(\gamma)) w \in W$ for all $\gamma \in \Omega^{\beta}$, since $h$ is a homeomorphism. Now $\beta: \Omega^{\beta} \rightarrow \Omega$ is surjective and so $T(\tilde{\gamma}) w \in W$ for all $\tilde{\gamma} \in \Omega, w \in W$. Thus $W$ is $\Omega$-invariant.

Lemma 4.5. Let $\Omega$ be a subgroup of $\Gamma$ and let $h$ satisfy (4.5). Then $W$ is an $\Omega$-irreducible subspace of $X$ if and only if $W^{h} \equiv h W$ is an $\Omega^{\beta}$-irreducible subspace of $X^{K}$.

Proof. The equivalent result that $W$ is an $\Omega$-reducible subspace of $X$ if and only if $W^{h}$ is an $\Omega^{\beta}$-reducible subspace follows immediately from Lemma 4.4.

Lemma 4.6. Let $\Omega$ be a subgroup of $\Gamma$ and let $h$ satisfy (4.5). Then $W$ is an $\Omega$-absolutely irreducible subspace of $X$ if and only if $W^{h} \equiv h W$ is an $\Omega^{\beta}$-absolutely irreducible subspace of $X^{K}$.

Proof. First suppose that $W$ is $\Omega$-absolutely irreducible. Let $A: W^{h} \rightarrow W^{h}$ commute with the representation of $\Omega^{\beta}$ on $W^{h}$. If $x \in W$ and $\gamma \in \Omega^{\beta}$, then $\beta(\gamma) \in \Omega$ and we have

$$
\begin{aligned}
h^{-1} A h T(\beta(\gamma)) x & =h^{-1} A T(\gamma) h x \\
& =h^{-1} T(\gamma) A h x \\
& =T(\beta(\gamma)) h^{-1} A h x
\end{aligned}
$$

using (4.5) and since $A$ commutes with $T(\gamma)$ for all $\gamma \in \Omega^{\beta}$. Thus $h^{-1} A h$ commutes with the representation of $\Omega$ on $W$, and as $W$ is $\Omega$-absolutely irreducible, we conclude that $h^{-1} A h=\left.c I\right|_{W}, c \in \mathbf{R}$. Thus $A=\left.c I\right|_{W^{h}}$ and so $W^{h}$ is $\Omega^{\beta}$-absolutely irreducible.

The converse is proved similarly.
We now consider how the presence of a scaling law affects bifurcation theory. Henceforth, we will assume the existence of a smooth branch of solutions of (4.1) contained in $X^{\Omega} \times \mathbf{R}$ for some subgroup $\Omega$ of $\Gamma$, which we will refer to as the primary branch. As a consequence of the scaling law (4.6), by Lemma 4.3 there must also be another branch of solutions of (4.1), contained in $X^{\Omega^{\beta}} \times \mathbf{R}$, which we will refer to as the scaled branch. (Indeed there may be many scaled branches obtained by a repeated application of the scaling law (4.6), but for our analysis we consider only one such branch.)

In the results that follow, we use the notation

$$
\begin{array}{ll}
\mathcal{N}_{0}=\operatorname{Null}\left(g_{x}\left(x_{0}, \lambda_{0}\right)\right), & \mathcal{N}_{0}^{*}=\operatorname{Null}\left(g_{x}\left(x_{0}, \lambda_{0}\right)^{*}\right), \\
\mathcal{N}_{h}=\operatorname{Null}\left(g_{x}\left(b h x_{0}, l \lambda_{0}\right)\right), & \mathcal{N}_{h}^{*}=\operatorname{Null}\left(g_{x}\left(b h x_{0}, l \lambda_{0}\right)^{*}\right),
\end{array}
$$

where $\left(x_{0}, \lambda_{0}\right) \in X \times \mathbf{R}$ satisfies (4.1). We also make the assumption that $g_{x}(x, \lambda)$ is a Fredholm operator of index zero.

Lemma 4.7. If $x_{0} \in X^{\Omega}$, then $\mathcal{N}_{0}$ is a closed, $\Omega$-invariant subspace of $X, \mathcal{N}_{h}$ is a closed, $\Omega^{\beta}$-invariant subspace of $X$, and $h \mathcal{N}_{0}=\mathcal{N}_{h} \cap X^{K}$. Also, $\mathcal{N}_{0}$ is $\Omega$-absolutely irreducible if and only if $h \mathcal{N}_{0}$ is $\Omega^{\beta}$-absolutely irreducible.

Proof. Since $g_{x}(x, \lambda)$ is bounded, both $\mathcal{N}_{0}$ and $\mathcal{N}_{h}$ are closed. It is well known and easily proved that if $x \in X^{\Sigma}$ for some subgroup $\Sigma$ of $\Gamma$, then $\operatorname{Null}\left(g_{x}(x, \lambda)\right)$ is $\Sigma$-invariant. Thus since $x_{0} \in X^{\Omega}, \mathcal{N}_{0}$ is $\Omega$-invariant. Also, $h x_{0} \in X^{\Omega^{\beta}}$ by Lemma 4.3 and so $\mathcal{N}_{h}$ is $\Omega^{\beta}$-invariant. Taking the Fréchet derivative of (4.6) with respect to $x$ and evaluating it at $\left(x_{0}, \lambda_{0}\right)$ gives

$$
\begin{equation*}
c h g_{x}\left(x_{0}, \lambda_{0}\right) \varphi=b g_{x}\left(b h x_{0}, l \lambda_{0}\right) h \varphi \tag{4.8}
\end{equation*}
$$

for all $\varphi \in X$. Thus if $\varphi \in \mathcal{N}_{0}$, then $h \varphi \in \mathcal{N}_{h}$ and so $h \mathcal{N}_{0} \subseteq \mathcal{N}_{h} \cap X^{K}$. Also, if $\tilde{\varphi} \in \mathcal{N}_{h} \cap X^{K}$, then $\tilde{\varphi}=h \varphi$ for some $\varphi \in X$ and so from (4.6), $\varphi \in \mathcal{N}_{0}$. Hence $h \mathcal{N}_{0}=\mathcal{N}_{h} \cap X^{K}$. The final statement of the lemma regarding absolute irreducibility follows directly from Lemma 4.6.

We now define a bifurcation point to be a point ( $x_{0}, \lambda_{0}$ ) such that the Equivariant Branching Lemma (Theorem 3.4) guarantees the existence of a secondary branch of solutions bifurcating from $\left(x_{0}, \lambda_{0}\right)$, and we then have the following result.

Theorem 4.8. If $x_{0} \in X^{\Omega}$, then $\left(x_{0}, \lambda_{0}\right)$ is a bifurcation point where the secondary branch of solutions has isotropy subgroup $\Sigma$ if and only if ( $b h x_{0}, l \lambda_{0}$ ) is a bifurcation point where the secondary branch of solutions has isotropy subgroup $\Sigma^{\beta}$.

Proof. We must prove that the conditions of the Equivariant Branching Lemma hold at ( $x_{0}, \lambda_{0}$ ) if and only if they hold at $\left(b h x_{0}, l \lambda_{0}\right)$. First, if $\operatorname{dim} \mathcal{N}_{0}>0$ then $\operatorname{dim} \mathcal{N}_{h}>0$, since $h \mathcal{N}_{0} \subseteq \mathcal{N}_{h}$ by Lemma 4.7 and $h$ is a homeomorphism. Conversely, if $\operatorname{dim} \mathcal{N}_{h}>0$
and $\operatorname{dim}\left(\mathcal{N}_{h} \cap X^{\Sigma^{\beta}}\right)=1$ then $\operatorname{dim}\left(\mathcal{N}_{h} \cap X^{K}\right) \geqq 1$ since $K$ is a subgroup of $\Sigma^{\beta}$. Thus $\operatorname{dim} \mathcal{N}_{0}>0$ since $h \mathcal{N}_{0}=\mathcal{N}_{h} \cap X^{K}$ by Lemma 4.7 and $h$ is a homeomorphism.

Now consider the three hypotheses of the Equivariant Branching Lemma:
(i) We observe that, since $h$ is injective,

$$
\begin{aligned}
h\left(\mathcal{N}_{0} \cap X^{\Omega}\right) & =h \mathcal{N}_{0} \cap X^{\Omega^{\beta}} \\
& =\mathcal{N}_{h} \cap X^{K} \cap X^{\Omega^{\beta}} \\
& =\mathcal{N}_{h} \cap X^{\Omega^{\beta}}
\end{aligned}
$$

using Lemma 4.3, Lemma 4.7, and the fact that $X^{\Omega^{\beta}} \subseteq X^{K}$ since $K$ is a subgroup of $\Omega^{\beta}$. Thus $\mathcal{N}_{0} \cap X^{\Omega}=\{0\}$ if and only if $\mathcal{N}_{h} \cap X^{\Omega^{\beta}}=\{0\}$ since $h$ is a homeomorphism.
(ii) By an argument similar to (i), we have $h\left(\mathcal{N}_{0} \cap X^{\Sigma}\right)=\mathcal{N}_{h} \cap X^{\Sigma^{\beta}}$ since $K$ is a subgroup of $\Sigma^{\beta}$. Thus $\operatorname{dim}\left(\mathcal{N}_{0} \cap X^{\Sigma}\right)=1$ if and only if $\operatorname{dim}\left(\mathcal{N}_{h} \cap X^{\Sigma^{\beta}}\right)=1$ since $h$ is a homeomorphism.
(iii) For the sake of brevity, we introduce the notation $g^{0}=g\left(x_{0}, \lambda_{0}\right), g^{h}=$ $g\left(b h x_{0}, l \lambda_{0}\right)$, etc. The nondegeneracy condition to be satisfied at $\left(x_{0}, \lambda_{0}\right)$ is

$$
\begin{equation*}
\left\langle\psi_{0}, g_{x \lambda}^{0} \varphi_{0}+g_{x x}^{0} \varphi_{0} v\right\rangle \neq 0 \tag{4.9}
\end{equation*}
$$

where $\varphi_{0} \in \mathcal{N}_{0} \cap X^{\Sigma}, \psi_{0} \in \mathcal{N}_{0}^{*} \cap X^{\Sigma}$ and $v \in X^{\Omega}$ is the unique solution of

$$
\begin{equation*}
g_{x}^{0} v+g_{\lambda}^{0}=0 . \tag{4.10}
\end{equation*}
$$

Similarly, the nondegeneracy condition to be satisfied at ( $b h x_{0}, l \lambda_{0}$ ) is

$$
\begin{equation*}
\left\langle\psi_{h}, g_{x \lambda}^{h} \varphi_{h}+g_{x x}^{h} \varphi_{h} v_{h}\right\rangle \neq 0 \tag{4.11}
\end{equation*}
$$

where $\varphi_{h} \in \mathcal{N}_{h} \cap X^{\Sigma^{\beta}}, \psi_{h} \in \mathcal{N}_{h}^{*} \cap X^{\Sigma^{\beta}}$, and $v_{h} \in X^{\Omega^{\beta}}$ is the unique solution of

$$
\begin{equation*}
g_{x}^{h} v_{h}+g_{\lambda}^{h}=0 \tag{4.12}
\end{equation*}
$$

By differentiating the scaling law (4.6), it is easily shown that $v \in X^{\Omega}$ is a solution of (4.10) if and only if $v_{h}=(b / l) h v \in X^{\Omega^{\beta}}$ is a solution of (4.12) since $b, c, l \neq 0$. Also, we saw in (ii) that $h\left(\mathcal{N}_{0} \cap X^{\Sigma}\right)=\mathcal{N}_{h} \cap X^{\Sigma^{\beta}}$ and so we can write $\varphi_{h}=h \varphi_{0}$. As $h$ is an orthogonal transformation, we have

$$
\begin{aligned}
\left\langle x_{1}, g_{x}^{0} x_{2}\right\rangle & =\left\langle h x_{1}, h g_{x}^{0} x_{2}\right\rangle \\
& =\frac{b}{c}\left\langle h x_{1}, g_{x}^{h} h x_{2}\right\rangle
\end{aligned}
$$

for all $x_{1}, x_{2} \in X$ using (4.8). Thus

$$
\left\langle\left(g_{x}^{0}\right)^{*} x_{1}, x_{2}\right\rangle=\frac{b}{c}\left\langle\left(g_{x}^{h}\right)^{*} h x_{1}, h x_{2}\right\rangle,
$$

and so $x_{1} \in \mathcal{N}_{0}^{*}$ if and only if $h x_{1} \in \mathcal{N}_{h}^{*}$, that is, $h \mathcal{N}_{0}^{*}=\mathcal{N}_{h}^{*} \cap X^{K}$. Hence $h\left(\mathcal{N}_{0}^{*} \cap X^{\Sigma}\right)=$ $\mathcal{N}_{h}^{*} \cap X^{\Sigma^{\beta}}$ by Lemma 4.3 and the fact that $X^{\Sigma^{\beta}} \subseteq X^{K}$, and so we can write $\psi_{h}=h \psi_{0}$. It is then a matter of calculation to verify that

$$
\begin{aligned}
\left\langle\psi_{h}, g_{x \lambda}^{h} \varphi_{h}+g_{x x}^{h} \varphi_{h} v_{h}\right\rangle & =\left\langle h \psi_{0}, g_{x \lambda}^{h} h \varphi_{0}+\frac{b}{l} g_{x x}^{h} h \varphi_{0} h v\right\rangle \\
& =\left\langle h \psi_{0}, \frac{c}{b l} h\left(g_{x \lambda}^{0} \varphi_{0}+g_{x x}^{0} \varphi_{0} v\right)\right\rangle \\
& =\frac{c}{b l}\left\langle\psi_{0}, g_{x \lambda}^{0} \varphi_{0}+g_{x x}^{0} \varphi_{0} v\right\rangle
\end{aligned}
$$

since $h$ is orthogonal. As $b, c, l \neq 0$, we conclude that (4.9) holds if and only if (4.11) holds.

As a consequence of Theorem 4.8, it is clear that every bifurcation point on the primary branch can be rescaled to produce a bifurcation point on the scaled branch. However, a bifurcation point on the scaled branch can be scaled back onto the primary branch if and only if the isotropy subgroup $\tilde{\boldsymbol{\Sigma}}$ of the secondary branch has $K$ as a subgroup, since both the scaled branch and the secondary branch that bifurcates from it then have solutions in the range of $h$. In this case, the branch that bifurcates from the primary branch has isotropy subgroup $\beta(\tilde{\Sigma})$. It is possible that the symmetry of $K$ can be lost at a bifurcation point on the scaled branch so that the bifurcation point cannot be scaled back to a bifurcation point of the primary branch.

The situation may occur where $\Omega^{\beta}=\Omega$ (e.g., $\Omega=\Gamma$ ), in which case the primary and scaled branches could coincide. However, Theorem 4.8 still holds in this situation and the two secondary branches then bifurcate from the same branch at different values of $\lambda$ (provided that $l \neq 1$ ).

In $\S 3$ (Theorem 3.5 and following) we saw that the type of bifurcation can be determined by considering $N_{\Omega}(\Sigma) / \Sigma$. It is intuitively obvious that the type of bifurcation from the primary and scaled branches must be the same. This is formalised by the following result.

Theorem 4.9. The mapping $\tilde{\beta}$ defined by

$$
\tilde{\beta}: N_{\Omega^{\beta}}\left(\Sigma^{\beta}\right) / \Sigma^{\beta} \rightarrow N_{\Omega}(\Sigma) / \Sigma, \quad \gamma \Sigma^{\beta} \rightarrow \beta(\gamma) \Sigma
$$

is an isomorphism.
Proof. We first show that $\beta\left(N_{\Omega^{\beta}}\left(\Sigma^{\beta}\right)\right)=N_{\Omega}(\Sigma)$. Let $\gamma \in N_{\Omega^{\beta}}\left(\Sigma^{\beta}\right)$. Then $\gamma \Sigma^{\beta}=\Sigma^{\beta} \gamma$ by the definition of $N_{\Omega^{\beta}}\left(\Sigma^{\beta}\right)$ and so $\beta(\gamma) \Sigma=\Sigma \beta(\gamma)$ since $\beta\left(\Sigma^{\beta}\right)=\Sigma$. Thus $\beta\left(N_{\Omega^{\beta}}\left(\Sigma^{\beta}\right)\right)$ is a subgroup of $N_{\Omega}(\Sigma)$.

Now let $\gamma \in N_{\Omega}(\Sigma)$. Then $\gamma \sigma \gamma^{-1} \in \Omega$ for all $\sigma \in \Sigma$. Now $\gamma=\beta(\tilde{\gamma})$ for some $\tilde{\gamma} \in \Gamma$ since $\beta$ is surjective. Thus for any $\tilde{\sigma} \in \Sigma^{\beta}, \beta\left(\tilde{\gamma} \tilde{\sigma} \tilde{\gamma}^{-1}\right)=\gamma \sigma \gamma^{-1} \in \Sigma$, where $\sigma=\beta(\tilde{\sigma}) \in \Sigma$, and so $\tilde{\gamma} \tilde{\sigma} \tilde{\gamma}^{-1} \in \Sigma^{\beta}$ for all $\tilde{\sigma} \in \Sigma^{\beta}$ giving $\tilde{\gamma} \in N_{\Omega^{\beta}}\left(\Sigma^{\beta}\right)$. Thus $N_{\Omega}(\Sigma)$ is a subgroup of $\beta\left(N_{\Omega^{\beta}}\left(\Sigma^{\beta}\right)\right)$ and so we conclude that $\beta\left(N_{\Omega^{\beta}}\left(\Sigma^{\beta}\right)\right)=N_{\Omega}(\Sigma)$.

It is straightforward to prove that $\tilde{\beta}$ is a homomorphism and so we now prove that it is bijective. Let $\gamma \in N_{\Omega}(\Sigma)$. Then $\gamma \Sigma \in N_{\Omega}(\Sigma) / \Sigma$. Since $\beta$ is surjective, there exists $\tilde{y} \in \Gamma$ such that $\beta(\tilde{\gamma})=\gamma$. By the above result, we conclude that $\tilde{\gamma} \in N_{\Omega_{\beta}}\left(\Sigma^{\beta}\right)$. Thus $\tilde{\beta}\left(\tilde{\gamma} \Sigma^{\beta}\right)=\gamma \Sigma$ and $\tilde{\gamma} \Sigma^{\beta} \in N_{\Omega^{\beta}}\left(\Sigma^{\beta}\right) / \Sigma^{\beta}$ and so $\tilde{\beta}$ is surjective.

Let $\gamma_{1}, \gamma_{2} \in N_{\Omega^{\beta}}\left(\Sigma^{\beta}\right)$. Then

$$
\begin{aligned}
\tilde{\beta}\left(\gamma_{1} \Sigma^{\beta}\right)=\tilde{\beta}\left(\gamma_{2} \Sigma^{\beta}\right) & \Rightarrow \beta\left(\gamma_{1}\right) \Sigma=\beta\left(\gamma_{2}\right) \Sigma \\
& \Rightarrow \beta\left(\gamma_{2}^{-1} \gamma_{1}\right) \Sigma=\Sigma \\
& \Rightarrow \beta\left(\gamma_{2}^{-1} \gamma_{1}\right) \in \Sigma \\
& \Rightarrow \gamma_{2}^{-1} \gamma_{1} \in \Sigma^{\beta} \\
& \Rightarrow \gamma_{2}^{-1} \gamma_{1} \Sigma^{\beta}=\Sigma^{\beta} \\
& \Rightarrow \gamma_{1} \Sigma^{\beta}=\gamma_{2} \Sigma^{\beta}
\end{aligned}
$$

using the definition of $\tilde{\beta}$ and the homomorphism property of $\beta$. Thus $\tilde{\beta}$ is also injective. We therefore conclude that $\tilde{\beta}$ is an isomorphism since it is a bijective homomorphism of Lie groups [BtD, p. 22].

Throughout our analysis, we have not been able to say that $\mathcal{N}_{h}=h \mathcal{N}_{0}$, only that $h \mathcal{N}_{0} \subseteq \mathcal{N}_{h}$. In the generic situation, both $\mathcal{N}_{0}$ and $\mathcal{N}_{h}$ are (absolutely) irreducible (Theorem 3.2), in which case equality holds by Lemma 4.5 (cf. Lemma 4.6 also).

However, in a two-parameter problem, it is possible that mode interaction could occur on the scaled branch so that $\mathcal{N}_{h} \neq h \mathcal{N}_{0}$ at a critical value of the second parameter. In this case, Theorem 4.8 still applies, ensuring the existence of a secondary branch bifurcating from the scaled branch, thus providing some information about the bifurcating branches at a point of mode interaction.

We note that it is not possible for a scaled branch to be the continuation of the primary branch, since the branches have different isotropy subgroups, and the isotropy subgroup of a branch of solutions is preserved globally along the branch (Healey (1988a)). However, the primary and scaled branches could intersect at a bifurcation point.

The purpose of this analysis has been to determine when branches of solutions are related by a simple scaling, since the numerical computation of two such branches is clearly unnecessary and wasteful. Thus we conclude that it is sufficient to compute only those branches of solutions whose isotropy subgroup $\Omega$ satisfies either $\Omega^{\beta}=\Omega$ or $\Omega^{\beta} \neq \Omega$ and $K$ is not a subgroup of $\Omega$. However, it may be necessary to scale the solution up (in the second case) in order to check for the existence of bifurcation points on the scaled branch that do not occur on the primary branch.
5. Application to the gravity wave problem. In this section, we apply the theory of the previous sections to the problem of determining the profile of periodic, twodimensional, irrotational travelling waves on the surface of an inviscid, incompressible fluid of constant density in a channel of infinite depth in the presence of gravity $g$, but without surface tension. By taking a frame of reference that moves with the travelling waves, the problem can be posed as a steady-state equation involving $c$, the speed of the flow at infinite depth, as the bifurcation parameter. Bifurcation from the trivial solution was discussed by Nekrasov (1920), who formulated the problem as an integral equation on the free surface, and by Levi-Civita (1925). More recently, Chen and Saffman (1980) and Saffman (1980) have discovered numerically secondary bifurcations on the primary branches far away from the trivial solution. We extend their results and describe a pattern which occurs in the secondary bifurcations.

The profile of the free surface can be found by solving the following differential equation (Okamoto (1990)):

$$
\begin{equation*}
G(\theta, \nu) \equiv \nu e^{-2 \tau(s)} \tau^{\prime}(s)+e^{\tau(s)} \sin \theta(s)=0 \tag{5.1}
\end{equation*}
$$

where $\nu=c^{2} / g$, the $2 \pi$-periodic function $\theta(s)$ given by

$$
\begin{equation*}
\theta(s) \sim \sum_{k=1}^{\infty}\left(a_{k} \sin k s+b_{k} \cos k s\right) \tag{5.2}
\end{equation*}
$$

is the angle between the horizontal and the free surface at the point $(x(s), y(s))$ defined by

$$
\begin{equation*}
(x(s), y(s))=-\int_{0}^{s}\left(e^{\tau(t)} \cos \theta(t), e^{\tau(t)} \sin \theta(t)\right) d t \tag{5.3}
\end{equation*}
$$

and $-\tau$ is the conjugate of $\theta$, given by

$$
\begin{equation*}
\tau(s) \sim \sum_{k=1}^{\infty}\left(a_{k} \cos k s-b_{k} \sin k s\right) \tag{5.4}
\end{equation*}
$$

By integrating around a contour in the $x-y$ plane, it can be shown (see Okamoto (1990)) that

$$
\begin{equation*}
\int_{0}^{2 \pi} e^{\tau(s)} \sin \theta(s) d s=0 \tag{5.5}
\end{equation*}
$$

This condition ensures that the resulting wave profile is periodic since (5.5) is equivalent to $y(2 \pi)=0$ and $y(0)=0$ from (5.3). A similar argument can be used to show that

$$
\begin{equation*}
\int_{0}^{2 \pi} \theta(s) d s=0 \tag{5.6}
\end{equation*}
$$

which is the justification for omitting the constant term from the Fourier series in (5.2).
We pose this problem in a Hilbert space setting so that the results of the previous sections can be applied. Thus we define

$$
X=\left\{f(s) \sim \sum_{k=1}^{\infty}\left(a_{k} \sin k s+b_{k} \cos k s\right): \sum_{k=1}^{\infty} k^{2}\left(a_{k}^{2}+b_{k}^{2}\right)<\infty\right\}
$$

with inner product

$$
\left\langle f_{1}, f_{2}\right\rangle_{X}=\frac{1}{\pi} \int_{0}^{2 \pi} f_{1}^{\prime}(s) f_{2}^{\prime}(s) d s
$$

and similarly

$$
Y=\left\{f(s) \sim \sum_{k=1}^{\infty}\left(a_{k} \sin k s+b_{k} \cos k s\right): \sum_{k=1}^{\infty}\left(a_{k}^{2}+b_{k}^{2}\right)<\infty\right\}
$$

with inner product

$$
\left\langle f_{1}, f_{2}\right\rangle_{Y}=\frac{1}{\pi} \int_{0}^{2 \pi} f_{1}(s) f_{2}(s) d s
$$

Clearly $X \subset H^{1}[0,2 \pi], Y \subset L^{2}[0,2 \pi]$, and $X \subset Y$. Also, if $\theta \in X$, then $\tau \in X$ and so $G: X \times \mathbf{R} \rightarrow Y$ (as the constant component of $G$ vanishes due to (5.5)).

Nekrasov's integral equation can be derived from this formulation by solving (5.1) for $\tau$ in terms of $\theta$ and $\nu$ and then substituting the resulting expression for $\tau$ into an integral equation expressing the conjugacy relation between $\theta$ and $\tau$.

Having set the problem up, we must determine the group that satisfies the equivariance condition (3.2) and look for scaling laws of the form (4.6). We define the following action of the group $O(2)$ on $Y$ :

$$
\begin{align*}
& R_{\alpha} f(s)=f(s+\alpha), \quad \alpha \in[0,2 \pi),  \tag{5.7a}\\
& S f(s)=-f(-s),  \tag{5.7b}\\
& S R_{\alpha} f(s)=-f(-s-\alpha), \quad \alpha \in[0,2 \pi) . \tag{5.7c}
\end{align*}
$$

Then $X$ is an $O(2)$-invariant subspace of $Y$. This action defines representations of $O(2)$ on $X$ and $Y$. It follows from (5.2) and (5.4) that $S \tau(s)=\tau(-s)$, and it is then straightforward to show that $G$ is equivariant with respect to the representations of $O(2)$ on $X$ and $Y$ induced by the action (5.7). Also, the inner products on $X$ and $Y$ are $O(2)$-invariant, and so the representations of $O(2)$ on $X$ and $Y$ induced by the group action (5.7) are orthogonal representations. Further, $X$ and $Y$ are linearly homeomorphic and the representations on $X$ and $Y$ are equivalent as required.

When seeking scaling laws of the form (4.6), we first determine all the discrete normal subgroups of $O(2)$. These consist of the finite cyclic groups $Z_{n}, n \in \mathbf{Z}^{+}$, generated by $R_{2 \pi / n}$, which are the kernels of the epimorphisms $\beta_{n}: O(2) \rightarrow O(2)$ defined by

$$
\begin{aligned}
& \beta_{n}\left(R_{\alpha}\right)=R_{n \alpha}, \quad \alpha \in[0,2 \pi), \\
& \beta_{n}(S)=S .
\end{aligned}
$$

The fixed-point subspaces corresponding to the finite cyclic groups are

$$
X^{Z_{n}}=\{f \in X: f(s)=f(s+2 \pi / n)\}
$$

and similarly for $Y^{Z_{n}}, n \in \mathbf{Z}^{+}$. We now define the mapping $h_{n}$ by

$$
h_{n} f(s)=f(n s), \quad n \in \mathbf{Z}^{+} .
$$

Clearly $h_{n}$ maps $X$ onto $X^{Z_{n}}$ and $Y$ onto $Y^{Z_{n}}$. It is easily verified that $h_{n}$ is an orthogonal linear homeomorphism which satisfies

$$
\begin{aligned}
& R_{\alpha} h_{n}=h_{n} R_{n \alpha}, \\
& S h_{n}=h_{n} S .
\end{aligned}
$$

Thus $h_{n}$ meets all the requirements for a scaling transformation and we observe that $G$ satisfies the scaling law

$$
\begin{equation*}
h_{n} G(\theta, \nu)=G\left(h_{n} \theta, \nu / n\right), \quad n \in \mathbf{Z}^{+} . \tag{5.8}
\end{equation*}
$$

We note that by Theorem 4.1 the scaling transformations $h_{n}$ are uniquely defined since the centre of $O(2)$ is trivial.
5.1. Bifurcation from the trivial solution. The gravity wave problem (5.1) has the trivial solution $\theta=0$ for all $\nu \geqq 0$ which corresponds to a flat free surface. This is the only solution that has $O(2)$ as its isotropy subgroup. We first consider bifurcation from the trivial solution, which is of course, well known, and so we only review it briefly in the current framework. Linearising (5.1) about the trivial solution gives

$$
G_{\theta}(0, \nu) \tilde{\theta}=\nu \tilde{\tau}^{\prime}+\tilde{\theta}
$$

for all $\tilde{\theta} \in X$, where $-\tilde{\tau}$ is the conjugate of $\tilde{\theta}$.
The nontrivial irreducible representations of $O(2)$ on $X$ (and $Y$ ) are

$$
R_{\alpha}=\left(\begin{array}{cc}
\cos n \alpha & \sin n \alpha \\
-\sin n \alpha & \cos n \alpha
\end{array}\right), \quad S=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right), \quad n=1,2,3, \cdots
$$

It is easily verified that all these irreducible representations are absolutely irreducible. The corresponding isotypic components of $X$ are

$$
V_{n}=\operatorname{span}\{\sin n s, \cos n s\}, \quad n=1,2,3, \cdots
$$

and similarly for $Y$. It is interesting to observe that in this case, the isotypic components are irreducible. We note that the irreducible representation $R_{\alpha}=I, S=-I$ does not arise since $\theta(s)=c, c \in \mathbf{R}$ does not belong to $X$ (or $Y$ ).

When $\nu=1 / n, n \in \mathbf{Z}^{+}$, then $\operatorname{Null}\left(G_{\theta}(0, \nu)\right)=V_{n}$ and is thus irreducible. Now the isotropy subgroup of $V_{n}$ is the cyclic group $Z_{n}$ generated by $R_{2 \pi / n}$. However, $\operatorname{dim}\left(V_{n} \cap\right.$ $\left.X^{D_{n}}\right)=1$, where $D_{n}$ is the dihedral group generated by $R_{2 \pi / n}$ and $S$. It is a matter of calculation to verify that the nondegeneracy condition (3.10) is satisfied with $\varphi_{0}=$ $\sin n s \in V_{n} \cap X^{D_{n}}$. Thus by the Equivariant Branching Lemma, there is a branch of solutions with isotropy subgroup $D_{n}$ which bifurcates from the trivial solution at $\nu=1 / n$. On such a branch, $\theta$ has the form

$$
\theta(s) \sim \sum_{k=1}^{\infty} a_{k} \sin n k s .
$$

The normaliser of $D_{n}$ in $O(2)$ is $D_{2 n}$ and $D_{2 n} / D_{n} \cong Z_{2}$. Thus each bifurcation is a symmetric pitchfork by Theorem 3.5 and subsequent assertions. The distinct conjugate solutions of $\theta \in X^{D_{n}}$ are $R_{\alpha} \theta(s)$ for $\alpha \in(0,2 \pi / n)$ and so there is a one-parameter
"sheet" of solutions (see Sattinger (1973)). The only conjugate solution that is symmetric (relative to $S$ ) is

$$
R_{\pi / n} \theta(s) \sim \sum_{k=1}^{\infty}(-1)^{k} a_{k} \sin n k s,
$$

which is the conjugate branch of the pitchfork. We will refer to the branch with $a_{1}>0$ initially as primary branch $n$ and to the branch with $a_{1}<0$ initially as primary conjugate branch $n$.

When $\theta$ is symmetric (relative to $S$ ), it is an odd function of $s$. However, the wave profile is then an even function of $x$.

Clearly, the scaling transformations $h_{n}$ do not affect the trivial solution. If we let $\Sigma=\{I, S\}$, then $\Sigma^{\beta_{n}}=D_{n}, n=2,3,4, \cdots$, where $\Sigma^{\beta_{n}}$ is defined by (4.7). Using the scaling law (5.8), we can see from Theorem 4.8 that all the primary branches which bifurcate from the trivial solution and have isotropy subgroup $D_{n}$ are a scaled copy of the first branch, and so there is essentially only one distinct primary branch.
5.2. Bifurcation from $\boldsymbol{D}_{\boldsymbol{n}}$-symmetric branches. In general, it is not possible to study secondary bifurcation analytically, and so we solve the problem numerically. Thus we now consider the possible modes of secondary bifurcation from $D_{n}$-symmetric branches, assuming the generic conditions that the nullspace of $G_{\theta}(\theta, \nu), \theta \in X^{D_{n}}$ is $D_{n}$-irreducible and that the nondegeneracy condition (3.10) is satisfied. The nontrivial irreducible representations of the group $D_{n}$, generated by $R_{2 \pi / n}$ and $S$, on $X$ (and $Y$ ) are given by
(i) $\quad R_{2 \pi / n}=I, \quad S=-I$,
(ii) $\quad R_{2 \pi / n}=-I, \quad S=I \quad(n$ even),
(iii) $\quad R_{2 \pi / n}=-I, \quad S=-I \quad(n$ even)
(iv) $\quad R_{2 \pi / n}=\left[\begin{array}{cc}\cos \frac{2 \pi m}{n} & \sin \frac{2 \pi m}{n} \\ -\sin \frac{2 \pi m}{n} & \cos \frac{2 \pi m}{n}\end{array}\right]$,

$$
\begin{aligned}
S & =\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right], \\
m & =1, \cdots, \frac{1}{2} n-1 \quad(n \text { even }) \\
& =1, \cdots, \frac{1}{2}(n-1) \quad(n \text { odd }) .
\end{aligned}
$$

Again, all of these irreducible representations are absolutely irreducible and the corresponding isotypic components of $X$ are

$$
\begin{aligned}
& \tilde{V}_{1}=\left\{f(s) \sim \sum_{k=1}^{\infty} a_{k} \cos n k s: f \in X\right\}, \\
& \tilde{V}_{2}=\left\{f(s) \sim \sum_{k=0}^{\infty} a_{k} \sin \left(n k+\frac{n}{2}\right) s: f \in X\right\} \quad(n \text { even }), \\
& \tilde{V}_{3}=\left\{f(s) \sim \sum_{k=0}^{\infty} a_{k} \cos \left(n k+\frac{n}{2}\right) s: f \in X\right\} \quad(n \text { even }),
\end{aligned}
$$

$$
\begin{aligned}
& \tilde{V}_{4, m}=\left\{f ( s ) \sim \sum _ { k = 0 } ^ { \infty } \left[a_{k} \sin (n k+m) s+b_{k} \sin (n(k+1)-m) s\right.\right. \\
& \left.\left.\quad+c_{k} \cos (n k+m) s+d_{k} \cos (n(k+1)-m) s\right]: f \in X\right\}, \\
& r=1, \cdots, \frac{1}{2} n-1 \quad(n \text { even }), \\
& \\
& =1, \cdots, \frac{1}{2}(n-1) \quad(n \text { odd }),
\end{aligned}
$$

and similarly for $Y$. Since the linear operator $G_{\theta}(\theta, \nu), \theta \in X^{D_{n}}$ maps each isotypic component of $X$ to the corresponding isotypic component of $Y$ (by the generalisation of Theorem 3.2), we can consider the situation when $\mathcal{N} \equiv \operatorname{Null}\left(G_{\theta}(\theta, \nu)\right)$ is an irreducible subspace of each isotypic component separately. By differentiating the equivariance condition (3.15) with respect to $x$, it is easily verified that if $\varphi \in \operatorname{Null}\left(G_{\theta}(\theta, \nu)\right)$, then $R_{\pi / n} \varphi \in \operatorname{Null}\left(G_{\theta}\left(R_{\pi / n} \theta, \nu\right)\right)$, and so for every singular point on the primary branch, there is a corresponding singular point on the primary conjugate branch to consider. We are then interested in any conjugacy relation between the secondary branches that bifurcate from the primary and primary conjugate branches.
(i) At every solution $(\theta, \nu) \in X^{D_{n}} \times \mathbf{R}$ of (5.1), we have

$$
G_{\theta}(\theta, \nu) A \theta=0
$$

where $\left.A \theta \equiv(d / d \alpha) \theta(s+\alpha)\right|_{\alpha=0}=\theta^{\prime}(s)$. This is easily shown by differentiating the $R_{\alpha}$-equivariance condition with respect to $\alpha$ and evaluating at $\alpha=0$. Now if $\theta \in X^{D_{n}}$, then $\theta^{\prime}(s) \in \tilde{V}_{1}$; therefore the component of $G_{\theta}(\theta, \nu)$ associated with $\tilde{V}_{1}$ is singular at every (nontrivial) solution point, and so the Equivariant Branching Lemma cannot be applied directly in this case. Zufiria (1987b) has investigated this class of bifurcation for the gravity wave problem and we will not consider it further. A consideration of bifurcation of this type for more general problems is given in Aston, Spence, and Wu (1990).
(ii) If $\mathcal{N} \subset \tilde{V}_{2}$ is irreducible, then $\operatorname{dim} \mathcal{N}=1$ and so the bifurcation will be a symmetric pitchfork by Theorem 3.5. The isotropy subgroup of $\tilde{V}_{2}$ is $D_{n / 2}$ generated by $R_{4 \pi / n}$ and $S$ and so this case corresponds to a period-doubling bifurcation. The secondary conjugate branch is obtained by applying $R_{2 \pi / n}$. Now if $\varphi \in \mathcal{N} \subset \tilde{V}_{2}$, then $R_{\pi / n} \varphi \in \tilde{V}_{3}$, and so the corresponding secondary branches which bifurcate from the primary conjugate branch are associated with a different isotypic component and are not symmetric relative to $S$. We note, however, that all these branches are $O(2)$ conjugate and so there is essentially only one distinct secondary branch of solutions at the bifurcation point. We will refer to this case as bifurcation of mode $(n / 2)^{+}$.
(iii) If $\mathcal{N} \subset \tilde{V}_{3}$ is irreducible, then $\operatorname{dim} \mathcal{N}=1$. The isotropy subgroup of $\tilde{V}_{3}$ is the dihedral group $\tilde{D}_{n / 2}$, generated by $R_{4 \pi / n}$ and $S R_{2 \pi / n}$. Thus we again have a symmetric pitchfork, period-doubling bifurcation. In this case, if $\varphi \in \mathcal{N} \subset \tilde{V}_{3}$ then $R_{\pi / n} \varphi \in \tilde{V}_{2}$ and so the secondary branches that bifurcate from the primary conjugate branch are symmetric with respect to $S$. Again, there is essentially only one distinct secondary branch of solutions. We will refer to this case as bifurcation of mode $(n / 2)^{-}$. The period-doubling scenario is summarised in Fig. 1.

Before moving on, we must emphasise the difference in the isotropy subgroups of the secondary branches emanating from the primary and primary conjugate branches associated with period-doubling bifurcation. In Toland and Jones (1985) and Jones and Toland (1986), bifurcation at a double eigenvalue in the capillary-gravity wave problem (i.e., when the surface tension is nonzero) is considered, together with the effect of a small perturbation in the surface tension from a critical value. The group


Fig. 1. Period-doubling bifurcations. - $D_{n}$-symmetric solutions, $-\cdot-D_{n / 2}$-symmetric solutions, and $\cdots \cdot \tilde{D}_{n / 2}$-symmetric solutions.
that satisfies the equivariance condition for the capillary-gravity wave problem is the same group $O(2)$, and so the period-doubling scenario just described applies for this problem. Toland and Jones considered only symmetric waves (that is, solutions which satisfy $\boldsymbol{S} \boldsymbol{\theta}=\boldsymbol{\theta}$ ) and found that at mode interactions between branch 2 and higher branches, a perturbation in the surface tension resulted in secondary bifurcations on branch 2 on both the primary and primary conjugate branches. They then claimed that these bifurcation points are related by symmetry, which clearly cannot be true since they are associated with the different isotypic components $\tilde{V}_{2}$ and $\tilde{V}_{3}$. Thus we must conclude that the two secondary bifurcation points are, in fact, independent of each other.
(iv) We first observe that these $D_{n}$-irreducible representations restricted to the subgroup $Z_{2}=\{I, S\}$ are not $Z_{2}$-irreducible. Thus by Theorem 3.3, the isotypic components $\tilde{V}_{4, m}$ can be decomposed as

$$
\tilde{V}_{4, m}=\tilde{V}_{4, m}^{s} \oplus \tilde{V}_{4, m}^{a}
$$

where

$$
\begin{aligned}
& \tilde{V}_{4, m}^{s}=\left\{f \in \tilde{V}_{4, m}: S f=f\right\}, \\
& \tilde{V}_{4, m}^{a}=\left\{f \in \tilde{V}_{4, m}: S f=-f\right\} .
\end{aligned}
$$

Also, the linear operator $G_{\theta}(\theta, \nu), \theta \in X^{D_{n}}$ maps the subspace $\tilde{V}_{4, m}^{s}$ of $X$ to the corresponding subspace of $Y$ and similarly for $\tilde{V}_{4, m}^{a}$. Thus if $\mathcal{N} \subset \tilde{V}_{4, m}$ is $D_{n}$-irreducible, then $\operatorname{dim} \mathcal{N}=2$ but $\operatorname{dim}\left(\mathcal{N} \cap \tilde{V}_{4, m}^{s}\right)=1$ and $\operatorname{dim}\left(\mathcal{N} \cap \tilde{V}_{4, m}^{a}\right)=1$. Now the isotropy subgroup of $\tilde{V}_{4, m}^{a}$ is the cyclic group $Z_{l}$, where $l=\operatorname{gcd}(m, n)$, whereas the isotropy subgroup of $\tilde{V}_{4, m}^{s, m}$ is the dihedral group $D_{l}$. Thus $\operatorname{dim}\left(\mathcal{N} \cap X^{D_{l}}\right)=1$ and so there is a secondary branch of solutions with isotropy subgroup $D_{l}$. Clearly such a bifurcation can be detected numerically by a sign change in the determinant of the approximation to $G_{\theta}(\theta, \nu) \mid \tilde{\nu}_{4, m}^{s}$ and so the linear operator $G_{\theta}(\theta, \nu) \mid \tilde{\nu}_{4, m}^{a}$ need not be considered.

If $n / l$ is odd, then the normaliser of $D_{l}$ in $D_{n}$ is simply $D_{l}$, and so the bifurcation is nonsymmetric by Theorem 3.5 and the solutions on the two secondary branches are distinct. However, in this case, a shift by $\pi / l$ (i.e., an odd multiple of $\pi / n$ ) applied to $\varphi \in \mathcal{N} \cap X^{D_{l}}$ results in a symmetric function, and so the secondary branches bifurcating from the primary conjugate branch are $O(2)$-conjugate to those bifurcating from the primary branch.

If $n / l$ is even, then the normaliser of $D_{l}$ in $D_{n}$ is $D_{2 l}$ and $D_{2 l} / D_{l} \cong Z_{2}$. Thus the bifurcation is a symmetric pitchfork by Theorem 3.5, where the secondary conjugate
branch is obtained by applying the shift operator $R_{\pi / /}$. In this case, no shift by an odd multiple of $\pi / n$ applied to $\varphi \in \mathcal{N} \cap X^{D_{l}}$ results in a symmetric function. Since $\operatorname{dim} \mathcal{N}=2$ on the primary conjugate branch, we can again restrict attention to the symmetric part of the isotypic component $\tilde{V}_{4, m}$, resulting in a distinct secondary branch of solutions bifurcating from the primary conjugate branch.

Thus in each case, there are two distinct branches of solutions which bifurcate. Dellnitz and Werner (1989) show that no other subgroups of $D_{n}$ give rise to distinct branches of solutions via the Equivariant Branching Lemma. We will refer to this case as bifurcation of mode $m$ (for $m<n / 2$ ). These results are summarised in Fig. 2.


Fig. 2. Structure of secondary bifurcations from primary branch $n \geqq 3$.- distinct solutions and $\cdots \cdots$ conjugate solutions.

We note that if $l \neq 1$, then the secondary bifurcation point can be scaled down onto branch $n / l$ and so, on any branch, the only bifurcation points that have not already occurred on lower branches are those for which $m$ and $n$ are coprime.
5.3. Numerical procedures for the gravity-wave problem. A pseudospectral collocation method is used to solve the gravity wave problem (5.1) numerically using the Fourier coefficients of the function $\theta$ as the degrees of freedom. This method has the advantage of spectral accuracy as $\theta$ is a smooth function. Also, the fixed-point subspaces and isotypic components of the finite-dimensional approximation spaces are easily identified. However, there is the drawback that the Jacobian matrix is full and has no banded structure.

On primary branch $n$, it is sufficient to solve for $\theta$ on the interval $(0, \pi / n)$ using the equally spaced meshpoints $s_{i}=(i \pi /(N+1) n), i=1,2, \cdots, N$, where $N$ is the number of sine functions in the approximation for $\theta \in X^{D_{n}}$. For a given vector of Fourier coefficients, both the functions $\theta$ and $\tau$ can be evaluated at the collocation points using only one Fast Fourier Transform (FFT). The FFT will be most efficient if $N$ is chosen such that $N+1$ is a power of 2 .

Since secondary bifurcation points must occur on the primary conjugate branch whenever they occur on the primary branch, it is sufficient to check only the primary branch for possible bifurcation points. When seeking bifurcation from branch $n, n \geqq 3$ of mode $m<n / 2$, it is sufficient to solve for $\varphi \in \tilde{V}_{4, m}^{s}$ on the interval (or symmetry cell) $(0,2 \pi / n]$. We observe that in this case $\varphi$ is always symmetric (relative to $S$ ). Now it is computationally convenient to work only with symmetric functions and so, when seeking bifurcation from branch 2 , we can find both possible modes of bifurcation
by checking both the primary and primary conjugate branches for bifurcation with $\varphi \in \tilde{V}_{2}$ (so that $\varphi$ is symmetric). The isotypic component $\tilde{V}_{3}$ does not then need to be considered. Also, it is sufficient to solve for $\varphi \in \tilde{V}_{2}$ on the interval $(0, \pi / 2]$. Thus if $N$ collocation points are used to solve for $\theta$ on a primary branch, all the possible bifurcation points can be found by considering only matrices of order at most $2 N+2$, irrespective of the increase in the period of the solution on the secondary branch. This clearly illustrates the power of this approach.

In order to find a secondary bifurcation point, the path-following package PITCON (Rheinboldt (1986)) is used to follow a primary branch of solutions away from the trivial solution, initially using the first Fourier coefficient associated with the lowestorder sine function in the expression for $\theta$ as the continuation parameter. At each step, the determinant of the Jacobian matrix defined on an isotypic component (or the appropriate subspace of an isotypic component) of the finite-dimensional approximation space is evaluated. Clearly, many such matrices can be found and their determinants evaluated at each step and, as the matrices are dependent only on the primary branch solution, this procedure could be performed in parallel, resulting in a considerable saving in computation time. Once a sign change of a determinant has been detected, the bifurcation point can be found directly by solving the extended system (3.13) by Newton's method, using the last computed point on the primary branch as the initial approximation. The singular value $\sigma$ and the singular vectors $\varphi$ and $\psi$ are found by performing inverse iteration on the eigenvalue equations

$$
J^{T} J \varphi=\sigma^{2} \varphi, \quad J J^{T} \psi=\sigma^{2} \psi
$$

which can be derived from (3.14), where $J$ is the Jacobian matrix under consideration. Only one LU-decomposition of the matrix $J$ is required to perform the inverse iteration since forward and backward substitutions can then be used twice for each system. Generally, the vectors $\varphi$ and $\psi$ change very little at each Newton iteration of the extended system, and so one inverse iteration is usually sufficient to update $\varphi$ and $\psi$ between Newton iterates. Alternatively, the vectors $\varphi$ and $\psi$ need not be corrected after every Newton iterate, in which case an updated value of $\sigma$ is obtained as

$$
\sigma=\psi^{T} J \varphi
$$

using the updated matrix $J$. This procedure saves the costly LU-decomposition of $J$ at some of the Newton iterates.

The full Newton method is used to solve the extended system, as the cost of evaluating the function, which requires computing the singular value $\sigma$, is more expensive than the decomposition of the Jacobian of the extended system. Also, the same storage space can then be used for the matrix $J$ and the Jacobian of the extended system so that storage for only one matrix is required.

The advantage of using the extended system (3.13) instead of (3.12) is that the vector of derivatives of the singular value $\sigma$ with respect to the Fourier coefficients of $\theta$ can be evaluated efficiently using FFTs. Otherwise, this operation would be very costly.

Once a secondary bifurcation point has been located, branch switching is easily achieved by adding a small multiple of the singular vector $\varphi$ onto the symmetric solution and using one of the (nonzero) Fourier coefficients of $\varphi$ as the continuation parameter.

It is well known that the primary branch solutions develop sharp crests as the amplitude of the wave increases, resulting in a limiting wave profile that has a 120-degree corner at the crest (Amick, Fraenkel, and Toland (1982)). This produces a boundary layer in $\theta$ at the origin as the primary branches are followed away from the trivial
solution, and so the number of terms $N$ in the Fourier expansion for $\theta$ has to be increased as the computation proceeds. Clearly, a local mesh refinement strategy would be required to follow the primary branches up towards the limiting wave, which is not possible with a spectral method (although see Tanaka (1983)). However, we will not be concerned with the near limiting waves.
5.4. Numerical results for the gravity-wave problem. Primary branches $2-10$ were followed in the range $1 / n \leqq \nu \leqq 1.19 / n, n=2,3, \cdots, 10$, checking for all possible modes of bifurcation. On branch 2, no bifurcation of mode $1^{-}$was found, but a bifurcation point of mode $1^{+}$was found. Exactly one of every other possible mode of bifurcation was found on each of the branches $3-10$ in the specified range. These bifurcation points, scaled back onto the first primary branch for purposes of comparison, are presented in Table 1. The bifurcation points on branches 2 and 3 agree closely with the results of Chen and Saffman (1980), and those of mode 1 agree with the results of Saffman (1980) but are given to greater accuracy. The results in Table 1 were all computed with $N=255$. By taking $N=383$, we can verify that the error in the computed values of $\nu$ is of the order of $10^{-11}$, whereas the error in the computed values of $\|\theta\|_{\infty}$ is of the order of $10^{-6}$. Also, Zufiria (1987b) checked primary branch 1 for a bifurcation which breaks the reflectional symmetry (associated with the isotypic component $\tilde{V}_{1}$ ), and found none.

Table 1
Bifurcation points on branches 2-10.

|  |  |  |  | Chen and <br> Saffman <br> $(1980)$ | Saffman <br> $(1980)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Branch | Mode | $\\|\theta\\|_{\infty}$ | $\nu$ | $\nu$ | $\nu$ |
| 2 | $1^{+}$ | 0.4406510 | 1.17535981841 | 1.175351 | 1.175 |
| 3 | 1 | 0.4402020 | 1.17513246000 | 1.175102 | 1.175 |
| 4 | 1 | 0.4396202 | 1.17483980293 |  | 1.175 |
| 5 | 1 | 0.4391432 | 1.17460105308 |  | 1.175 |
| 5 | 2 | 0.4404909 | 1.17527864507 |  |  |
| 6 | 1 | 0.4387711 | 1.17441341967 |  |  |
| 7 | 1 | 0.4384939 | 1.17426460109 |  |  |
| 7 | 2 | 0.4399007 | 1.17498076008 |  |  |
| 7 | 3 | 0.4405696 | 1.17531849738 |  |  |
| 8 | 1 | 0.4382697 | 1.17414451964 |  | 1.174 |
| 8 | 3 | 0.4404000 | 1.17523265296 |  |  |
| 9 | 1 | 0.4380851 | 1.17404592240 |  |  |
| 9 | 2 | 0.4393677 | 1.17471330800 |  |  |
| 9 | 4 | 0.4406018 | 1.17533484504 |  |  |
| 10 | 1 | 0.4379308 | 1.17396367239 |  |  |
| 10 | 3 | 0.439999 | 1.17503053726 |  |  |

From these results there appears to be an ordering of the bifurcation points. Let $\nu_{m, n}$ be the value of $\nu$ at which there is a bifurcation from branch $n$ of mode $m$, scaled back to the first branch (by multiplying by $n$ ). Then these results suggest the following ordering on the bifurcation points:

$$
\frac{m_{1}}{n_{1}}<\frac{m_{2}}{n_{2}} \Rightarrow \nu_{m_{1}, n_{1}}<\nu_{m_{2}, n_{2}} .
$$

This ordering is the same as that found by Zufiria (1987a) for a Hamiltonian approximation to the finite-depth problem. Such an ordering has also been explored
by Scovel, Kevrekidis, and Nicolaenko (1988) in their investigation of the KuramotoSivashinsky equation. It is interesting to observe that both Zufiria and Scovel et al. were solving fourth-order ordinary differential equations that are $O(2)$-equivariant and satisfy scaling laws of the form (4.6).

We seek to determine the value $\nu_{\infty}$ defined by

$$
\nu_{\infty}=\lim _{n \rightarrow \infty} \nu_{1, n} .
$$

To this end, we computed bifurcation points of mode 1 on higher branches; the results are given in Table 2. We make the assumption that as $n \rightarrow \infty$,

$$
\nu_{1, n} \simeq \nu_{\infty}+\alpha \frac{1}{n}
$$

for some $\alpha \in \mathbf{R}$. Using the last two values in Table 2 for $n=500$ and $n=1000$, we obtain an approximation to $\nu_{\infty}$ given by

$$
\nu_{\infty}=1.17307544040
$$

In the same way, we obtain an approximation to the norm of $\theta$ at $\nu=\nu_{\infty}$, which is given by

$$
\left\|\theta\left(\nu_{\infty}\right)\right\|_{\infty}=0.4362479
$$

Having established this pattern in the bifurcation structure, we conjecture that there are no secondary bifurcation points on any primary branch with $\|\theta\|_{\infty}<0.4362479$.
5.5. Extension to nonperiodic problems. The procedure outlined in this section based on $O(2)$-equivariance can be applied to nonperiodic problems in certain cases. As an example, consider a second-order, ordinary differential equation of the form

$$
\begin{align*}
& g(x, \lambda) \equiv x^{\prime \prime}+f\left(x, x^{\prime}, \lambda\right)=0, \\
& g: H^{2}[0, \pi] \times \mathbf{R} \rightarrow L^{2}[0, \pi], \tag{5.9}
\end{align*}
$$

together with the homogeneous Neumann boundary conditions

$$
\begin{equation*}
x^{\prime}(0)=x^{\prime}(\pi)=0 \tag{5.10}
\end{equation*}
$$

We can define a corresponding periodic problem by $g(x, \lambda)=0, g: H^{2}[-\pi, \pi] \times$ $\mathbf{R} \rightarrow L^{2}[-\pi, \pi]$, together with $2 \pi$-periodic boundary conditions. The periodic problem is equivariant with respect to the translations

$$
R_{\alpha} x(s)=x(s+\alpha), \quad \alpha \in \mathbf{R},
$$

and we assume that it is also equivariant with respect to the reflection

$$
S_{1} x(s)=x(-s) .
$$

Table 2
Bifurcation points of mode 1 on higher branches.

| Branch | Mode | $\\|\theta\\|_{\infty}$ | $\nu$ |
| ---: | :---: | :---: | :---: |
| 20 | 1 | 0.4371592 | 1.17355440666 |
| 50 | 1 | 0.4366304 | 1.17327590512 |
| 100 | 1 | 0.4364422 | 1.17317717624 |
| 250 | 1 | 0.4363263 | 1.17311646942 |
| 500 | 1 | 0.4362871 | 1.17309598530 |
| 1000 | 1 | 0.4362675 | 1.17308571285 |

Thus the periodic problem is $O(2)$-equivariant. However, the only group action that respects the Neumann boundary conditions and leaves the interval $[0, \pi]$ invariant is $S_{1} R_{\pi}$, the reflection about the midpoint of the interval.

Now any solution of the Neumann problem can be extended onto the interval [ $-\pi, 0$ ] using the reflection operator $S_{1}$. This extended function is $C^{1}$ at $s=0$ and it is also in $H^{2}[-\pi, \pi]$. Since $g$ is equivariant with respect to $S_{1}$, the extended function satisfies (5.9) on the interval $[-\pi, \pi]$. Similarly, this function can be extended to a $2 \pi$-periodic function which satisfies (5.9) on the whole of the real line using the translation operators $R_{2 \pi n}, n \in \mathbf{Z}$. Thus every solution of the Neumann problem can be extended to a solution of the periodic problem. Now the $S_{1}$-symmetric solutions of the periodic problem are precisely those which satisfy the Neumann boundary conditions (since $2 \pi$-periodic even functions are also even about $s=\pi$ ). Thus in order to find solutions of the Neumann problem, we can use the procedure described in this section to find $S_{1}$-symmetric solutions of the corresponding periodic problem. This technique has been employed previously by Fujii, Mimura, and Nishiura (1982) and by Armbruster and Dangelmayr (1987).

Similarly, if the boundary conditions associated with (5.9) are the homogeneous Dirichlet conditions

$$
\begin{equation*}
x(0)=x(\pi)=0 \tag{5.11}
\end{equation*}
$$

and $g$ is equivariant with respect to $R_{\alpha}, \alpha \in \mathbf{R}$ and the odd reflection $S_{2}$ defined by

$$
S_{2} x(s)=-x(-s),
$$

then any solution of (5.9) which satisfies the boundary conditions (5.11) can be extended onto the interval $[-\pi, 0]$ using the reflection operator $S_{2}$. This extended function is $C^{1}$ at $s=0$, is in $H^{2}[-\pi, \pi]$, and satisfies (5.9) on the interval $[-\pi, \pi]$. As before, this function can be extended periodically over the real line. In this case, the $S_{2}$-symmetric solutions of the periodic problem are those which satisfy the boundary conditions (5.11). Thus we can find solutions of the Dirichlet problem by using the procedure described in this section to find $S_{2}$-symmetric solutions of the corresponding $O$ (2)equivariant periodic problem.

Many equations of the form (5.9) are equivariant with respect to the group generated by $R_{\alpha}, S_{1}$, and $S_{2}$, which we will call $O^{2}(2)$. In this case, branches that bifurcate from the $O^{2}(2)$-symmetric solution (which is often the trivial solution) have isotropy subgroup generated either by $R_{2 \pi / n}, S_{1}$, and $S_{2} R_{\pi / n}$, in order to satisfy the Neumann boundary conditions (5.10), or by $R_{2 \pi / n}, S_{2}$, and $S_{1} R_{\pi / n}$ in order to satisfy the Dirichlet boundary conditions (5.11). These two classes of solution are conjugate solutions of the $2 \pi$-periodic problem and are related by the shift operator $R_{\pi / 2 n}$. In both cases, the group is the dihedral group $D_{2 n}$ generated by the "rotation" $S_{1} S_{2} R_{\pi / n}$ and the reflection either $S_{1}$ or $S_{2}$ (since $\left.\left(S_{1} S_{2} R_{\pi / n}\right)^{2}=R_{2 \pi / n}\right)$. The analysis of secondary bifurcation is then very similar to that of $\S 5.2$ but is applied to the group $D_{2 n}$.

We now consider the case where (5.9) is defined on the interval $[0, \pi / 2]$ and the associated boundary conditions are the mixed conditions

$$
\begin{equation*}
x(0)=x^{\prime}(\pi / 2)=0 \tag{5.12}
\end{equation*}
$$

If $g$ is equivariant with respect to $O^{2}(2)$ generated by $R_{\alpha}, S_{1}$, and $S_{2}$, then any solution of (5.9) that satisfies the boundary conditions (5.12) can be extended onto the interval [ $\pi / 2, \pi$ ] using the reflection operator $S_{1} R_{\pi}$, and this function can then be extended onto the interval $[-\pi, 0]$ using the reflection operator $S_{2}$. This extended function is in $H^{2}[-\pi, \pi]$, satisfies (5.9) on the interval $[-\pi, \pi]$, and can be extended
periodically over the real line as before. The solutions of the $O^{2}(2)$-equivariant, $2 \pi$-periodic problem which satisfy the boundary conditions (5.12) are those which are symmetric relative to $S_{2}$ and $S_{1} R_{\pi}$. Such solutions must have period $2 \pi / n$ for some odd integer $n$.

In all of these cases, we have been able to extend the group of symmetries under consideration from the discrete group $Z_{2}$ or the trivial group to the continuous group $O(2)$ or $\left.O^{2}(2)\right)$. Thus it is possible that a scaling law could exist for the problem as described in § 4.

Finally, we consider the situation where the boundary conditions and the group reflection do not "match" as they do in the above examples. For the purposes of illustration, we will consider the case where $g$ is equivariant with respect to $R_{\alpha}$ and $S_{1}$ only and we have the Dirichlet boundary conditions (5.11). If a solution of (5.9) that satisfies the boundary conditions (5.11) is extended onto [ $-\pi, 0$ ] using the reflection $S_{1}$, the resulting function is only $C^{0}$ at $s=0$ and so cannot be in $H^{2}[-\pi, \pi]$. Thus the procedure of selecting solutions of the $2 \pi$-periodic problem that have certain symmetries breaks down in this case. Hence we must consider only the group actions that respect the boundary conditions. This leaves the group $Z_{2}$ generated by the reflection $S_{1} R_{\pi}$ about the midpoint of the interval. Bifurcation could then occur by breaking the reflectional symmetry, resulting in a symmetric pitchfork bifurcation. However, generically, secondary bifurcation will not occur since all the symmetry in the problem has been broken. Alternatively, if (5.9) has a trivial solution for all $\lambda$, then bifurcation from the trivial solution might occur without breaking the reflectional symmetry, and generically this would be a transcritical bifurcation. On such a primary branch, secondary bifurcation might occur by breaking the reflectional symmetry. Clearly, a scaling law of the type described in $\S 4$ cannot hold in this case since the group $Z_{2}$ is discrete.

Thus we conclude that if $g$ is just $O(2)$-equivariant, then the choice of boundary conditions makes a fundamental difference to the structure of the solution set of (5.9). All these extensions can also be applied to elliptic partial differential equations in rectangular domains of higher dimension.
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#### Abstract

The sufficiency of the Matkowsky condition concerning the differential equation $\varepsilon y^{\prime \prime}+$ $f(x, \varepsilon) y^{\prime}+g(x, \varepsilon) y=0$ is considered under the assumption that $f(0, \varepsilon)=f^{\prime}(0, \varepsilon)=\cdots=f^{(m-1)}(0, \varepsilon)=0$ and $f^{(m)}(0, \varepsilon) \neq 0$. It is proved that the Matkowsky condition implies resonance in the sense of N. Kopell. Y. Sibuya has proved such a problem if $f(0, \varepsilon)=0$ and $f^{\prime}(0, \varepsilon) \neq 0[m=1]$.
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1. Introduction. In this paper we consider a differential equation

$$
\begin{equation*}
\varepsilon \frac{d^{2} v}{d x^{2}}+F(x, \varepsilon) \frac{d v}{d x}+G(x, \varepsilon) v=0 \tag{1.1}
\end{equation*}
$$

where $F$ and $G$ are holomorphic in two complex variables $x$ and $\varepsilon$ in a domain

$$
\begin{equation*}
x \in D_{0},|\varepsilon|<\rho_{0}, \tag{1.2}
\end{equation*}
$$

where $D_{0}$ is a domain in the $x$-plane and $\rho_{0}$ is a positive number. We assume that $D_{0}$ contains a real interval

$$
\begin{equation*}
I_{0}=\{x ;-a \leqq \operatorname{Re} x \leqq b, \operatorname{Im} x=0\}, \tag{1.3}
\end{equation*}
$$

where $a$ and $b$ are positive numbers. We also assume that

$$
\begin{equation*}
F(x, 0)=-2 x^{m}, \tag{1.4}
\end{equation*}
$$

where $m$ is a positive integer.
We say that the differential equation (1.1) satisfies the Matkowsky condition on $I_{0}$, if there exists a nontrivial formal power series solution of (1.1),

$$
\begin{equation*}
v(x, \varepsilon)=\sum_{n=0}^{\infty} v_{n}(x) \varepsilon^{n}, \tag{1.5}
\end{equation*}
$$

such that all the $v_{n}(x)$ are bounded on the real interval $I_{0}$. We also say that the differential equation (1.1) exhibits resonance in the sense of $N$. Kopell on $I_{0}$, if there exists a solution $v(x, \varepsilon)$ that converges uniformly on $I_{0}$ as $\varepsilon \rightarrow+0$ to a nontrivial solution of the reduced equation

$$
\begin{equation*}
F(x, 0) \frac{d v}{d x}+G(x, 0) v=0 \tag{1.6}
\end{equation*}
$$

We will prove the following main theorem.
Theorem 1.1. The Matkowsky condition implies resonance in the sense of N. Kopell. Y. Sibuya [9] has proved that the Matkowsky condition implies resonance for the case in which

$$
\begin{equation*}
F(x, 0)=-2 x, \tag{1.4}
\end{equation*}
$$

[^16]and $D_{0}$ is a disk with the center at $x=0$, i.e.,
\[

$$
\begin{equation*}
D_{0}=\left\{x ;|x|<r_{0}\right\} \quad \text { for some } r_{0}>0, \tag{1.7}
\end{equation*}
$$

\]

by using the properties of Whittaker's parabolic cylinder functions and Hermite polynomials. Furthermore, in that proof, Theorem 1.2 below, and a theorem concerning uniform simplification [8], play an important part.

Theorem 1.2 (Y. Sibuya [9]). Let

$$
\begin{equation*}
S_{j}=\left\{\varepsilon ; a_{j}<\arg \varepsilon<b_{j}, 0<|\varepsilon|<\rho\right\}, \quad j=1,2, \cdots, \nu \tag{1.8}
\end{equation*}
$$

be sectors in the complex $\varepsilon$-plane, where $\rho$ is a positive number and the a's and the b's are real numbers. Let $\delta_{1}(\varepsilon), \cdots, \delta_{\nu}(\varepsilon)$ be functions of $\varepsilon$. Assume that
(i) $S_{1} \cup S_{2} \cup \cdots \cup S_{\nu}=\{\varepsilon ; 0<|\varepsilon|<\rho\}$.
(ii) $\delta_{j}(\varepsilon)$ is holomorphic in $S_{j}$.
(iii) $\delta_{j}(\varepsilon)$ is asymptotically zero as $\varepsilon \rightarrow 0$ in $S_{j}$, i.e.,

$$
\left|\delta_{j}(\varepsilon)\right| \leqq K_{N}|\varepsilon|^{N}, \quad N=0,1, \cdots \quad \text { in } S_{j}
$$

for some positive numbers $K_{N}$.
(iv) If $S_{j} \cap S_{k} \neq \varnothing$, we have

$$
\begin{equation*}
\left|\delta_{j}(\varepsilon)-\delta_{k}(\varepsilon)\right| \leqq c_{0} \exp \left[-c_{1} /|\varepsilon|^{\lambda}\right] \quad \text { in } S_{j} \cap S_{k} \tag{1.9}
\end{equation*}
$$

for some positive numbers $c_{0}, c_{1}$, and $\lambda$.
Then there exists a positive number $H$ such that

$$
\begin{equation*}
\left|\delta_{j}(\varepsilon)\right| \leqq H \exp \left[-c_{1} /|\varepsilon|^{\lambda}\right] \quad \text { in } S_{j} \quad j=1,2, \cdots, \nu \tag{1.10}
\end{equation*}
$$

Lin [4] has shown that the condition that $D_{0}$ is a disk is not necessary, so that the sufficiency of the Matkowsky condition is proved for the general case for $m=1$, by the use of Lin's cohomological theorem, as follows.

Theorem 1.3 (C. H. Lin [5]). Let $S_{j}=\left\{\varepsilon ; \alpha_{j}<\arg \varepsilon<\beta_{j}, 0<|\varepsilon|<\rho\right\}, j=1, \cdots, \nu$, be sectors in the right half complex $\varepsilon$-plane, where $\rho>0$ :

$$
-\frac{1}{2} \pi<-\omega_{0}<\alpha_{1}<\alpha_{2}<\beta_{1}<\alpha_{3}<\beta_{2}<\alpha_{4}<\beta_{3}<\cdots<\alpha_{\nu}<\beta_{\nu-1}<\beta_{\nu}=\omega_{0}<\frac{1}{2} \pi .
$$

Let $\phi^{1}(\varepsilon), \phi^{2}(\varepsilon), \cdots, \phi^{\nu}(\varepsilon)$ be functions of $\varepsilon$. Assume that
(i) $\phi^{j}(\varepsilon)$ is holomorphic in $S_{j}$ and continuous on

$$
S_{j}^{*}=\left\{\varepsilon ; \alpha_{j} \leqq \arg \varepsilon \leqq \beta_{j}, 0<|\varepsilon| \leqq \rho\right\} .
$$

(ii) $\phi^{j}(\varepsilon)$ is asymptotically zero as $\varepsilon$ tends to zero in $S_{j}$.

$$
\begin{equation*}
\left|\phi^{1}(\varepsilon)\right| \leqq H_{1} \exp \{-\mu \cdot \operatorname{Re}[1 /|\varepsilon|]\} \tag{iii}
\end{equation*}
$$

on the line segment $\arg \varepsilon=-\omega_{0}, 0<|\varepsilon|<\rho$;

$$
\left|\phi^{\nu}(\varepsilon)\right| \leqq H_{1} \exp \{-\mu \cdot \operatorname{Re}[1 /|\varepsilon|]\}
$$

on the line segment $\arg \varepsilon=-\omega_{0}, 0<|\varepsilon|<\rho$, for some positive numbers $\mu$ and $H_{1}$.

$$
\begin{equation*}
\left|\phi^{j}(\varepsilon)-\phi^{j+1}(\varepsilon)\right| \leqq H_{1} \exp \{-\mu \cdot \operatorname{Re}[1 /|\varepsilon|]\} \quad \text { in } S_{j} \cap S_{j+1} \tag{iv}
\end{equation*}
$$

$$
(j=1,2, \cdots, \nu)
$$

Then there exists a positive number $H$ such that

$$
\left|\phi^{j}(\varepsilon)\right| \leqq H \cdot \exp \{-\mu \cdot \operatorname{Re}[1 /|\varepsilon|]\} \quad \text { in } S_{j} \quad(j=1,2, \cdots, \nu) .
$$

Matkowsky [6] has demonstrated that the resonance phenomenon occurs for functions $F(x, \varepsilon)$ more general than those having a single simple zero in the interval by the following example:

$$
\begin{gather*}
\varepsilon t^{\prime \prime}-x^{3}\left(x^{2}-1\right)(x-2)^{2} y^{\prime}=0, \quad-a \leqq x \leqq b, \quad b>1,  \tag{1.11}\\
y(-2)=\alpha, \quad y(b)=\beta, \quad n \neq 2 . \tag{1.12}
\end{gather*}
$$

In this paper we will prove the theorem concerning uniform simplification in a full neighborhood of a higher-order transition point and treat the problem of resonance for the case in which $F(x, \varepsilon)\left(F(x, 0)=-2 x^{\prime \prime \prime}\right)$ has a higher-order zero in the interval $I_{0}$ and $D_{0}$ is a domain (not disk) in the $x$-plane containing the real interval $[-a, b]$. In this analysis we will use Theorems 1.2 and 1.3.
2. Reduction to a standard form. Let $\rho_{0}$ be a positive number, and let $D$ be a domain in the complex $\xi$-plane which contains a real interval

$$
\begin{equation*}
I=\{\xi:-\alpha \leqq \operatorname{Re} \xi \leqq \beta, \operatorname{Im} \xi=0\}, \tag{2.1}
\end{equation*}
$$

where $\alpha$ and $\beta$ are positive numbers.
We will consider a linear differential equation

$$
\begin{equation*}
\varepsilon \frac{d^{2} v}{d \xi^{2}}+f(x, \varepsilon) \frac{d v}{d \xi}+g(x, \varepsilon) v=0 \tag{2.2}
\end{equation*}
$$

where $f$ and $g$ are holomorphic in two variables $\xi$ and $\xi$ in the domain

$$
\begin{equation*}
\xi \in D, \quad|\varepsilon|<\rho_{0} \tag{2.3}
\end{equation*}
$$

Set

$$
\begin{equation*}
f_{0}(\xi)=f(\xi, 0) \tag{2.4}
\end{equation*}
$$

We assume that

$$
\begin{gather*}
f_{0}(0)=f_{0}^{\prime}(0)=\cdots=f_{0}^{(m-1)}(0)=0, \quad f_{0}^{(m)}(0) \neq 0  \tag{2.5}\\
\xi^{m} f_{0}(\xi)<0 \quad \text { for } \xi \in I \text { if } \xi \neq 0 \tag{2.6}
\end{gather*}
$$

Under this situation, we can write $f_{0}$ as

$$
\begin{equation*}
f_{0}(\xi)=\xi^{m} h(\xi) \tag{2.7}
\end{equation*}
$$

where $h(\xi)$ is holomorphic in the domain $D$ and

$$
\begin{equation*}
h(\xi)<0 \quad \text { for } \xi \in I . \tag{2.8}
\end{equation*}
$$

Let us change the independent variable by

$$
\begin{equation*}
x=\phi(\xi)=\left[-\int_{0}^{\xi} \frac{m+1}{2} f_{0}(t) d t\right]^{1 /(m+1)} . \tag{2.9}
\end{equation*}
$$

Then (2.2) becomes

$$
\begin{equation*}
\varepsilon \frac{d^{2} v}{d x^{2}}+F(x, \varepsilon) \frac{d v}{d x}+G(x, \varepsilon) v=0 \tag{2.10}
\end{equation*}
$$

where

$$
\begin{align*}
& F(\phi, \varepsilon)=\left\{\phi^{\prime}(\xi)\right\}^{-2}\left[\phi^{\prime}(\xi) f(\xi, \varepsilon)+\varepsilon \phi^{\prime \prime}(\xi)\right], \\
& G(\phi, \varepsilon)=\left\{\phi^{\prime}(\xi)\right\}^{-2} g(\xi, \varepsilon) . \tag{2.11}
\end{align*}
$$

Since

$$
(m+1)\{\phi(\xi)\}^{m} \phi^{\prime}(\xi)=-\frac{m+1}{2} \cdot f_{0}(\xi),
$$

we have

$$
\begin{equation*}
F(x, \varepsilon)=-2 x^{m}+\varepsilon k(x, \varepsilon), \tag{2.12}
\end{equation*}
$$

and $k(x, \varepsilon)$ and $G(x, \varepsilon)$ are holomorphic in the domain

$$
\begin{equation*}
x \in D_{0}, \quad|\varepsilon|<\rho_{0}, \tag{2.13}
\end{equation*}
$$

where $D_{0}$ is a domain in the $x$-plane which contains the real interval

$$
\begin{equation*}
I_{0}=\{x:-a \leqq \operatorname{Re} x \leqq b, \operatorname{Im} x=0\}, \tag{2.14}
\end{equation*}
$$

where

$$
a=\left[-\int_{0}^{-\alpha} f_{0}(t) d t\right]^{1 /(m+1)}, \quad b=\left[-\int_{0}^{\beta} f_{0}(t) d t\right]^{1 /(m+1)} .
$$

Let $r_{2}$ be a sufficiently small positive number and $r_{1}$ be a positive number with $r_{1}>b, a$, respectively. Set

$$
\begin{equation*}
D_{1}=\left\{x=x_{1}+i x_{2}:-r_{2}<x_{2}<r_{2},-\left(r_{1}^{2}-x_{2}^{2}\right)^{1 / 2}<x_{1}<\left(r_{1}^{2}-x_{2}^{2}\right)^{1 / 2}\right\} . \tag{2.15}
\end{equation*}
$$

Then $D_{1}$ is a simply connected domain in the complex $x$-plane which contains the real interval $I_{0}$. We can choose $r_{1}$ and $r_{2}$ so that $D_{1} \subset D_{0}$.

Another transformation,

$$
\begin{equation*}
v=w \cdot \exp \left[-\frac{1}{2 \varepsilon} \int_{0}^{x} F(t, \varepsilon) d t\right] \tag{2.16}
\end{equation*}
$$

takes (2.10) to

$$
\begin{equation*}
\varepsilon^{2} \frac{d^{2} w}{d x^{2}}-\left[\frac{1}{4} F(x, \varepsilon)^{2}+\varepsilon\left[\frac{1}{2} \frac{\partial F}{\partial x}(x, \varepsilon)-G(x, \varepsilon)\right]\right] w=0 . \tag{2.17}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\frac{1}{4} F^{2}+\varepsilon\left[\frac{1}{2} \frac{\partial F}{\partial x}-G\right]=x^{2 m}+\varepsilon R(x, \varepsilon), \tag{2.18}
\end{equation*}
$$

where $R(x, \varepsilon)$ is holomorphic in a domain (2.13).
3. Formal simplification and outer expansions. We consider the system

$$
\varepsilon \frac{d}{d x}\binom{w}{\varepsilon \frac{d w}{d x}}=\left(\begin{array}{cc}
0 & 1  \tag{3.1}\\
x^{2 m}+\varepsilon R(x, \varepsilon) & 0
\end{array}\right)\binom{w}{\varepsilon \frac{d w}{d x}},
$$

which is equivalent to the single linear differential equation (2.17). It is well known among experts that there exists a two-by-two matrix

$$
\begin{equation*}
T(x, \varepsilon)=\sum_{h=0}^{\infty} T_{h}(x) \varepsilon^{h} \tag{3.2}
\end{equation*}
$$

whose components are formal power series in $\varepsilon$ such that
(i) The components of the two-by-two matrices $T_{h}(x)$ are holomorphic in the domain $D_{0}$.
(ii) $\operatorname{det} T_{0}(x) \equiv 1$ in the domain $D_{0}$.
(iii) The formal transformation

$$
\begin{equation*}
\binom{w}{\varepsilon \frac{d w}{d x}}=T(x, \varepsilon)\binom{u}{\varepsilon \frac{d u}{d x}}, \tag{3.3}
\end{equation*}
$$

reduces (3.1) to

$$
\varepsilon \frac{d}{d x}\binom{u}{\varepsilon \frac{d u}{d x}}=\left(\begin{array}{cc}
0 & 1  \tag{3.4}\\
x^{2 m}+\varepsilon \sum_{r=0}^{2 m-1} a_{r}(\varepsilon) x^{r} & 0
\end{array}\right)\binom{u}{\varepsilon \frac{d u}{d z}}
$$

and each $a_{r}(\varepsilon)$ is a formal power series in $\varepsilon$ with constant coefficients. Furthermore, if we put

$$
\begin{equation*}
a_{r}(x)=\sum_{h=0}^{\infty} a_{r, h} \varepsilon^{h}, \tag{3.5}
\end{equation*}
$$

we have

$$
\begin{equation*}
R(x, 0)-\sum_{r=0}^{2 m-2} a_{r, 0} x^{r}=O\left(x^{2 m-1}\right) \tag{3.6}
\end{equation*}
$$

in the neighborhood of $x=0$ [1], [2].
Note that (3.4) is equivalent to the single linear differential equation

$$
\begin{equation*}
\varepsilon^{2} \frac{d^{2} u}{d x^{2}}-\left[x^{2 m}+\varepsilon \sum_{r=0}^{2 m-2} a_{r}(\varepsilon) x^{r}\right] u=0 \tag{3.7}
\end{equation*}
$$

A formal power series in $\varepsilon$ :

$$
\begin{equation*}
v(x, \varepsilon)=\sum_{n=0}^{\infty} v_{n}(x) \varepsilon^{n} \tag{3.8}
\end{equation*}
$$

is called an outer expansion, associated with the differential equation (2.10), if (3.8) formally satisfies (2.10). The power series (3.8) is an outer expansion if and only if

$$
\begin{gather*}
-2 x^{m} \frac{d v_{0}(x)}{d x}+G_{0}(x) v_{0}(x)=0,  \tag{3.9}\\
-2 x^{m} \frac{d v_{k}(x)}{d x}+G_{0}(x) v_{k}(x)=L_{k}(x)-\frac{d^{2} v_{k-1}(x)}{d x^{2}}, \quad k=1,2, \cdots, \tag{3.10}
\end{gather*}
$$

where $G_{0}(x)=G(x, 0)$ and $L_{k}(x)$ is linearly homogeneous in $v_{0}, v_{1}, \cdots, v_{k-1}$ and $\left(d v_{0} / d x\right),\left(d v_{1} / d x\right), \cdots,\left(d v_{k-1} / d x\right)$ with coefficients holomorphic in $D_{0}$.

Definition 3.1. The differential equation (2.10) is said to satisfy the Matkowsky condition if there exists a nontrivial outer expansion (3.8) such that all the $v_{k}(x)$ are bounded on the interval $I_{0}$.

Lemma 3.2. The differential equation (2.10) satisfies the Matkowsky condition. Then the differential equation (3.7) satisfies
(i) $a_{m-1,0}+m$ is a nonpositive even integer;
(ii) $a_{r, 0}=0(r=0,1, \cdots, m-2)$.

Proof. The transformation

$$
\begin{equation*}
u=y \cdot \exp \left[-x^{m+1} /(m+1) \varepsilon\right] \tag{3.11}
\end{equation*}
$$

changes (3.7) into

$$
\begin{equation*}
\varepsilon y^{\prime \prime}-2 x^{m} y^{\prime}-\left[\sum_{r=0}^{2 m-2}\left[\sum_{j=0}^{\infty} a_{r, j} \varepsilon^{j}\right] x^{r}+m x^{m-1}\right] y=0 . \tag{3.12}
\end{equation*}
$$

If the differential equation (2.10) satisfies the Matkowsky condition, then, by manipulating the transformations (2.16) and (3.3) together with (3.11), we can show that the differential equation (3.12) satisfies the same condition. It follows from (3.12) that

$$
\begin{equation*}
2 x^{m} v_{0}^{\prime}(x)+\left[\sum_{r=0}^{2 m-2} a_{r, 0} x^{r}+m x^{m-1}\right] v_{0}(x)=0 \tag{3.13}
\end{equation*}
$$

that is,

$$
\begin{equation*}
v_{0}(x)=c \cdot x^{-1 / 2 a_{m-1,0}-m / 2} \exp \left[-\sum_{r=0, r \neq m-1}^{2 m-2} \frac{1}{2(r+1-m)} a_{r, 0} x^{r+1-m}\right], \tag{3.14}
\end{equation*}
$$

where $c$ is a constant.
Hence, if $v_{0}(x)$ is to be holomorphic at $x=0$, it must hold that
(i) $-\frac{1}{2}\left(a_{m-1,0}+m\right)$ is a nonnegative integer;
(ii) $a_{r, 0}=0(r=0,1, \cdots, m-2)$.

This completes the proof of Lemma 3.2.
4. Uniform simplification. We will assume that the transformed differential equation (3.7) satisfies conditions (i) and (ii) of Lemma 3.2. Then (3.7) is called fully reducible by stretching and shearing (Wasow [10]). Let us change the independent variable by the stretching transformation

$$
\begin{equation*}
x=\mu^{-2} t, \quad \varepsilon^{-1}=\mu^{2 m+2} . \tag{4.1}
\end{equation*}
$$

Then (3.7) becomes

$$
\begin{equation*}
\frac{d^{2} u}{d t^{2}}-\left[t^{2 m}+\sum_{r=0}^{2 m-2} \mu^{2 m-2 r-2} \cdot a_{r}(\varepsilon) t^{r}\right] u=0 \tag{4.2}
\end{equation*}
$$

where

$$
\mu^{2 m-2 r-2} \cdot a_{r}(\varepsilon)= \begin{cases}o(1), & r \neq m-1,  \tag{4.3}\\ a_{m-1,0}+o(1), & r=m-1 .\end{cases}
$$

Let $b_{1}, b_{2}, \cdots, b_{2 m}$ be complex parameters and $b$ be a real constant, and consider the differential equation of the form

$$
\begin{equation*}
y^{\prime \prime}-\left[z^{2 m}+b_{1} z^{2 m-1}+\cdots+\left[b+b_{m+1}\right] z^{m-1}+\cdots+b_{2 m}\right] y=0 . \tag{4.4}
\end{equation*}
$$

The differential equation (4.4) has a solution

$$
y\left(z, b, b_{j}\right)=y\left(z, b ; b_{1}, \cdots, b_{m+1}, \cdots, b_{2 m}\right),
$$

which is an entire function of $z, b, b_{1}, \cdots, b_{2 m}$. Respectively, $y\left(z, b, b_{j}\right)$ and $y^{\prime}\left(z, b, b_{j}\right)$ admit the asymptotic representations

$$
\begin{align*}
& y\left(z, b, b_{j}\right)= z^{-\alpha_{m+1}\left(b, b_{j}\right)-m / 2} \exp \left[\sum_{0 \leqq k<m+1} \frac{-\alpha_{k}\left(b, b_{j}\right)}{m+1-k} z^{m+1-k}\right] \\
& \cdot\left\{1+O\left(z^{-1 / 2}\right)\right\}, \\
& y^{\prime}\left(z, b, b_{j}\right)=z^{-\alpha_{m+1}\left(b, b_{j}\right)+m / 2} \exp \left[\sum_{0 \leqq k<m+1} \frac{-\alpha_{k}\left(b, b_{j}\right)}{m+1-k} z^{m+1-k}\right]  \tag{4.5}\\
& \cdot\left\{-1+O\left(z^{-1 / 2}\right)\right\}
\end{align*}
$$

uniformly on each compact set in the ( $b_{1}, \cdots, b_{2 m}$ )-space, as $z$ tend to infinity in any closed subsector of the open sector $|\arg z|<3 \pi /(2 m+2)$. Here

$$
\begin{equation*}
\left[1+\sum_{j=1, j \neq m+1}^{2 m} b_{j} \cdot z^{-j}+\left(b+b_{m+1}\right) z^{-m-1}\right]^{1 / 2}=1+\sum_{h=1}^{\infty} \alpha_{h}\left(b, b_{j}\right) z^{-h} . \tag{4.6}
\end{equation*}
$$

The solution $y\left(z, b, b_{j}\right)$ is subdominant on $|\arg z|<\pi /(2 m+2)$ and therefore it is uniquely determined. Furthermore, if we put

$$
\begin{equation*}
y\left(z, b, b_{j}\right)=\eta(z, b)+\sum_{j=1}^{2 m} \eta_{j}(z, b) b_{j}+O\left(\left|b_{1}\right|^{2}+\cdots+\left|b_{2 m}\right|^{2}\right) \tag{4.7}
\end{equation*}
$$

in the neighborhood of $\left(b_{1}, \cdots, b_{m+1}, \cdots, b_{2 m}\right)=(0, \cdots, 0)$, we can obtain the following properties of $\eta(z, b)$.

Lemma 4.1 (Ohkohchi [7]). If $z$ is positive real and the constant $b$ is real, then $\eta(z, b)$ is a real-valued function. Furthermore, $\eta(z, b)$ satisfies the following conditions:
(i) $\eta(z, b)$ is an entire function of $(z, b)$.
(ii) $\eta(z, b)$ and $\eta^{\prime}(z, b)$ admit, respectively, the asymptotic representations

$$
\begin{align*}
& \eta(z, b)=z^{-b / 2-m / 2} \exp \left[-\frac{1}{m+1} z^{m+1}\right]\left[1+O\left(z^{-1 / 2}\right)\right]  \tag{4.8}\\
& \eta^{\prime}(z, b)=z^{-b / 2+m / 2} \exp \left[-\frac{1}{m+1} z^{m+1}\right]\left[-1+O\left(z^{-1 / 2}\right)\right] \tag{4.9}
\end{align*}
$$

uniformly on each compact set in the b-space, as $z$ tends to infinity in any closed subsector of the open sector $|\arg z|<3 \pi /(2 m+2)$.
(iii)

$$
\begin{align*}
& \eta(0, b)=2^{(m+b) /(2 m+2)}(m+1)^{-(m+b) /(2 m+2)} \frac{\Gamma(1 /(m+1))}{\Gamma((b+m+2) /(2 m+2))}  \tag{4.10}\\
& \eta^{\prime}(0, b)=2^{(b+m+2) /(2 m+2)}(m+1)^{-1-(b+m) /(2 m+2)} \frac{\Gamma(-1 /(m+1))}{\Gamma((b+m) /(2 m+2))} \tag{4.11}
\end{align*}
$$

If we put

$$
\begin{equation*}
y_{k}\left(z, b, b_{j}\right)=y\left(\omega^{-k} z,(-1)^{k} b, G^{k}\left(b_{j}\right)\right) \tag{4.12}
\end{equation*}
$$

where

$$
\omega=\exp \left[\frac{\pi i}{m+1}\right] \quad \text { and } \quad G^{k}\left(b_{j}\right)=\left(\omega^{-k} b_{1}, \cdots, \omega^{-2 m k} b_{2 m}\right)
$$

then, for each integer $k, y_{k}\left(z, b, b_{j}\right)$ is a solution of the differential equation (4.4) (see Sibuya [8]). Note that

$$
y_{k}\left(z, b, b_{j}\right)=y_{h}\left(z, b, b_{j}\right) \quad \text { if } k \equiv h \quad(\bmod 2 m+2) .
$$

It holds from (4.5) that

$$
\begin{aligned}
& y_{k}\left(z, b, b_{j}\right)=\left(\omega^{-k} z\right)^{(-1)^{k+1} \alpha_{m+1}\left(b, b_{j}\right)-(m / 2)} \cdot\left[1+O\left(z^{-1 / 2}\right)\right] \\
& \cdot \exp \left[(-1)^{k+1} \sum_{0 \leqq p<m+1} \frac{\alpha_{p}\left(b, b_{j}\right)}{m+1-p} z^{m+1-p}\right], \\
& y_{k}^{\prime}\left(z, b, b_{j}\right)=\omega^{-k\left\{(-1)^{k+1} \alpha_{m+1}\left(b, b_{j}\right)-(m / 2)\right\}} z^{(m / 2)+(-1)^{k+1} \alpha_{m+1}\left(b, b_{j}\right)} \\
& \cdot \exp \left[(-1)^{k+1} \sum_{0 \leqq p<m+1} \frac{\alpha_{p}\left(b, b_{j}\right)}{m+1-p} z^{m+1-p}\right]\left\{(-1)^{k+1}+O\left(z^{-1 / 2}\right)\right\} .
\end{aligned}
$$

Here we used the identities

$$
\alpha_{h}\left((-1)^{k} b, G^{k}\left(b_{j}\right)\right)=\omega^{-h k} \cdot \alpha_{h}\left(b, b_{j}\right) \quad(h=1,2, \cdots)
$$

The solution $y_{k}\left(z, b, b_{j}\right) \rightarrow 0$ as $x \rightarrow \infty$ in the sector

$$
\begin{equation*}
\left|\arg x-\frac{k}{m+1} \pi\right|<\frac{\pi}{2 m+2} \tag{4.13}
\end{equation*}
$$

Therefore, the solution $y_{k}\left(z, b, b_{j}\right)$ is called a subdominant solution in sector (4.13).
The two solutions $y_{k+1}\left(z, b, b_{j}\right)$ and $y_{k+2}\left(z, b, b_{j}\right)$ of the differential equation (4.4) are linearly independent (see Lemma 4.2 below). Therefore, $y_{k}\left(z, b, b_{j}\right)$ is a linear combination of $y_{k+1}\left(z, b, b_{j}\right)$ and $y_{k+2}\left(z, b, b_{j}\right)$.

Set

$$
\begin{equation*}
y_{k}\left(z, b, b_{j}\right)=C_{k}\left(b, b_{j}\right) y_{k+1}\left(z, b, b_{j}\right)+\tilde{C}_{k}\left(b, b_{j}\right) y_{k+2}\left(z, b, b_{j}\right) \tag{4.14}
\end{equation*}
$$

Relation (4.14) is a connection formula for $y_{k}\left(z, b, b_{j}\right)$. The coefficients $C_{k}\left(b, b_{j}\right)$ and $\tilde{C}_{k}\left(b, b_{j}\right)$ are the Stokes multipliers for $y_{k}\left(z, b, b_{j}\right)$ with respect to $y_{k+1}\left(z, b, b_{j}\right)$ and $y_{k+2}\left(z, b, b_{j}\right)$. We will study the Stokes multipliers $C_{k}\left(b, b_{j}\right)$ and $\tilde{C}_{k}\left(b, b_{j}\right)$ as functions of $b_{1}, \cdots, b_{j}, \cdots, b_{2 m}$.

Let us put

$$
\begin{array}{lc}
C_{0}\left(b, b_{j}\right)=C\left(b, b_{j}\right), & \tilde{C}_{0}\left(b, b_{j}\right)=\tilde{C}\left(b, b_{j}\right) \\
C_{1}\left(b, b_{j}\right)=C^{*}\left(b, b_{j}\right), & \tilde{C}_{1}\left(b, b_{j}\right)=\tilde{C}^{*}\left(b, b_{j}\right) \tag{4.16}
\end{array}
$$

Then we have

$$
\begin{gather*}
y_{0}\left(z, b, b_{j}\right)=C\left(b, b_{j}\right) y_{1}\left(z, b, b_{j}\right)+\tilde{C}\left(b, b_{j}\right) y_{2}\left(z, b, b_{j}\right),  \tag{4.17}\\
y_{1}\left(z, b, b_{j}\right)=C^{*}\left(b, b_{j}\right) y_{2}\left(z, b, b_{j}\right)+\tilde{C}^{*}\left(b, b_{j}\right) y_{3}\left(z, b, b_{j}\right) \tag{4.18}
\end{gather*}
$$

From (4.12), (4.17), and (4.18) we easily derive

$$
\begin{align*}
y_{2 k}\left(z, b, b_{j}\right)= & C\left((-1)^{2 k} b, G^{2 k}\left(b_{j}\right)\right) y_{2 k+1}\left(z, b, b_{j}\right) \\
& +\tilde{C}\left((-1)^{2 k} b, G^{2 k}\left(b_{j}\right)\right) y_{2 k+2}\left(z, b, b_{j}\right),  \tag{4.19}\\
y_{2 k+1}\left(z, b, b_{j}\right)= & C^{*}\left((-1)^{2 k} b, G^{2 k}\left(b_{j}\right)\right) y_{2 k+2}\left(z, b, b_{j}\right) \\
& +\tilde{C}^{*}\left((-1)^{2 k} b, G^{2 k}\left(b_{j}\right)\right) y_{2 k+3}\left(z, b, b_{j}\right) \tag{4.20}
\end{align*}
$$

$$
(k=0,1, \cdots, m)
$$

From (4.12), (4.19), and (4.20) we obtain

$$
\begin{align*}
& C_{2 k}\left(b, b_{j}\right)=C\left((-1)^{2 k} b, G^{2 k}\left(b_{j}\right)\right), \\
& \tilde{C}_{2 k}\left(b, b_{j}\right)=\tilde{C}\left((-1)^{2 k} b, G^{2 k}\left(b_{j}\right)\right), \\
& C_{2 k+1}\left(b, b_{j}\right)=C^{*}\left((-1)^{2 k} b, G^{2 k}\left(b_{j}\right)\right),  \tag{4.21}\\
& \tilde{C}_{2 k+1}\left(b, b_{j}\right)=\tilde{C}^{*}\left((-1)^{2 k} b, G^{2 k}\left(b_{j}\right)\right),
\end{align*}
$$

$$
(k=0,1,2, \cdots, m)
$$

Next, let us put

$$
W_{k, h}\left(b, b_{j}\right)=\left|\begin{array}{ll}
y_{k}\left(z, b, b_{j}\right) & y_{h}\left(z, b, b_{j}\right)  \tag{4.22}\\
y_{k}^{\prime}\left(z, b, b_{j}\right) & y_{h}^{\prime}\left(z, b, b_{j}\right)
\end{array}\right| .
$$

The determinant is known as the Wronskian of the functions $y_{k}$ and $y_{h}$. It follows from (4.4) that the right-hand member of (4.22) is independent of $x$. Then we have the following lemmas.

Lemma 4.2 (Hsieh and Sibuya [3]).

$$
\begin{equation*}
W_{k, k+1}\left(b, b_{j}\right)=2 \cdot \omega^{-\alpha_{m+1}\left((-1)^{k} b, G^{k}(b)\right)+m / 2-k} . \tag{4.23}
\end{equation*}
$$

Lemma 4.3.

$$
\left.\frac{\partial \alpha_{m+1}\left(b, b_{j}\right)}{\partial b_{j}}\right|_{b_{2}=\cdots=b_{2 m}=0}= \begin{cases}0 & (j \neq m+1),  \tag{4.24}\\ 1 / 2 & (j=m+1) .\end{cases}
$$

Proof. Differentiating (4.6) with respect to $b_{j}$ and putting $b_{1}=\cdots=b_{2 m}=0$, we derive

$$
\begin{equation*}
\frac{1}{2}\left[1+b \cdot z^{-m-1}\right]^{-1 / 2} \cdot z^{-j}=\sum_{h=1}^{\infty} A_{j}^{h} \cdot z^{-h} \tag{4.25}
\end{equation*}
$$

where

$$
A_{j}^{h}=\left.\frac{\partial \alpha_{h}(b)}{\partial b_{j}}\right|_{b_{1}=\cdots=b_{2 m}=0} .
$$

It follows from (4.25) that

$$
A_{j}^{1}=\cdots=A_{j}^{j-1}=0, \quad A_{j}^{j}=\frac{1}{2}, \quad A_{j}^{j+1}=\cdots=A_{j}^{j+m}=0 .
$$

Thus we get (4.24).
Using these results, we can obtain the properties of the Stokes multipliers $C\left(b, b_{j}\right)$, $C^{*}\left(b, b_{j}\right), \tilde{C}\left(b, b_{j}\right)$, and $\tilde{C}^{*}\left(b, b_{j}\right)$ as follows.

Lemma 4.4.

$$
\begin{array}{ll}
C(b, 0)=0 & \text { for } b+m=-(2 m+2) k,-(2 m+2) k-2, \quad k=0,1,2, \cdots, \\
C^{*}(b, 0) \neq 0 & \text { for } b+m=-2 k, \quad k=0,1,2, \cdots . \tag{4.26}
\end{array}
$$

Lemma 4.5 .

$$
\begin{aligned}
& \tilde{C}\left(b, b_{j}\right)=-\omega^{1-2 \cdot \alpha_{m+1}\left(b, b_{j}\right)} \\
& \tilde{C}^{*}\left(b, b_{j}\right)=-\omega^{1+2 \cdot \alpha_{m+1}\left(b, b_{j}\right)} .
\end{aligned}
$$

Lemma 4.6.

$$
\operatorname{det}\left|\begin{array}{ll}
\frac{\partial C\left(b, b_{j}\right)}{\partial b_{p}} & \frac{\partial C\left(b, b_{j}\right)}{\partial b_{p+m+1}}  \tag{4.27}\\
\frac{\partial C^{*}\left(b, b_{j}\right)}{\partial b_{p}} & \frac{\partial C^{*}\left(b, b_{j}\right)}{\partial b_{p+m+1}}
\end{array}\right| \neq 0
$$

for

$$
\begin{align*}
& b=-m-2 k(m+1),-m-2-2 k(m+1) \quad(k=0,1,2, \cdots), \\
& \left(b_{2}, b_{3}, \cdots, b_{2 m}\right)=(0,0, \cdots, 0)  \tag{4.28}\\
& p=1,2, \cdots, m-1 .
\end{align*}
$$

Lemma 4.7.

$$
\left.\frac{\partial C\left(b, b_{j}\right)}{\partial b_{p}}\right|_{\substack{b_{1}=\cdots=b_{2 m}=0, b=-m-2 k(m+1),-m-2-2 k(m+1)}} \neq 0 \quad(p \neq m)
$$

Using Lemmas 4.5-4.7, we can obtain the following lemma. The proof is similar to that of Sibuya [8, Case iv].

Lemma 4.8. There exist two positive numbers $\rho_{1}$ and $\rho_{2}$, functions $\delta_{1}(\varepsilon)$, $\delta_{2}(\varepsilon), \cdots, \delta_{2 m}(\varepsilon)$, and a two-by-two matrix $P(x, \varepsilon)$ such that
(i) $\delta_{j}(\varepsilon)(j=1,2, \cdots, 2 m)$ are holomorphic in the sector

$$
\begin{equation*}
S=\left\{\varepsilon ;|\arg \varepsilon|<\rho_{1}, 0<|\varepsilon|<\rho_{2}\right\} ; \tag{4.29}
\end{equation*}
$$

(ii) $\delta_{j}(\varepsilon)$ are asymptotically zero as $\varepsilon \rightarrow 0$ in the sector $S$,

$$
\begin{equation*}
\left|\delta_{j}(\varepsilon)\right| \leqq K_{N}|\varepsilon|^{N}, \quad N=0,1,2, \cdots \quad \text { in } S \tag{4.30}
\end{equation*}
$$

for some positive numbers $K_{N}$.
(iii) Entries of $P(x, \varepsilon)$ and $P^{-1}(x, \varepsilon)$ are holomorphic in the domain

$$
\begin{equation*}
x \in D_{2}=\{x ;|x|<r\}, \quad \varepsilon \in S . \tag{4.31}
\end{equation*}
$$

(iv) $P(x, \varepsilon)$ admits the formal transformation matrix $T(x, \varepsilon)$ (3.2) as an asymptotic expansion as $\varepsilon \rightarrow 0$ in $S$ which is valid uniformly in $D_{2}$.
(v) The transformation

$$
\begin{equation*}
W=P(x, \varepsilon) V \tag{4.32}
\end{equation*}
$$

takes (3.1) into

$$
\varepsilon \frac{d V}{d x}=\left(\begin{array}{cc}
0 & 1  \tag{4.33}\\
x^{2 m}+\varepsilon \cdot \sum_{p=1}^{2 m}\left\{a_{p}(\varepsilon)+\delta_{p}(\varepsilon)\right\} x^{2 m-p} & 0
\end{array}\right) \cdot V
$$

in the domain (4.31).
Using this result and manipulating with rotations of the disk $D_{2}$, we can prove the following lemma.

Lemma 4.9. There exist sectors

$$
\begin{equation*}
S_{j}=\left\{\varepsilon: \alpha_{j}<\arg \varepsilon<\beta_{j}, 0<|\varepsilon|<\rho_{3}\right\}, \quad j=1,2, \cdots, k, \tag{4.34-j}
\end{equation*}
$$

where $\rho_{3}$ is a positive number and the $\alpha$ 's and $\beta^{\prime}$ 's are real numbers, functions $\delta_{p}^{j}(\varepsilon)$ $(j=1,2, \cdots, k ; p=1,2, \cdots, 2 m)$, and two-by-two matrices $P_{1}(x, \varepsilon), \quad P_{2}(x, \varepsilon)$, $\cdots, P_{k}(x, \varepsilon)$ such that
(i) $S_{1} \cup S_{2} \cup \cdots \cup S_{k}=\left\{\varepsilon ; 0<|\varepsilon|<\rho_{3}\right\}$.
(ii) $\delta_{p}^{j}(\varepsilon)(p=1,2, \cdots, 2 m ; j=1,2, \cdots, k)$ is holomorphic in the sector $S_{j}$.
(iii) $\delta_{p}^{j}(\varepsilon)(p=1,2, \cdots, 2 m ; j=1,2, \cdots, k)$ is asymptotically zero as $\varepsilon \rightarrow 0$ in the sector $S_{j}$.
(iv) Entries of $P_{j}(x, \varepsilon)$ and $P_{j}^{-1}(x, \varepsilon)$ are holomorphic in the domain

$$
\begin{equation*}
x \in D_{2}, \quad \varepsilon \in S_{j} . \tag{4.35-j}
\end{equation*}
$$

(v) $P_{j}(x, \varepsilon)$ admits the formal transformation matrix $T(x, \varepsilon)$ as an asymptotic expansion as $\varepsilon \rightarrow 0$ in the sector $S_{j}$ which is valid uniformly in the domain $D_{2}$.
(vi) The transformation

$$
\begin{equation*}
W=P_{j}(x, \varepsilon) V_{j} \tag{4.36}
\end{equation*}
$$

takes (3.1) into

$$
\varepsilon \frac{d V_{j}}{d x}=\left(\begin{array}{cc}
2 m  \tag{4.37-j}\\
x^{2 m}+\varepsilon \cdot \sum_{p=1}^{2 m}\left[\begin{array}{cc}
0 & 1 \\
\left.a_{p}(\varepsilon)+\delta_{p}^{j}(\varepsilon)\right] x^{2 m-p} & 0
\end{array}\right) V_{j}, ~
\end{array}\right.
$$

in the domain (4.35-j).
Remark 4.10. In Lemmas 4.8 and 4.9,

$$
\delta_{m}(\varepsilon), \quad \delta_{m}^{j}(\varepsilon)=0 .
$$

5. An estimate for $\boldsymbol{\delta}(\boldsymbol{\varepsilon})$. In the previous section we have obtained that $\delta_{p}^{j}(\varepsilon)$ is asymptotically zero as $\varepsilon \rightarrow 0$ in the sector $S_{j}$. In this section we will derive an estimate

$$
\begin{equation*}
\left|\delta_{p}^{j}(\varepsilon)\right| \leqq H_{j, p} \exp \left[-\frac{r^{m+1}}{|\varepsilon|}\right] \quad \text { for } \varepsilon \in S_{j} \quad \text { and } \quad p=1,2, \cdots, 2 m, \tag{5.1}
\end{equation*}
$$

in the domain $D_{2}$ (disk), where $H_{j, p}$ is a positive number. To do this we need the following theorem, which is easily obtained from Theorem 1.2.

Theorem 5.1. Let

$$
\begin{equation*}
S_{j}=\left\{\varepsilon: \alpha_{j}<\arg \varepsilon<\beta_{j}, 0<|\varepsilon|<\rho_{3}\right\}, \quad j=1,2, \cdots, k, \tag{5.2}
\end{equation*}
$$

be sectors in the complex $\varepsilon$-plane, where $\rho_{3}$ is a positive number and the $\alpha$ 's and $\beta$ 's are real numbers. Let $\delta_{p}^{j}(\varepsilon)(j=1,2, \cdots, k ; p=1,2, \cdots, 2 m)$ be functions of $\varepsilon$. Assume that
(i) $S_{1} \cup S_{2} \cup \cdots \cup S_{k}=\left\{\varepsilon: 0<|\varepsilon|<\rho_{3}\right\}$;
(ii) $\delta_{p}^{j}(\varepsilon)$ are holomorphic in the sector $S_{j}$.
(iii) $\delta_{p}^{j}(\varepsilon)$ are asymptotically zero as $\varepsilon \rightarrow 0$ in the sector $S_{j}$;

$$
\begin{equation*}
\left|\delta_{p}^{j}(\varepsilon)\right| \leqq K_{N, p}|\varepsilon|^{N}, \quad N=0,1, \cdots \quad \text { in } S_{j} \tag{5.3}
\end{equation*}
$$

for some positive numbers $K_{N, p}$;
(iv) If $S_{j} \cap S_{h} \neq \varnothing$, we have

$$
\begin{equation*}
\left|\delta_{p}^{j}(\varepsilon)-\delta_{p}^{h}(\varepsilon)\right| \leqq c_{0} \exp \left[-c_{1} /|\varepsilon|^{\lambda}\right] \quad \text { in } S_{j} \cap S_{h} \tag{5.4}
\end{equation*}
$$

for some positive numbers $c_{0}, c_{1}$, and $\lambda$. Then, there exist positive numbers $H_{p}(p=$ $1,2, \cdots, 2 m)$ such that

$$
\begin{equation*}
\left|\delta_{p}^{j}(\varepsilon)\right| \leqq H_{p} \cdot \exp \left[-c_{1} /|\varepsilon|^{\lambda}\right] \quad \text { in } S_{j}, \quad j=1,2, \cdots, k . \tag{5.5}
\end{equation*}
$$

To derive (5.1), we have only to prove that, if $S_{j} \cap S_{l} \neq \varnothing$, we have for each $p$ ( $p=1,2, \cdots, 2 m$ )

$$
\begin{equation*}
\left|\delta_{p}^{j}(\varepsilon)-\delta_{p}^{l}(\varepsilon)\right| \leqq M_{j, l} \cdot \exp \left[-r^{m+1} /|\varepsilon|\right] \quad \text { for } \varepsilon \in S_{j} \cap S_{l} \tag{5.6}
\end{equation*}
$$

where $M_{j, l}$ is a positive number. To derive an estimate (5.6), we need some preparations.
Roughly speaking, we shall derive in this section that the difference between two Stokes multipliers of the differential equations (4.37-j) and (4.37-l) is exponentially small. Then, using the implicit function theorem, we show that the difference $\delta^{j}(\varepsilon)-$ $\delta^{l}(\varepsilon)$ is exponentially small.

Let us consider the differential equation (4.4). This equation admits solutions $y_{k}\left(z, b, b_{j}\right)(k=0,1, \cdots, 2 m+1)$. Set

$$
\Psi_{k}\left(z, b, b_{j}\right)=\left(\begin{array}{ll}
y_{k}\left(z, b, b_{j}\right) & y_{k+1}\left(z, b, b_{j}\right)  \tag{5.7-k}\\
y_{k}^{\prime}\left(z, b, b_{j}\right) & y_{k+1}^{\prime}\left(z, b, b_{j}\right)
\end{array}\right),
$$

where ' denotes $\partial / \partial z$. These matrices (5.7-k) are fundamental matrix solutions of (4.4) and

$$
\Psi_{k}\left(z, b, b_{j}\right)=\Psi_{h}\left(z, b, b_{j}\right) \quad \text { if } k \equiv h \bmod 2 m+2 .
$$

Set

$$
\Gamma_{k}\left(b, b_{j}\right)=\left(\begin{array}{cc}
C_{k}\left(b, b_{j}\right) & 1  \tag{5.8}\\
\tilde{C}_{k}\left(b, b_{j}\right) & 0
\end{array}\right) \quad(k=0,1, \cdots, 2 m+1)
$$

Then, we have from (4.14) that

$$
\begin{equation*}
\Psi_{k}\left(z, b, b_{j}\right)=\Psi_{k+1}\left(z, b, b_{j}\right) \Gamma_{k}\left(b, b_{j}\right) \tag{5.9}
\end{equation*}
$$

Fix $l$ and $j$ so that $S_{l} \cap S_{j} \neq \varnothing$. Choose a branch of $\varepsilon^{1 /(m+1)}$ in the sector $S_{l} \cap S_{j}$. Set

$$
\Lambda(\varepsilon)=\left(\begin{array}{cc}
1 & 0  \tag{5.10}\\
0 & \varepsilon^{1 /(m+1)}
\end{array}\right)
$$

Now, we consider (4.37- $j$ ) and (4.37-l). If we put

$$
\begin{equation*}
\Phi_{l, h}(x, \varepsilon)=\Lambda(\varepsilon) \Psi_{h}\left(x \varepsilon^{-1 /(m+1)}, a, a_{1}+\delta_{1}^{l}, \cdots, a_{2 m}+\delta_{2 m}^{l}\right) \tag{5.11-h}
\end{equation*}
$$

$$
\Phi_{j, h}(x, \varepsilon)=\Lambda(\varepsilon) \Psi_{h}\left(x \varepsilon^{-1 /(m+1)}, a, a_{p}+\delta_{p}^{j}\right) \quad(h=0,1,2, \cdots, 2 m+1)
$$

then $\Phi_{l, h}(x, \varepsilon)$ and $\Phi_{j, h}(x, \varepsilon)$ are fundamental matrix solutions of (4.37-l) and (4.37-j), respectively. Furthermore we have

$$
\begin{gather*}
\Phi_{l, h}(x, \varepsilon)=\Phi_{l, h+1}(x, \varepsilon) \Gamma_{h}\left(a, a_{p}+\delta_{p}^{l}\right)  \tag{5.12}\\
\Phi_{j, h}(x, \varepsilon)=\Phi_{j, h+1}(x, \varepsilon) \Gamma_{h}\left(a, a_{p}+\delta_{p}^{j}\right) \quad(h=0,1,2, \cdots, 2 m+1) \tag{5.13}
\end{gather*}
$$

Set

$$
\begin{align*}
& \quad J=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right),  \tag{5.14}\\
& Q_{l, h}(x, \varepsilon)=\Phi_{l, h}(x, \varepsilon) \exp \left\{(-1)^{h} E\left(z, a_{p}+\delta_{p}^{l}\right) J\right\} \\
& Q_{j, h}(x, \varepsilon)=\Phi_{j, h}(x, \varepsilon) \exp \left\{(-1)^{h} E\left(z, a_{p}+\delta_{p}^{j}\right) J\right\}  \tag{5.15}\\
& \qquad(h=0,1, \cdots, 2 m+1),
\end{align*}
$$

where

$$
\begin{align*}
& z=x \varepsilon^{-1 /(m+1)}, \\
& E\left(z, a_{p}+\delta_{p}^{j}\right)=\sum_{0 \leqq k<m+1} \frac{\alpha_{k}\left(a, a_{p}+\delta_{p}^{j}\right)}{m+1-k} z^{m+1-k} . \tag{5.16}
\end{align*}
$$

It is known that, if $(x, \varepsilon)$ is in a domain

$$
\begin{equation*}
\left|\arg x \varepsilon^{-1 /(m+1)}-\frac{h}{m+1} \pi\right| \leqq \frac{3 \pi}{2 m+2}-v, \quad x \in D_{2}, \quad \varepsilon \in S_{l} \cap S_{j} \tag{5.17-h}
\end{equation*}
$$

where $v$ is a small positive number, we have

$$
\begin{equation*}
\left\|Q_{j, h}(x, \varepsilon)\right\| \leqq H \cdot|\varepsilon|^{q}, \quad\left\|Q_{j, h}(x, \varepsilon)^{-1}\right\| \leqq H \cdot|\varepsilon|^{q} \tag{5.18}
\end{equation*}
$$

where $H$ is a positive number depending on $v, q$ is a real number, and $\|\cdot\|$ denotes a usual norm of matrices. Furthermore, the matrix

$$
\begin{equation*}
Q_{j, h}(x, \varepsilon)-Q_{l, h}(x, \varepsilon) \tag{5.19}
\end{equation*}
$$

is asymptotically zero as $\varepsilon \rightarrow 0$ in the sector $S_{l} \cap S_{j}$ uniformly in the domain (5.17-h) (see Sibuya [8]).

Let $P_{l}(x, \varepsilon)$ and $P_{j}(x, \varepsilon)$ be the matrices given in Lemma 4.9. Then $P_{l}(x, \varepsilon) \Phi_{l, h}(x, \varepsilon)$ and $P_{j}(x, \varepsilon) \Phi_{j, h}(x, \varepsilon)$ are two fundamental matrix solutions of (3.1) in the domain

$$
\begin{equation*}
x \in D_{2}, \quad \varepsilon \in S_{l} \cap S_{j} \tag{5.20}
\end{equation*}
$$

Therefore, there exists a two-by-two matrix $L_{h}(\varepsilon)$ such that

$$
\begin{equation*}
P_{l}(x, \varepsilon) \Phi_{l, h}(x, \varepsilon)=P_{j}(x, \varepsilon) \Phi_{j, h}(x, \varepsilon) L_{h}(\varepsilon) \tag{5.21}
\end{equation*}
$$

Note that $L_{h}(\varepsilon)$ does not depend on $x$. It follows from (5.21) that

$$
\begin{align*}
\exp \{ & \left.-E\left(z, a_{p}+\delta_{p}^{j}\right) \cdot J\right\} \cdot L_{h}(\varepsilon) \cdot \exp \left\{E\left(z, a_{p}+\delta_{p}^{l}\right) \cdot J\right\}  \tag{5.22}\\
& =Q_{j, h}(x, \varepsilon)^{-1} P_{j}(x, \varepsilon)^{-1} P_{l}(x, \varepsilon) Q_{l, h}(x, \varepsilon)
\end{align*}
$$

Hence, the matrix

$$
\begin{equation*}
\exp \left\{-E\left(z, a_{p}+\delta_{p}^{j}\right) J\right\} \cdot L_{h}(\varepsilon) \cdot \exp \left\{E\left(z, a_{p}+\delta_{p}^{l}\right) J\right\}-I_{2} \tag{5.23}
\end{equation*}
$$

is asymptotically zero as $\varepsilon \rightarrow 0$ in the sector $S_{l} \cap S_{j}$ uniformly in the domain (5.17-h), where $I_{2}$ is the two-by-two identity matrix.

Lemma 5.2. Let

$$
L_{h}(\varepsilon)=\left(\begin{array}{ll}
d_{11}^{h}(\varepsilon) & d_{12}^{h}(\varepsilon)  \tag{5.24}\\
d_{21}^{h}(\varepsilon) & d_{22}^{h}(\varepsilon)
\end{array}\right) .
$$

Then

$$
\begin{gather*}
d_{11}^{h}(\varepsilon)-1, \quad d_{22}^{h}(\varepsilon)-1 \simeq 0 \quad \text { as } \varepsilon \rightarrow 0 \quad \text { in } S_{l} \cap S_{j}  \tag{5.25}\\
\left|d_{12}^{h}(\varepsilon)\right| \leqq c \cdot \exp \left\{-\frac{2 r^{m+1}}{(m+1)|\varepsilon|}\right\}, \quad\left|d_{21}^{h}(\varepsilon)\right| \leqq c \cdot \exp \left\{-\frac{2 r^{m+1}}{(m+1)|\varepsilon|}\right\} \tag{5.26}
\end{gather*}
$$

for $\varepsilon \in S_{l} \cap S_{j}$, where c is a positive constant.
Proof. Using (5.24), we get from (5.23) that

$$
\begin{aligned}
& \left(\begin{array}{cc}
\exp \left[-E\left(z, a_{p}+\delta_{p}^{j}\right)\right] & 0 \\
0 & \exp \left[E\left(z, a_{p}+\delta_{p}^{j}\right)\right]
\end{array}\right)\left(\begin{array}{ll}
d_{11}^{h}(\varepsilon) & d_{12}^{h}(\varepsilon) \\
d_{21}^{h}(\varepsilon) & d_{22}^{h}(\varepsilon)
\end{array}\right) \\
& \cdot\left(\begin{array}{cc}
\exp \left[E\left(z, a_{p}+\delta_{p}^{l}\right)\right] & 0 \\
0 & \exp \left[-E\left(z, a_{p}+\delta_{p}^{l}\right)\right]
\end{array}\right)-\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{c}
d_{11}^{h}(\varepsilon) \exp \left\{-E\left(z, a_{p}+\delta_{p}^{j}\right)+E\left(z, a_{p}+\delta_{p}^{l}\right)\right\}-1 \\
d_{21}^{h}(\varepsilon) \exp \left\{E\left(z, a_{p}+\delta_{p}^{j}\right)+E\left(z, a_{p}+\delta_{p}^{l}\right)\right\} \\
\\
d_{12}^{h}(\varepsilon) \exp \left\{-E\left(z, a_{p}+\delta_{p}^{j}\right)-E\left(z, a_{p}+\delta_{p}^{l}\right)\right\} \\
d_{22}^{h}(\varepsilon) \exp \left\{E\left(z, a_{p}+\delta_{p}^{j}\right)-E\left(z, a_{p}+\delta_{p}^{l}\right)\right\}-1
\end{array}\right)
\end{aligned}
$$

$$
\simeq 0
$$

as $\varepsilon \rightarrow 0$ in $S_{l} \cap S_{j}$.
On the other hand,

$$
\begin{aligned}
E\left(z, a_{p}+\delta_{p}^{j}\right) & =E\left(x \varepsilon^{-1 /(m+1)} \cdot a_{p}+\delta_{p}^{j}\right) \\
& =\frac{1}{(m+1) \varepsilon} x^{m+1}+\sum_{k=1}^{m} \frac{1}{m+1-k} \alpha_{k}\left(a, a_{p}+\delta_{p}^{j}\right) \frac{x^{m+1-k}}{\varepsilon^{(m+1-k) /(m+1)}}
\end{aligned}
$$

and, since $\delta_{p}^{l}(\varepsilon)$ and $\delta_{p}^{j}(\varepsilon)(p=1,2, \cdots, 2 m)$ are asymptotically zero as $\varepsilon \rightarrow 0$, it holds that

$$
\alpha_{k}\left(a, a_{p}+\delta_{p}^{l}\right)-\alpha_{k}\left(a, a_{p}+\delta_{p}^{j}\right) \simeq 0 \quad(\varepsilon \rightarrow 0)
$$

Note that there are values of $x \in D_{2}$ and of $\varepsilon \in S_{l} \cap S_{j}$ for which (5.17-h) is true and $z^{m+1}=\left\{x \varepsilon^{-1 /(m+1)}\right\}^{m+1}$ is positive, as well as other such values for which $z^{m+1}$ is negative. Choosing such values with $|x|=r$, we can obtain Lemma 5.1.

Definition 5.3. To shorten the expressions for the calculation that follows, the notation

$$
a(\varepsilon) \approx b(\varepsilon) \quad \text { in the sector } S
$$

will be introduced to indicate that

$$
[a(\varepsilon)-b(\varepsilon)] \exp \left[2 r^{m+1} /(m+1)|\varepsilon|\right]
$$

remains bounded, as $\varepsilon \rightarrow 0$ in the sector $S$ (see Wasow [10]). Furthermore, the notation

$$
a(\varepsilon): \approx b(\varepsilon) \text { in the sector } S
$$

will be interpreted as the sense that, for $0<r^{\prime}<r$,

$$
\{a(\varepsilon)-b(\varepsilon)\} \exp \left\{2 r^{\prime m+1} /(m+1)|\varepsilon|\right\} \rightarrow 0,
$$

as $\varepsilon \rightarrow 0$ in the sector $S$.
We easily obtain from (5.12), (5.13), and (5.21) that

$$
\begin{equation*}
L_{h+1}(\varepsilon) \Gamma_{h}\left(a, a_{p}+\delta_{p}^{l}\right)=\Gamma_{h}\left(a, a_{p}+\delta_{p}^{j}\right) L_{h}(\varepsilon) \tag{5.27}
\end{equation*}
$$

That is

$$
\begin{align*}
& \left(\begin{array}{ll}
d_{11}^{h+1}(\varepsilon) & d_{12}^{h+1}(\varepsilon) \\
d_{21}^{h+1}(\varepsilon) & d_{22}^{h+1}(\varepsilon)
\end{array}\right)\left(\begin{array}{ll}
C_{h}\left(a, a_{p}+\delta_{p}^{l}\right) & 1 \\
\tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{l}\right) & 0
\end{array}\right) \\
& =\left(\begin{array}{ll}
C_{h}\left(a, a_{p}+\delta_{p}^{j}\right) & 1 \\
\tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{j}\right) & 0
\end{array}\right)\left(\begin{array}{ll}
d_{11}^{h}(\varepsilon) & d_{12}^{h}(\varepsilon) \\
d_{21}^{h}(\varepsilon) & d_{22}^{h}(\varepsilon)
\end{array}\right) . \tag{5.28}
\end{align*}
$$

This relation is important in the following analysis.
Lemma 5.4.

$$
\begin{equation*}
\tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{l}\right)-\tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{j}\right) \approx 0 \quad \text { in the sector } S_{j} \cap S_{l} . \tag{5.29}
\end{equation*}
$$

Proof. The determinants of both sides of (5.28) imply that

$$
\begin{aligned}
& \left\{d_{11}^{h+1}(\varepsilon) d_{22}^{h+1}(\varepsilon)-d_{12}^{h+1}(\varepsilon) d_{21}^{h+1}(\varepsilon)\right\} \tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{l}\right) \\
& \quad=\tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{j}\right)\left\{d_{11}^{h}(\varepsilon) d_{22}^{h}(\varepsilon)-d_{12}^{h}(\varepsilon) d_{21}^{h}(\varepsilon)\right\}
\end{aligned}
$$

That is

$$
\begin{equation*}
d_{11}^{h+1}(\varepsilon) d_{22}^{h+1}(\varepsilon) \tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{l}\right) \approx \tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{j}\right) d_{11}^{h}(\varepsilon) d_{22}^{h}(\varepsilon) . \tag{5.30}
\end{equation*}
$$

Here we used (5.26).
On the other hand, we see from the (1,2)-element of the matrix relation (5.28) that

$$
d_{11}^{h+1}(\varepsilon)=C_{h}\left(a, a_{p}+\delta_{p}^{j}\right) d_{12}^{h}(\varepsilon)+d_{22}^{h}(\varepsilon) .
$$

That is

$$
\begin{equation*}
d_{11}^{h+1}(\varepsilon) \approx d_{22}^{h}(\varepsilon) \tag{5.31}
\end{equation*}
$$

It follows from (5.30) and (5.31) that

$$
d_{22}^{h+1}(\varepsilon) \tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{l}\right) \approx \tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{j}\right) d_{11}^{h}(\varepsilon)
$$

Furthermore, using (5.31) $\left(d_{22}^{h+1}(\varepsilon) \approx d_{11}^{h+2}(\varepsilon)\right)$, we get

$$
d_{11}^{h+2}(\varepsilon) \tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{l}\right) \approx d_{11}^{h}(\varepsilon) \tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{j}\right) .
$$

That is

$$
\begin{aligned}
& d_{11}^{h+2}(\varepsilon)\left\{\tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{l}\right)-\tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{j}\right)\right\} \\
& \quad-\tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{j}\right)\left\{d_{11}^{h}(\varepsilon)-d_{11}^{h+2}(\varepsilon)\right\} \approx 0 .
\end{aligned}
$$

Hence, we can obtain

$$
d_{11}^{h}(\varepsilon)-d_{11}^{h+2}(\varepsilon) \approx \frac{d_{11}^{h+2}(\varepsilon)}{\tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{j}\right)}\left\{\tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{l}\right)-\tilde{C}_{h}\left(a, a_{p}+\delta+\delta_{p}^{j}\right)\right\} .
$$

Similarly, we get

$$
\begin{align*}
& d_{11}^{h+2 k}(\varepsilon)-d_{11}^{h+2 k+2}(\varepsilon) \\
& \quad \approx \frac{d_{11}^{h+2 k+2}(\varepsilon)}{\tilde{C}_{h+2 k}\left(a, a_{p}+\delta_{p}^{j}\right)} \cdot\left\{\tilde{C}_{h+2 k}\left(a, a_{p}+\delta_{p}^{l}\right)-\tilde{C}_{h+2 k}\left(a, a_{p}+\delta_{p}^{j}\right)\right\}, \tag{5.32}
\end{align*}
$$

$$
(k=0,1, \cdots, m)
$$

Note that

$$
\begin{aligned}
& d_{11}^{h}(\varepsilon)=d_{11}^{h+2 m+2}(\varepsilon), \\
& \tilde{C}_{h+2 m}\left(a, a_{p}+\delta_{p}^{j}\right)=\tilde{C}_{h+2 m-2}\left(a, a_{p}+\delta_{p}^{j}\right)=\cdots=\tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{j}\right)
\end{aligned}
$$

(cf. Sibuya [9, form. (11.47)]). We can obtain from (5.32) that

$$
\left\{\tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{l}\right)-\tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{j}\right)\right\} \frac{1}{\tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{j}\right)} \cdot \sum_{s=1}^{m+1} d_{11}^{h+2 s}(\varepsilon) \approx 0 .
$$

Since

$$
\tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{j}\right) \neq 0 \quad \text { and } \quad d_{11}^{h+2 s}(\varepsilon) \simeq 1,
$$

we can get (5.29).
Lemma 5.5 .

$$
\begin{align*}
& C_{1}\left(a, a_{p}+\delta_{p}^{l}\right) \cdot C_{2 h+2}\left(a, a_{p}+\delta_{p}^{l}\right): \approx C_{1}\left(a, a_{p}+\delta_{p}^{j}\right) \cdot C_{2 h+2}\left(a, a_{p}+\delta_{p}^{j}\right)  \tag{5.33}\\
&(h=0,1, \cdots, m-2) .
\end{align*}
$$

Proof. It follows from (5.27) that

$$
\begin{align*}
& L_{h+2}(\varepsilon) \Gamma_{h+1}\left(a, a_{p}+\delta_{p}^{l}\right) \Gamma_{h}\left(a, a_{p}+\delta_{p}^{l}\right) \\
& \quad=\Gamma_{h+1}\left(a, a_{p}+\delta_{p}^{j}\right) L_{h+1}(\varepsilon) \Gamma_{h}\left(a, a_{p}+\delta_{p}^{j}\right)  \tag{5.34}\\
& \quad=\Gamma_{h+1}\left(a, a_{p}+\delta_{p}^{j}\right) \Gamma_{h}\left(a, a_{p}+\delta_{p}^{j}\right) L_{h}(\varepsilon) .
\end{align*}
$$

That is

$$
\begin{align*}
& \left(\begin{array}{ll}
d_{11}^{h+2}(\varepsilon) & d_{12}^{h+2}(\varepsilon) \\
d_{21}^{h+2}(\varepsilon) & d_{22}^{h+2}(\varepsilon)
\end{array}\right)\left(\begin{array}{ll}
C_{h+1}\left(a, a_{p}+\delta_{p}^{l}\right) & 1 \\
\tilde{C}_{h+1}\left(a, a_{p}+\delta_{p}^{l}\right) & 0
\end{array}\right)\left(\begin{array}{cc}
C_{h}\left(a, a_{p}+\delta_{p}^{1}\right) & 1 \\
\tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{l}\right) & 0
\end{array}\right) \\
& \quad=\left(\begin{array}{ll}
C_{h+1}\left(a, a_{p}+\delta_{p}^{j}\right) & 1 \\
\tilde{C}_{h+1}\left(a, a_{p}+\delta_{p}^{j}\right) & 0
\end{array}\right)\left(\begin{array}{ll}
C_{h}\left(a, a_{p}+\delta_{p}^{j}\right) & 1 \\
\tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{j}\right) & 0
\end{array}\right)\left(\begin{array}{cc}
d_{11}^{h_{11}}(\varepsilon) & d_{12}^{h}(\varepsilon) \\
d_{21}^{h}(\varepsilon) & d_{22}^{h}(\varepsilon)
\end{array}\right) . \tag{5.35}
\end{align*}
$$

We see from the (1, 1)-element of the matrix relation (5.35) that

$$
\begin{align*}
d_{11}^{h+2}(\varepsilon)\{ & \left\{C_{h+1}\left(a, a_{p}+\delta_{p}^{l}\right) C_{h}\left(a, a_{p}+\delta_{p}^{l}\right)+\tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{l}\right)\right\} \\
& +d_{12}^{h+2}(\varepsilon) \tilde{C}_{h+1}\left(a, a_{p}+\delta_{p}^{l}\right) C_{h}\left(a, a_{p}+\delta_{p}^{l}\right) \\
= & d_{11}^{h}(\varepsilon)\left\{C_{h+1}\left(a, a_{p}+\delta_{p}^{j}\right) C_{h}\left(a, a_{p}+\delta_{p}^{j}\right)+\tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{j}\right)\right\}  \tag{5.36}\\
& +d_{21}^{h}(\varepsilon) C_{h+1}\left(a, a_{p}+\delta_{p}^{j}\right) .
\end{align*}
$$

Note that

$$
d_{11}^{h+2}(\varepsilon) \approx d_{11}^{h}(\varepsilon) \quad \text { in } S_{l} \cap S_{j},
$$

which follows from (5.32). Using (5.29) and (5.26), we can obtain from (5.36) that

$$
\begin{equation*}
C_{h+1}\left(a, a_{p}+\delta_{p}^{l}\right) C_{h}\left(a, a_{p}+\delta_{p}^{l}\right) \approx C_{h+1}\left(a, a_{p}+\delta_{p}^{j}\right) C_{h}\left(a, a_{p}+\delta_{p}^{j}\right) \quad \text { in } S_{l} \cap S_{j} . \tag{5.37}
\end{equation*}
$$

So we have proved $(5.33)_{h=0}$.
Putting $h=1,3$ in (5.37), we can get

$$
\begin{aligned}
& C_{1}\left(a, a_{p}+\delta_{p}^{l}\right) C_{2}\left(a, a_{p}+\delta_{p}^{l}\right) C_{3}\left(a, a_{p}+\delta_{p}^{l}\right) C_{4}\left(a, a_{p}+\delta_{p}^{l}\right) \\
& \quad \approx C_{1}\left(a, a_{p}+\delta_{p}^{j}\right) C_{2}\left(a, a_{p}+\delta_{p}^{j}\right) C_{3}\left(a, a_{p}+\delta_{p}^{j}\right) C_{4}\left(a, a_{p}+\delta_{p}^{j}\right) \quad \text { in } S_{j} \cap S_{l} .
\end{aligned}
$$

Hence we get

$$
\begin{align*}
&\left\{C_{1}\left(a, a_{p}+\delta_{p}^{l}\right) C_{4}\left(a, a_{p}+\delta_{p}^{l}\right)-\right.\left.C_{1}\left(a, a_{p}+\delta_{p}^{j}\right) C_{4}\left(a, a_{p}+\delta_{p}^{j}\right)\right\} \\
& \cdot C_{2}\left(a, a_{p}+\delta_{p}^{l}\right) C_{3}\left(a, a_{p}+\delta_{p}^{l}\right) \\
& \approx\left\{C_{2}\left(a, a_{p}+\delta_{p}^{j}\right) C_{3}\left(a, a_{p}+\delta_{p}^{j}\right)-C_{2}\left(a, a_{p}+\delta_{p}^{l}\right) C_{3}\left(a, a_{p}+\delta_{p}^{l}\right)\right\}  \tag{5.38}\\
& \cdot C_{1}\left(a, a_{p}+\delta_{p}^{j}\right) C_{4}\left(a, a_{p}+\delta_{p}^{j}\right)
\end{align*}
$$

in the sector $S_{l} \cap S_{j}$.
It holds from Lemmas 4.4 and 4.7 that

$$
\left.C_{2 k}\left(a, a_{p}+\delta_{p}^{l}\right)\right|_{\varepsilon=0}=0 \quad \text { and }\left.\quad \frac{\partial C_{2 k}\left(a, a_{p}+\delta_{p}^{l}\right)}{\partial\left(a_{p}+\delta_{p}^{l}\right)}\right|_{\varepsilon=0} \neq 0 .
$$

Hence we get

$$
\begin{equation*}
C_{2 k}\left(a, a_{p}+\delta_{p}^{l}\right)=O\left(a_{p}+\delta_{p}^{l}\right)=O\left(a_{p}\right)=O\left(\varepsilon^{q}\right) \quad \text { as } \varepsilon \rightarrow 0, \tag{5.39}
\end{equation*}
$$

where $q$ is a some real number. Since

$$
\begin{equation*}
\left.C_{2 k+1}\left(a, a_{p}+\delta_{p}^{l}\right)\right|_{\varepsilon=0} \neq 0 \tag{5.40}
\end{equation*}
$$

we obtain

$$
\frac{C_{1}\left(a, a_{p}+\delta_{p}^{j}\right) C_{4}\left(a, a_{p}+\delta_{p}^{j}\right)}{C_{2}\left(a, a_{p}+\delta_{p}^{l}\right) C_{3}\left(a, a_{p}+\delta_{p}^{l}\right)}=O\left(\varepsilon^{q^{\prime}}\right) \quad \text { as } \varepsilon \rightarrow 0,
$$

where $q^{\prime}$ is a real number.
Therefore, from (5.38) we get

$$
\begin{aligned}
& \left\{C_{1}\left(a, a_{p}+\delta_{p}^{l}\right) C_{4}\left(a, a_{p}+\delta_{p}^{l}\right)-C_{1}\left(a, a_{p}+\delta_{p}^{j}\right) C_{4}\left(a, a_{p}+\delta_{p}^{j}\right)\right\} \cdot \exp \left[\frac{2 r^{\prime m+1}}{(m+1)|\varepsilon|}\right] \\
& \quad=O\left(\varepsilon^{q^{\prime}}\right) \cdot \exp \left[\left\{2 r^{\prime m+1}-2 r^{m+1}\right\} /(m+1)|\varepsilon|\right] \\
& \quad \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0,
\end{aligned}
$$

where $r^{\prime}$ is positive and $r-r^{\prime}$ is a sufficiently small positive number. Here we used $(5.37)_{h=2}$. Thus we have proved $(5.33)_{h=2}$.

Similarly, we can prove Lemma 5.5.
Lemma 5.6.

$$
\begin{equation*}
\frac{C_{2 h+1}\left(a, a_{p}+\delta_{p}^{l}\right)}{C_{1}\left(a, a_{p}+\delta_{p}^{l}\right)}: \approx \frac{C_{2 h+1}\left(a, a_{p}+\delta_{p}^{j}\right)}{C_{1}\left(a, a_{p}+\delta_{p}^{j}\right)} \tag{5.41}
\end{equation*}
$$

$$
\text { in } S_{l} \cap S_{j} \quad(h=1,2, \cdots, m-1)
$$

Proof. Putting $h=1,2$ in (5.37), we can get

$$
\begin{align*}
C_{1}(a, & \left.a_{p}+\delta_{p}^{l}\right) C_{2}\left(a, a_{p}+\delta_{p}^{l}\right) C_{2}\left(a, a_{p}+\delta_{p}^{l}\right) C_{1}\left(a, a_{p}+\delta_{p}^{l}\right) \\
& \cdot \frac{C_{3}\left(a, a_{p}+\delta_{p}^{l}\right)}{C_{1}\left(a, a_{p}+\delta_{p}^{l}\right)} \\
\approx & C_{1}\left(a, a_{p}+\delta_{p}^{j}\right) C_{2}\left(a, a_{p}+\delta_{p}^{j}\right) C_{2}\left(a, a_{p}+\delta_{p}^{j}\right) C_{1}\left(a, a_{p}+\delta_{p}^{j}\right)  \tag{5.42}\\
& \cdot \frac{C_{3}\left(a, a_{p}+\delta_{p}^{j}\right)}{C_{1}\left(a, a_{p}+\delta_{p}^{j}\right)} \text { in } S_{j} \cap S_{l} .
\end{align*}
$$

Hence

$$
\begin{align*}
\left\{C_{1}(a,\right. & \left.\left.a_{p}+\delta_{p}^{l}\right) C_{2}\left(a, a_{p}+\delta_{p}^{l}\right)\right\}^{2} \cdot\left[\frac{C_{3}\left(a, a_{p}+\delta_{p}^{l}\right)}{C_{1}\left(a, a_{p}+\delta_{p}^{l}\right)}-\frac{C_{3}\left(a, a_{p}+\delta_{p}^{j}\right)}{C_{1}\left(a, a_{p}+\delta_{p}^{j}\right)}\right] \\
\approx \approx & \frac{C_{3}\left(a, a_{p}+\delta_{p}^{j}\right)}{C_{1}\left(a, a_{p}+\delta_{p}^{j}\right)}  \tag{5.43}\\
& \cdot\left\{C_{1}\left(a, a_{p}+\delta_{p}^{j}\right) C_{2}\left(a, a_{p}+\delta_{p}^{j}\right)+C_{1}\left(a, a_{p}+\delta_{p}^{l}\right) C_{2}\left(a, a_{p}+\delta_{p}^{l}\right)\right\} \\
& \cdot\left\{C_{1}\left(a, a_{p}+\delta_{p}^{j}\right) C_{2}\left(a, a_{p}+\delta_{p}^{j}\right)-C_{1}\left(a, a_{p}+\delta_{p}^{l}\right) C_{2}\left(a, a_{p}+\delta_{p}^{l}\right)\right\}
\end{align*}
$$

in $S_{j} \cap S_{l}$.
So, by an argument similar to the proof of Lemma 5.5, we can obtain

$$
\frac{C_{3}\left(a, a_{p}+\delta_{p}^{l}\right)}{C_{1}\left(a, a_{p}+\delta_{p}^{l}\right)}-\frac{C_{3}\left(a, a_{p}+\delta_{p}^{j}\right)}{C_{1}\left(a, a_{p}+\delta_{p}^{j}\right)}: \approx 0 \quad \text { in } S_{l} \cap S_{j} .
$$

Here we used (5.39), (5.40), and (5.37) $h_{h=1}$. Thus we have proved (5.41) $)_{h=1}$. Similarly, we can prove Lemma 5.6.

We put

$$
\begin{align*}
s & =\left(s_{1}, \cdots, s_{m-1}, s_{m+1}, s_{m+2}, \cdots, s_{2 m}\right) \\
& =\left(\delta_{1}^{l}-\delta_{1}^{j}, \cdots, \delta_{m-1}^{l}-\delta_{m-1}^{j}, \delta_{m+1}^{l}-\delta_{m+1}^{j}, \cdots, \delta_{2 m}^{l}-\delta_{2 m}^{j}\right) . \tag{5.44}
\end{align*}
$$

Note that, if $a(\varepsilon) \approx b(\varepsilon)$ in $S$, then $a(\varepsilon): \approx b(\varepsilon)$ in $S$. We have obtained in Lemmas 5.4-5.6 that

$$
\begin{align*}
& \tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{j}+s_{p}\right)-\tilde{C}_{h}\left(a, a_{p}+\delta_{p}^{j}\right) \\
& \quad=-\omega^{1-(-1)^{h} 2 \alpha_{m+1}\left(a, a_{p}+\delta_{p}^{j}+s_{p}\right)}+\omega^{1-(-1)^{h 2 \alpha_{m+1}\left(a, a_{p}+\delta_{p}^{j}\right)}}  \tag{5.45}\\
& \quad: \approx 0 \text { in } S_{l} \cap S_{j}, \\
& C^{*}\left(a, a_{p}+\delta_{p}^{j}+s_{p}\right) C\left(a, G^{2 h+2}\left(a_{p}+\delta_{p}^{j}+s_{p}\right)\right) \\
& \quad-C^{*}\left(a, a_{p}+\delta_{p}^{j}\right) C\left(a, G^{2 h+2}\left(a_{p}+\delta_{p}^{j}\right)\right) \\
& \quad=C^{*}\left(a, a_{p}+\delta_{p}^{j}+s_{p}\right) C^{*}\left(a, G^{2 h+1}\left(a_{p}+\delta_{p}^{j}+s_{p}\right)\right)  \tag{5.46}\\
& \quad-C^{*}\left(a, a_{p}+\delta_{p}^{j}\right) C^{*}\left(a, G^{2 h+1}\left(a_{p}+\delta_{p}^{j}\right)\right) \\
& : \approx 0 \quad \text { in } S_{j} \cap S_{l} \quad(h=0,1, \cdots, m-2), \\
& \frac{C^{*}\left(a, G^{2 h}\left(a_{p}+\delta_{p}^{j}+s_{p}\right)\right)}{C^{*}\left(a, a_{p}+\delta_{p}^{j}+S_{p}\right)}-\frac{C^{*}\left(a, G^{2 h}\left(a_{p}+\delta_{p}^{j}\right)\right)}{C^{*}\left(a, a_{p}+\delta_{p}^{j}\right)}: \approx 0  \tag{5.47}\\
& \quad \text { in } S_{l} \cap S_{j} \quad(h=1,2, \cdots, m-1) .
\end{align*}
$$

Lemma 5.7. Let

$$
\begin{array}{ll}
f_{2 h}\left(a_{p}, s_{p}\right)=\frac{C^{*}\left(a, G^{2 h}\left(a_{p}+\delta_{p}^{j}+s_{p}\right)\right)}{C^{*}\left(a, a_{p}+\delta_{p}^{j}+s_{p}\right)}-\frac{C^{*}\left(a, G^{2 h}\left(a_{p}+\delta_{p}^{j}\right)\right.}{C^{*}\left(a, a_{p}+\delta_{p}^{j}\right)} & (h=1,2, \cdots, m-1), \\
f_{2 h+1}\left(a_{p}, s_{p}\right)=C^{*}\left(a, a_{p}+\delta_{p}^{j}+s_{p}\right) C\left(a, G^{2 h+2}\left(a_{p}+\delta_{p}^{j}+s_{p}\right)\right) \\
& \quad-C^{*}\left(a, a_{p}+\delta_{p}^{j}\right) C\left(a, G^{2 h+2}\left(a_{p}+\delta_{p}^{j}\right)\right) \\
f_{2 m-1}\left(a_{p}, s_{p}\right)=-\omega^{1+\alpha_{m+1}\left(a, a_{p}+\delta_{p}^{j}+s_{p}\right)}+\omega^{1-\alpha_{m+1}\left(a, a_{p}+\delta_{p}^{\prime}\right)} . & (h=0,1, \cdots, m-2),
\end{array}
$$

Assume that $\varepsilon_{1}$ and $\varepsilon_{2}$ are sufficiently small positive numbers. Then, if

$$
\begin{align*}
& \left|a_{1}\right|+\left|a_{2}\right|+\cdots+\left|a_{2 m}\right| \leqq \varepsilon_{1} \\
& \left|a_{1}^{\prime}\right|+\left|a_{2}^{\prime}\right|+\cdots+\left|a_{2 m-1}^{\prime}\right| \leqq \varepsilon_{2} \tag{5.48}
\end{align*}
$$

## there exists a unique solution

$$
\begin{aligned}
s & =g\left(a_{p}, a_{p}^{\prime}\right) \\
& =\left(g_{1}\left(a_{p}, a_{p}^{\prime}\right), \cdots, g_{m-1}\left(a_{p}, a_{p}^{\prime}\right), g_{m+1}\left(a_{p}, a_{p}^{\prime}\right), \cdots, g_{2 m}\left(a_{p}, a_{p}^{\prime}\right)\right)
\end{aligned}
$$

of the system of equations

$$
\begin{equation*}
f_{k}\left(a_{p}, s_{p}\right)=a_{k}^{\prime} \quad(k=1,2, \cdots, 2 m-1 ; p=1, \cdots, m-1, m+1, \cdots, 2 m), \tag{5.49}
\end{equation*}
$$ such that $g_{1}, g_{2}, \cdots, g_{m-1}, g_{m+1}, \cdots, g_{2 m}$ are holomorphic in the domain (5.48) and

$$
g_{k}\left(a_{p}, 0\right)=0 \quad(k=1, \cdots, m-1, m+1, \cdots, 2 m)
$$

Proof. It holds that

$$
\begin{align*}
& \left.\frac{\partial f_{2 h}\left(a_{p}, s_{p}\right)}{\partial s_{k}}\right|_{a_{p}=0, s_{p}=0}=\left.\left(\omega^{-2 h k}-1\right) \frac{1}{C^{*}(a, 0)} \frac{\partial C^{*}\left(a, a_{p}\right)}{\partial a_{k}}\right|_{a_{p}=0}  \tag{5.50}\\
& \left.\frac{\partial f_{2 h+1}\left(a_{p}, s_{p}\right)}{\partial s_{k}}\right|_{a_{p}=0, s_{p}=0}=\left.\omega^{-(2 h+2) k} \cdot C^{*}(a, 0) \frac{\partial C\left(a, a_{p}\right)}{\partial a_{k}}\right|_{a_{p}=0} \\
& \left.\frac{\partial f_{2 m-1}\left(a_{p}, s_{p}\right)}{\partial s_{k}}\right|_{a_{p}=0, s_{p}=0}= \begin{cases}0 & (k \neq m+1), \\
-\omega^{1+a} & (k=m+1) .\end{cases}
\end{align*}
$$

Here we used (4.25), (4.26), and (4.24).
Now we consider the Jacobian determinant of system (5.49) with respect to $s_{1}, \cdots, s_{m-1}, s_{m+1}, \cdots, s_{2 m}$ at $a_{p}=0, s_{p}=0$.

$$
V=\operatorname{det}\left(\frac{\partial f_{k}}{\partial s_{p}}\right)_{a_{p}=0, s_{p}=0}
$$

$$
=\left|\begin{array}{ccccc} 
& \frac{\partial f_{2 h+2}}{\partial s_{k}} & \vdots & & \frac{\partial f_{2 h+2}}{\partial s_{k+m+1}} \\
& & 0 & \\
0 & \cdots & 0 & \frac{\partial f_{2 m-1}}{\partial s_{m+1}} & 0 \\
& \cdots & 0 \\
& \frac{\partial f_{2 h+1}}{\partial s_{k}} & \vdots & \frac{\partial f_{2 h+1}}{\partial s_{k+m+1}} &
\end{array}\right|
$$

$$
(h=0,1, \cdots, m-2 ; k=1,2, \cdots, m-1)
$$

$$
=-\omega^{1+a} \cdot\left|\begin{array}{ccccc}
\vdots & & \vdots \\
\cdots & \left(\omega^{-2 j k}-1\right) \frac{1}{C^{*}} \frac{\partial C^{*}}{\partial a_{k}} & \cdots & \left(\omega^{-2 j k}-1\right) \frac{1}{C^{*}} \frac{\partial C^{*}}{\partial a_{k+m+1}} & \cdots \\
\vdots & & \vdots \\
\cdots & \omega^{-2 j k} \cdot C^{*} \frac{\partial C}{\partial a_{k}} & \cdots & \omega^{-2 j k} \cdot C^{*} \frac{\partial C}{\partial a_{k+m+1}} & \cdots
\end{array}\right|
$$

$$
(j, k=1,2, \cdots, m-1)
$$

$$
=-\omega^{1+a} \cdot\left|\begin{array}{cc}
V_{1} & 0 \\
0 & V_{2}
\end{array}\right|
$$

$$
\left.\left\lvert\, \begin{array}{llll}
\ddots & &  \tag{5.53}\\
\frac{\partial C^{*}}{\partial a_{k}} \cdot \ddots & & \frac{\partial C^{*}}{\partial a_{k+m+1}} & \\
\ddots & & \\
\frac{\partial C}{\partial a_{k}} & & \ddots & \frac{\partial C}{\partial a_{k+m+1}} \\
& & \ddots
\end{array}\right.\right\} \quad m-1
$$

where $V_{1}$ and $V_{2}$ are the $(m-1)$-by- $(m-1)$ matrices whose components are $\omega^{-2 j k}-1$ and $\omega^{-2 j k}(j, k=1,2, \cdots, m-1)$.

Hence we get

$$
V=\frac{1}{2} \cdot\left|V_{1}\right| \cdot\left|V_{2}\right| \cdot \prod_{k=1}^{m-1}\left|\begin{array}{ll}
\frac{\partial C^{*}}{\partial a_{k}} & \frac{\partial C^{*}}{\partial a_{k+m+1}}  \tag{5.54}\\
\frac{\partial C}{\partial a_{k}} & \frac{\partial C}{\partial a_{k+m+1}}
\end{array}\right|
$$

Note that

$$
\begin{aligned}
\left|V_{1}\right|= & \left|\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\omega^{-2} & \omega^{-4} & \cdots & \omega^{-2(m-1)} \\
\omega^{-4} & \omega^{-8} & \cdots & \omega^{-4(m-1)} \\
\vdots & \vdots & & \vdots \\
\omega^{-2(m-2)} & \omega^{-4(m-2)} & \cdots & \omega^{-2(m-2)(m-1)}
\end{array}\right| \\
& \left|\begin{array}{ccc}
\omega^{-2}-1 & & \\
& \omega^{-4}-1 & \\
& & \ddots \\
\omega^{-2(m-1)}-1
\end{array}\right| \neq 0 .
\end{aligned}
$$

Therefore, by virtue of (4.27), the Jacobian determinant $V$ is different from zero. Thus we have proved this lemma.

Now we apply this lemma to (5.45)-(5.47). If we put

$$
a_{k}^{\prime}(\varepsilon): \approx 0 \quad \text { in the sector } S_{l} \cap S_{j}
$$

we can obtain from Lemma 5.7 that

$$
s=g\left(a_{p}, a_{p}^{\prime}\right)=O\left(\left|a_{p}^{\prime}\right|\right)
$$

That is

$$
\begin{aligned}
&\left|\delta_{k}^{l}(\varepsilon)-\delta_{k}^{j}(\varepsilon)\right| \leqq H \cdot \exp \left[-2 r^{m+1} /(m+1)|\varepsilon|\right] \quad \text { in } S_{l} \cap S_{j} \\
&(k=1, \cdots, m-1, m+1, \cdots, 2 m)
\end{aligned}
$$

for some positive number $H$, where $r-r^{\prime}$ is a sufficiently small positive number.
Therefore, thanks to Theorem 5.1, we can obtain

$$
\left|\delta_{k}^{j}(\varepsilon)\right| \leqq H_{j, k} \cdot \exp \left[-2 r^{m+1} /(m+1)|\varepsilon|\right] \quad \text { for } \varepsilon \in S_{j}
$$

where $H_{j, k}$ are positive numbers.
6. Proof of the main theorem. In this section, as an application of Theorem 1.3, we will prove the main theorem. Let $S_{j}$ be sectors in Theorem 1.3. Furthermore, for simplicity, we assume that $m+1$ is even.

To prove the main theorem we need the following lemmas which were proved by Lin [3]. We state them here.

Lemma 6.1. Let $f_{j}(\varepsilon)$ be holomorphic in $S_{j} \cap S_{j+1}$ and asymptotically 1 as $\varepsilon$ tends to zero in $S_{j} \cap S_{j+1}$.

Then there exist functions $g_{j}(\varepsilon)$ in $S_{j}$ that are, respectively, holomorphic in $S_{j}$ and asymptotically 1 as $\varepsilon$ tends to zero in $S_{j}$ such that

$$
f_{j}(\varepsilon)=g_{j+1}(\varepsilon) / g_{j}(\varepsilon) \quad(j=1,2, \cdots, \nu-1) \quad \text { in } S_{j} \cap S_{j+1} .
$$

We are now in a position to prove the main theorem, Theorem 1.1.
Case I. $x>0$. The transformation

$$
\begin{equation*}
u=y \cdot \exp \left[-x^{m+1} /(m+1)|\varepsilon|\right] \tag{6.1}
\end{equation*}
$$

changes the formally transformed equation (3.7) into

$$
\begin{equation*}
\varepsilon y^{\prime \prime}-2 x^{m} y^{\prime}-\left\{\sum_{r=0}^{2 m-1} a_{r}(\varepsilon) x^{r}+m x^{m-1}\right\} y=0 \tag{6.2}
\end{equation*}
$$

If the differential equation (2.10) satisfies the Matkowsky condition, then, by manipulating the transformations, we can show that the differential equation (6.2) satisfies the Matkowsky condition. So (6.2) has a formal power series solution

$$
\begin{equation*}
y(x, \varepsilon)=\sum_{n=0}^{\infty} y_{n}(x) \varepsilon^{n} . \tag{6.3}
\end{equation*}
$$

Therefore, (3.7) has a formal solution of the form

$$
\begin{equation*}
\exp \left[-x^{m+1} /(m+1) \varepsilon\right] \cdot \sum_{n=0}^{\infty} y_{n}(x) \varepsilon^{n}, \tag{6.4}
\end{equation*}
$$

which is subdominant on the positive real axis.
On the other hand, it follows from (4.2) that (3.7) has two independent solutions $y_{0}\left(x \varepsilon^{-1 /(m+1)}, b, b_{p}\right)$ and $y_{1}\left(x \varepsilon^{-1 /(m+1)}, b, b_{p}\right)$. Since $y_{0}$ is subdominant and $y_{1}$ is dominant on the positive real axis, there exists $c(\varepsilon)$, which does not depend on $x$, such that

$$
\begin{equation*}
\sum_{n=0}^{\infty} y_{n}(x) \varepsilon^{n}=c(\varepsilon) \cdot y_{0}\left(x \varepsilon^{-1 /(m+1)}, b, b_{p}\right) \exp \left[\frac{x^{m+1}}{(m+1) \varepsilon}\right] . \tag{6.5}
\end{equation*}
$$

We can choose $S_{j}$ such that the sector $S_{j}$ contains $\arg \varepsilon=0$. Set

$$
\begin{equation*}
y^{\#}(x, \varepsilon)=y_{0}\left(x \varepsilon^{-1 /(m+1)}, b, b_{p}+\delta_{p}^{j}\right) \exp \left[x^{m+1} /(m+1) \varepsilon\right] . \tag{6.6}
\end{equation*}
$$

Note that (5.16) and

$$
\begin{align*}
& \left|\left\{y_{k}\left(z, b, b_{p}+\delta_{p}\right)-y_{k}\left(z, b, b_{p}\right)\right\} \exp \left\{(-1)^{k} E\left(z, b_{p}\right)\right\}\right| \\
& \quad \leqq K|\varepsilon|^{q} \cdot \sum_{p=1}^{2 m}\left|\delta_{p}(\varepsilon)\right| \tag{6.7}
\end{align*}
$$

$$
(k=0,1, \cdots, 2 m+1),
$$

where $K$ is a positive number and $q$ is some real number (see Sibuya [9, Lemma 3.1]). It follows that

$$
\begin{align*}
& \frac{x^{m+1}}{(m+1) \varepsilon}-E\left(x \varepsilon^{-1 /(m+1)}, b_{p}(\varepsilon)\right) \\
& \quad=\sum_{k=1}^{m} \frac{\alpha_{k}\left(b, b_{p}\right)}{m+1-k} x^{m+1-k} \varepsilon^{-(m+1-k) /(m+1)} \tag{6.8}
\end{align*}
$$

remains bounded as $\varepsilon \rightarrow 0$. Here we used

$$
\begin{aligned}
\alpha_{h}\left(b, b_{p}\right)=O\left(b_{h}(\varepsilon)\right)=O\left(\mu^{2 h-(2 m+2)}\right) & =O\left(\varepsilon^{1-h /(m+1)}\right) \\
& (h=2, \cdots, m), \quad \alpha_{1}\left(b, b_{p}\right)=0 .
\end{aligned}
$$

So we get from (6.5) and (6.6) that

$$
\begin{aligned}
& c(\varepsilon) y^{\not \#}(x, \varepsilon)-\sum_{n=0}^{\infty} y_{n}(x) \varepsilon^{n} \\
& \quad=c(\varepsilon)\left\{y_{0}\left(z, b, b_{p}+\delta_{p}^{j}\right)-y_{0}\left(z, b, b_{p}\right)\right\} \exp \left\{E\left(z, b_{p}\right\}\right. \\
& \quad \cdot \exp \left[x^{m+1} /(m+1) \varepsilon-E\left(z, b_{p}\right)\right] \\
& \quad=O\left(\delta_{p}^{j}(\varepsilon)\right) \simeq 0
\end{aligned}
$$

as $\varepsilon \rightarrow+0$ uniformly on $x>0$. We have shown that the actual solution $c(\varepsilon) y^{\#}(x, \varepsilon)$ tends to the formal solution $\sum y_{n}(x) \varepsilon^{n}$ as $\varepsilon \rightarrow 0$ on the positive real axis $x>0$.

Case II. $x<0$. We consider the asymptotic behavior of $c(\varepsilon) y^{\#}(x, \varepsilon)$ on the negative real axis $x<0$, by using the connection formulas for $y_{k}\left(z, b, b_{p}\right)$ and $y_{k}\left(z, b, b_{p}+\delta_{p}\right)$.

Let us put

$$
\begin{aligned}
& y^{\# \#}(x, \varepsilon)=y_{1}\left(z, b, b_{p}\right) \exp \left[x^{m+1} /(m+1) \varepsilon\right], \\
& Y^{\#}(x, \varepsilon)=\left(\begin{array}{cc}
y^{\#}(x, \varepsilon) & y^{\# \#}(x, \varepsilon) \\
\frac{d}{d x} y^{\#}(x, \varepsilon)+x^{m} \varepsilon^{-1} y^{\#}(x, \varepsilon) & \frac{d}{d x} y^{\# \#}(x, \varepsilon)+x^{m} \varepsilon^{-1} y^{\# \#}(x, \varepsilon)
\end{array}\right) \\
& C(\varepsilon)=\binom{c(\varepsilon)}{0} .
\end{aligned}
$$

So we have

$$
\begin{align*}
Y^{\#}(x, \varepsilon) C(\varepsilon)= & \Phi_{j, 0}(x, \varepsilon) \exp \left[x^{m+1} /(m+1) \varepsilon\right] \cdot I_{2} \cdot C(\varepsilon) \\
= & \Phi_{j, m+1}(x, \varepsilon) \cdot \prod_{h=0}^{m} \Gamma\left(b, b_{p}(\varepsilon)+\delta_{p}^{j}(\varepsilon)\right)  \tag{6.9}\\
& \cdot \exp \left[\frac{x^{m+1}}{(m+1) \varepsilon}\right] \cdot I_{2} \cdot C(\varepsilon) .
\end{align*}
$$

Similarly, putting

$$
\begin{aligned}
y^{*}(x, \varepsilon) & =y_{0}\left(z, b, b_{p}(\varepsilon)\right) \exp \left[x^{m+1} /(m+1) \varepsilon\right] \\
& =c(\varepsilon)^{-1} \cdot \sum_{n=0}^{\infty} y_{n}(x) \varepsilon^{n} \\
y^{* *}(x, \varepsilon) & =y_{1}\left(z, b, b_{p}(\varepsilon)\right) \exp \left[x^{m+1} /(m+1) \varepsilon\right], \\
Y^{*}(x, \varepsilon) & =\left(\begin{array}{cc}
\frac{d}{d x} y^{*}(x, \varepsilon)+x^{m} \varepsilon^{-1} y^{*}(x, \varepsilon) & \frac{d}{d x} y^{* *}(x, \varepsilon)+x^{m} \varepsilon^{-1} y^{* *}(x, \varepsilon)
\end{array}\right)
\end{aligned}
$$

we get

$$
\begin{align*}
Y^{*}(x, \varepsilon) C(\varepsilon) & =\tilde{\Phi}_{0}(x, \varepsilon) \cdot \exp \left[x^{m+1} /(m+1) \varepsilon\right] \cdot I_{2} \cdot C(\varepsilon) \\
& =\tilde{\Phi}_{m+1}(x, \varepsilon) \cdot \prod_{h=0}^{m} \Gamma\left(b, b_{p}(\varepsilon)\right) \cdot \exp \left[\frac{x^{m+1}}{(m+1) \varepsilon}\right] \cdot I_{2} \cdot C(\varepsilon), \tag{6.10}
\end{align*}
$$

where

$$
\tilde{\Phi}_{h}(x, \varepsilon)=\Lambda(\varepsilon) \Psi\left(x \varepsilon^{-1 /(m+1) \varepsilon}, b, b_{p}\right) \quad(h=0,1, \cdots, 2 m+1),
$$

which is a fundamental matrix solution of (3.4). Note that $\Phi_{m+1}(x, \varepsilon)$ and $\tilde{\Phi}_{m+1}(x, \varepsilon)$ are asymptotically known on the negative real axis $\arg x=\pi$.

If we put

$$
\prod_{h=0}^{m} \Gamma\left(b, b_{p}(\varepsilon)\right)=\left(\begin{array}{ll}
A_{11}\left(b_{p}\right) & A_{12}\left(b_{p}\right)  \tag{6.11}\\
A_{21}\left(b_{p}\right) & A_{22}\left(b_{p}\right)
\end{array}\right)
$$

we can obtain from (6.10) that

$$
\begin{align*}
\sum_{n=0}^{\infty} y_{n}(x) \varepsilon^{n}= & c(\varepsilon) y^{*}(x, \varepsilon) \\
= & c(\varepsilon)\left\{A_{11}\left(b_{p}\right) y_{m+1}\left(z, b, b_{p}\right)+A_{21}\left(b_{p}\right) y_{m+2}\left(z, b, b_{p}\right)\right\}  \tag{6.12}\\
& \cdot \exp \left[x^{m+1} /(m+1) \varepsilon\right]
\end{align*}
$$

On the other hand, we have from (6.9) that

$$
\begin{align*}
c(\varepsilon) y^{\#}(x, \varepsilon)=c(\varepsilon)\{ & A_{11}\left(b_{p}+\delta_{p}^{j}\right) y_{m+1}\left(z, b, b_{p}+\delta_{p}^{j}\right) \\
& \left.+A_{21}\left(b_{p}+\delta_{p}^{j}\right) y_{m+2}\left(z, b, b_{p}+\delta_{p}^{j}\right)\right\}  \tag{6.13}\\
\cdot & \exp \left[x^{m+1} /(m+1) \varepsilon\right]
\end{align*}
$$

Since $m+1$ is even, it follows from (6.12) that

$$
A_{21}\left(b_{p}\right) \cdot \exp \left[2 x^{m+1} /(m+1) \varepsilon\right]
$$

remains bounded as $\varepsilon \rightarrow+0$ on $x<0$. So, as an application of Theorem 1.3, we prove that

$$
A_{21}\left(b_{p}+\delta_{p}^{j}\right) \cdot \exp \left[2 x^{m+1} /(m+1) \varepsilon\right]
$$

remains bounded as $\varepsilon \rightarrow+0$ on $x<0$. To shorten the expressions for the calculation that follows, the notation $a(\varepsilon) \approx ; b(\varepsilon)$ in $S$ will be introduced to indicate that

$$
\{a(\varepsilon)-b(\varepsilon)\} \cdot \exp \left[2 r_{0}^{m+1} /(m+1) \varepsilon\right]
$$

remains bounded, as $\varepsilon \rightarrow 0$ in the sector $S$ for $a, b<r_{0}<r_{1}$ (cf. Definition 5.3). That is

$$
\{a(\varepsilon)-b(\varepsilon)\} \cdot \exp \left[2 r_{0}^{m+1} /(m+1) \cdot \operatorname{Re}(1 / \varepsilon)\right]
$$

remains bounded as $\varepsilon \rightarrow 0$ in $S$.
Noting that

$$
\alpha_{k}\left(b, b_{p}+\delta_{p}^{l+1}\right)-\alpha_{k}\left(b, b_{p}+\delta_{p}^{l}\right) \simeq 0 \quad\left(\varepsilon \rightarrow 0 \text { in } S_{l} \cap S_{l+1}\right),
$$

by the same argument as Lemma 5.2, we can easily obtain

$$
\begin{equation*}
d_{i i}^{h}(\varepsilon) \simeq 1 \quad\left(\varepsilon \rightarrow 0 \text { in } S_{l} \cap S_{l+1}\right), \quad(i=1,2 ; h=0,1, \cdots, 2 m+1), \tag{6.14}
\end{equation*}
$$

$$
\begin{equation*}
d_{12}^{h}(\varepsilon) \cdot \exp \left[\frac{2 x^{m+1}}{(m+1) \varepsilon}\right] \simeq 0, \quad d_{21}^{h}(\varepsilon) \cdot \exp \left[\frac{2 x^{m+1}}{(m+1) \varepsilon}\right] \simeq 0 \tag{6.15}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$ in $S_{l} \cap S_{l+1}$ uniformly in (5.17-h). In (6.15), we consider the cases in which $h=0$ and $h=m+1$. Since $-\pi / 2<\arg \varepsilon<\pi / 2$, it follows from (5.17-0) that $-\pi /(m+$ $1)<\arg x<\pi /(m+1)$. So we can choose values of $x \in D_{1}$ such that $\arg x=0$. Hence we have from (6.15) that

$$
\begin{equation*}
d_{21}^{0}(\varepsilon) \approx ; 0 \quad \text { in } S_{l} \cap S_{l+1} . \tag{6.16}
\end{equation*}
$$

Similarly, in (5.17-( $m+1$ )) we can choose a value $x \in D_{1}$ such that $\arg x=\pi$. Then we get from (6.15) that

$$
\begin{equation*}
d_{21}^{m+1}(\varepsilon) \approx ; 0 \quad \text { in } S_{l} \cap S_{l+1} \tag{6.17}
\end{equation*}
$$

Since

$$
\begin{equation*}
L_{h+1}(\varepsilon) \Gamma_{h}\left(b, b_{p}+\delta_{p}^{l}\right)=\Gamma_{h}\left(b, b_{p}+\delta_{p}^{l+1}\right) L_{h}(\varepsilon), \tag{5.27}
\end{equation*}
$$

we get

$$
L_{m+1}(\varepsilon) \cdot \prod_{h=0}^{m} \Gamma_{h}\left(b \cdot b_{p}+\delta_{p}^{l}\right)=\prod_{h=0}^{m} \Gamma_{h}\left(b, b_{p}+\delta_{p}^{l+1}\right) \cdot L_{0}(\varepsilon) .
$$

That is

$$
\begin{align*}
& \left(\begin{array}{ll}
d_{11}^{m+1}(\varepsilon) & d_{12}^{m+1}(\varepsilon) \\
d_{21}^{m+1}(\varepsilon) & d_{22}^{m+1}(\varepsilon)
\end{array}\right)\left(\begin{array}{ll}
A_{11}\left(b_{p}+\delta_{p}^{l}\right) & A_{12}\left(b_{p}+\delta_{p}^{l}\right) \\
A_{21}\left(b_{p}+\delta_{p}^{l}\right) & A_{22}\left(b_{p}+\delta_{p}^{l}\right)
\end{array}\right)  \tag{6.18}\\
& \quad=\left(\begin{array}{cc}
A_{11}\left(b_{p}+\delta_{p}^{l+1}\right) & A_{12}\left(b_{p}+\delta_{p}^{l+1}\right. \\
A_{21}\left(b_{p}+\delta_{p}^{l+1}\right) & A_{22}\left(b_{p}+\delta_{p}^{l+1}\right)
\end{array}\right)\left(\begin{array}{ll}
d_{11}^{0}(\varepsilon) & d_{12}^{0}(\varepsilon) \\
d_{21}^{0}(\varepsilon) & d_{22}^{0}(\varepsilon)
\end{array}\right) .
\end{align*}
$$

We see from the $(2,1)$-element of the matrix relation (6.18) that

$$
\begin{aligned}
& d_{21}^{m+1}(\varepsilon) \cdot A_{11}\left(b_{p}+\delta_{p}^{l}\right)+d_{22}^{m+1}(\varepsilon) \cdot A_{21}\left(b_{p}+\delta_{p}^{l}\right) \\
& \quad=d_{11}^{0}(\varepsilon) \cdot A_{21}\left(b_{p}+\delta_{p}^{l+1}\right)+d_{21}^{0}(\varepsilon) \cdot A_{22}\left(b_{p}+\delta_{p}^{l+1}\right) .
\end{aligned}
$$

That is

$$
\begin{align*}
& A_{21}\left(b_{p}+\delta_{p}^{l}\right)-A_{21}\left(b_{p}+\delta_{p}^{l+1}\right) \cdot \frac{d_{11}^{0}(\varepsilon)}{d_{22}^{m+1}(\varepsilon)} \\
& \quad=\frac{1}{d_{22}^{m+1}(\varepsilon)}\left[d_{21}^{0}(\varepsilon) \cdot A_{22}\left(b_{p}+\delta_{p}^{l+1}\right)-d_{21}^{m+1}(\varepsilon) \cdot A_{11}\left(b_{p}+\delta_{p}^{l}\right]\right.  \tag{6.19}\\
& \quad \approx ; 0 \text { in } S_{l} \cap S_{l+1} .
\end{align*}
$$

Here we used (6.16) and (6.17). Since

$$
d_{11}^{0}(\varepsilon) / d_{22}^{m+1}(\varepsilon) \simeq 1 \quad\left(\varepsilon \rightarrow 0 \text { in } S_{l}\right)
$$

which follows from (6.14), by virtue of Lemma 6.1 there exist functions $g_{l}(\varepsilon)$ ( $l=$ $1,2, \cdots, \nu)$ in $S_{l}$ such that

$$
\begin{gather*}
g_{l}(\varepsilon) \simeq 1 \quad\left(\varepsilon \rightarrow 0 \text { in } S_{l}\right)  \tag{6.20}\\
d_{11}^{0}(\varepsilon) / d_{22}^{m+1}(\varepsilon)=g_{l+1}(\varepsilon) / g_{l}(\varepsilon) \quad \text { in } S_{l} \cap S_{l+1} . \tag{6.21}
\end{gather*}
$$

Then (6.19) reduces to

$$
\begin{equation*}
g_{l}(\varepsilon) A_{21}\left(b_{p}+\delta_{p}^{l}\right)-g_{l+1}(\varepsilon) A_{21}\left(b_{p}+\delta_{p}^{l+1}\right) \approx ; 0 \quad \text { in } S_{l} \cap S_{l+1} . \tag{6.22}
\end{equation*}
$$

In § 5 we considered the case in which the domain $D$ is a disk with center at zero. In this section, the domain of $x$ contains a disk with center at zero, although the radius of the disk is small. So we get

$$
\begin{aligned}
& \left|\delta_{p}^{l}(\varepsilon)\right| \leqq H_{1} \cdot \exp \left[-2 r_{2}^{m+1} /(m+1)|\varepsilon|\right] \quad \text { in } S_{l} \\
& \quad(l=1,2, \cdots, \nu ; p=1,2, \cdots, 2 m),
\end{aligned}
$$

for some positive number $H_{1}$.
Let $r_{0}$ be a positive number with $a<r_{0}<r_{1}$ and choose $\omega_{0}$ with $0<\omega_{0}<\pi / 2$ such that $r_{3}^{m+1} \geqq r_{0}^{m+1} \cdot \cos \omega_{0}>0$. Then if $\arg \varepsilon=\omega_{0}$ (or $-\omega_{0}$ ), we get

$$
r_{2}^{m+1} /|\varepsilon| \geqq r_{0}^{m+1} \cdot \operatorname{Re}[1 / \varepsilon] .
$$

Therefore, for some sector that contains the line segment $\arg \varepsilon=\omega_{0}\left(\right.$ or $\left.-\omega_{0}\right)$, say $S_{\nu}$ (or $S_{1}$ ), we have

$$
\left|\delta_{p}^{1}(\varepsilon)\right|,\left|\delta_{p}^{\nu}(\varepsilon)\right| \leqq H_{1} \cdot \exp \left[-2 r_{0}^{m+1} /(m+1) \cdot \operatorname{Re}\left(\frac{1}{\varepsilon}\right)\right], \quad(p=1,2, \cdots, 2 m)
$$

That is

$$
\begin{align*}
& \delta_{p}^{1}(\varepsilon) \approx ; 0 \quad \text { in } \arg \varepsilon=-\omega_{0}  \tag{6.23}\\
& \delta_{p}^{\nu}(\varepsilon) \approx ; 0 \quad \text { in } \arg \varepsilon=\omega_{0} \quad(p=1,2, \cdots, 2 m)
\end{align*}
$$

On the other hand, it holds that

$$
\begin{aligned}
& A_{21}\left(b_{p}+\delta_{p}^{l}\right)-A_{21}\left(b_{p}\right)=O\left(\delta_{p}^{l}(\varepsilon)\right) \\
& A_{21}\left(b_{p}\right) \approx ; 0
\end{aligned}
$$

Putting $l=1, \nu$ and using (6.23) and (6.20), we obtain

$$
\begin{array}{ll}
g_{1}(\varepsilon) \cdot A_{21}\left(b_{p}+\delta_{p}^{1}\right) \approx ; 0 & \text { in } \arg \varepsilon=-\omega_{0} \\
g_{\nu}(\varepsilon) \cdot A_{21}\left(b_{p}+\delta_{p}^{\nu}\right) \approx ; 0 & \text { in } \arg \varepsilon=\omega_{0} . \tag{6.24}
\end{array}
$$

If we put $\phi_{j}(\varepsilon)=g_{j}(\varepsilon) \cdot A_{21}\left(b_{p}(\varepsilon)+\delta_{p}^{j}(\varepsilon)\right)$ and apply Theorem 1.3 to (6.23) and (6.24), we can obtain

$$
g_{j}(\varepsilon) \cdot A_{21}\left(b_{p}(\varepsilon)+\delta_{p}^{j}(\varepsilon)\right) \approx ; 0 \quad \text { in } S_{j} .
$$

That is

$$
\begin{equation*}
A_{21}\left(b_{p}(\varepsilon)+\delta_{p}^{j}(\varepsilon)\right) \approx ; 0 \quad \text { in } S_{j} \quad(j=1,2, \cdots, \nu) \tag{6.25}
\end{equation*}
$$

Here we used (6.20).
Now, by virtue of Cauchy's integral representation theorem, we can prove that

$$
\begin{aligned}
& \left|\left\{A_{21}\left(b_{p}(\varepsilon)+\delta_{p}^{j}(\varepsilon)\right)-A_{21}\left(b_{p}(\varepsilon)\right)\right\} \exp \left[2_{r 0}^{m+1} /(m+1) \varepsilon\right]\right| \\
& \quad \leqq H \cdot \sum_{p=1}^{2 m}\left|\delta_{p}^{j}(\varepsilon)\right|,
\end{aligned}
$$

where $H$ is a positive number (cf. the proof of Lemma 3.1 in [8]).

We now return to (6.12) and (6.13), and use (6.25) and (6.26). Then we get

$$
\begin{aligned}
& c(\varepsilon) y^{\#}(x, \varepsilon)-\sum_{n=0}^{\infty} y_{n}(x) \varepsilon^{n} \\
& =c(\varepsilon)\left[\left\{A_{11}\left(b_{p}+\delta_{p}^{j}\right)-A_{11}\left(b_{p}\right)\right\} y_{m+1}\left(z, b, b_{p}+\delta_{p}^{j}\right)\right. \\
& \left.\quad+A_{11}\left(b_{p}\right)\left\{y_{m+1}\left(z, b, b_{p}+\delta_{p}^{j}\right)-y_{m+1}\left(z, b, b_{p}\right)\right\}\right] \\
& \quad \cdot \exp \left\{+E\left(z, b_{p}\right)\right\} \cdot \exp \left[-E\left(z, b_{p}\right)+x^{m+1} /(m+1) \varepsilon\right] \\
& \quad+c(\varepsilon)\left[\left\{A_{21}\left(b_{p}+\delta_{p}^{j}\right)-A_{21}\left(b_{p}\right)\right\} y_{m+2}\left(z, b, b_{p}+\delta_{p}^{j}\right)\right. \\
& \left.\quad+A_{21}\left(b_{p}\right)\left\{y_{m+2}\left(z, b, b_{p}+\delta_{p}^{j}\right)-y_{m+2}\left(z, b, b_{p}\right)\right\}\right] \\
& \quad \cdot \exp \left\{-E\left(z, b_{p}\right)\right\} \cdot \exp \left[+E\left(z, b_{p}\right)+x^{m+1} /(m+1) \varepsilon\right] \\
& =c(\varepsilon) \cdot O\left(\delta_{p}^{j}(\varepsilon)\right) \cdot y_{m+1}(\cdot, \cdot, \cdot) \exp \left\{E\left(z, b_{p}\right)\right\}+c(\varepsilon) \cdot A_{11}\left(b_{p}\right) \cdot O\left(\delta_{p}^{j}(\varepsilon)\right) \\
& \quad+c(\varepsilon) \cdot O\left(\delta_{p}^{j}(\varepsilon)\right) \cdot y_{m+2}(\cdot, \cdot, \cdot) \exp \left\{-E\left(z, b, b_{p}\right)\right\} \\
& \quad+c(\varepsilon) \cdot A_{21}\left(b_{p}\right) \exp \left[2 x^{m+1} /(m+1) \varepsilon\right] \cdot O\left(\delta_{p}^{j}(\varepsilon)\right) \\
& \simeq 0
\end{aligned}
$$

as $\varepsilon \rightarrow+0$ uniformly on $x<0$.
Thus we have proved that $c(\varepsilon) y^{\#}(x, \varepsilon)$ converges uniformly on a real interval to a nontrivial solution as $\varepsilon$ tends to zero on the positive real axis.
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# REDUCTION TO CANONICAL FORMS AND THE STOKES PHENOMENON IN THE THEORY OF LINEAR DIFFERENCE EQUATIONS* 
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#### Abstract

Previous results concerning the existence of right inverses of linear difference operators on Banach Spaces of holomorphic functions are extended. The Stokes phenomenon is analyzed for a class of very singular linear difference equations.
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Introduction. This paper is concerned with homogeneous linear difference equations of the type

$$
\begin{equation*}
y(s+1)-A(s) y(s)=0, \tag{0.1}
\end{equation*}
$$

where $s$ is a complex variable and $A$ is an $n \times n$ matrix function, meromorphic at $\infty$. More precisely, we shall assume that $A \in \operatorname{Gl}\left(n ; \mathbb{C}\left\{s^{-1}\right\}[s]\right), n \in \mathbb{N}$. We are interested in the global asymptotic properties of solutions of (0.1), i.e., their behaviour as $s \rightarrow \infty$ in an arbitrary direction.

It should be noted here that, in general, solutions of (0.1) are not analytic in a (reduced) neighbourhood of $\infty$. However, it is easily seen from (0.1) that any solution, analytic in a left half plane, can be continued analytically to a region of the form $-U(R)$, where

$$
\begin{equation*}
U(R)=\{s \in \mathbb{C}:|s+x| \geqq R \forall x \geqq 0\}, \quad R>0 . \tag{0.2}
\end{equation*}
$$

Similarly, the relation

$$
y(s)=A(s)^{-1} y(s+1)
$$

implied by ( 0.1 ), shows that any solution, analytic in a right halfplane, can be continued analytically to a region of the form $U(R), R>0$. Therefore, we shall consider the asymptotic behaviour of solutions of ( 0.1 ) in regions of either type.

The usual approach to this kind of problem is the following. First, the existence of fundamental solutions of the equation with a prescribed asymptotic behaviour, in different sectors covering a neighbourhood of $\infty$ is established. Next, the relations between these solutions are studied.

For example, let $Y_{1}$ and $Y_{2}$ be holomorphic fundamental solutions of (0.1), admitting the same asymptotic representation in a left and an upper halfplane, respectively. The connection matrix $P$ is defined by

$$
\begin{equation*}
Y_{1}=Y_{2} P . \tag{0.3}
\end{equation*}
$$

As $Y_{1}(s+1) Y_{1}(s)^{-1}=Y_{2}(s+1) Y_{2}(s)^{-1}=A(s), P$ is a periodic function of period 1 . Obviously, ( 0.3 ) defines the analytic continuation of $Y_{1}$ to an upper halfplane and knowledge of $P$ implies knowledge of the asymptotic behaviour of $Y_{1}$ in this upper half plane.

[^17]The asymptotic representations that play a role in the study of $(0.1)$ are the so-called formal solutions of this equation. It is known that ( 0.1 ) possesses a formal fundamental solution of the form

$$
\hat{Y}(s)=\hat{F}(s) \operatorname{diag}\left\{s^{G_{1}} \exp q_{1}(s), \cdots, s^{G_{m}} \exp q_{m}(s)\right\}
$$

where $\hat{F} \in \operatorname{Gl}\left(n ; \mathbb{C}\left[\left[s^{-1 / p}\right]\right]\left[s^{1 / p}\right]\right)$ for some $p \in \mathbb{N}, m \in \mathbb{N}(m \leqq n), G_{j}$ is a constant matrix and

$$
\begin{equation*}
q_{j}(s)=d_{j} s \log s+\sum_{h=1}^{p} \mu_{j, h} s^{h / p} \tag{0.4}
\end{equation*}
$$

with $d_{j} \in \mathbb{Q}$ and $\mu_{j, h} \in \mathbb{C}$ for each $j \in\{1, \cdots, m\}, h \in\{1, \cdots, p\}$ (cf. [2], [13], [16]). All constants figuring in this representation are uniquely determined by the matrix function $A$, except for $\mu_{j, p}$, which is determined up to a multiple of $2 \pi i$ (this is related to the fact that any matrix solution of ( 0.1 ), when multiplied from the right with a periodic matrix function, remains a solution of (0.1)).

If $d_{i}=d_{j}$ for all $i, j \in\{1, \cdots, m\}$, the numbers

$$
\frac{1}{p} \operatorname{degr}\left(q_{i}-q_{j}\right)
$$

will be called the "levels" of the difference equation. The most difficult case to deal with is when $d_{i} \neq d_{j}$ for at least one pair $(i, j)$ with $i \neq j$. In this case we will say that the "level $1^{+"}$ is present in (0.1). If $d_{i} \neq d_{j}$ for all $i \neq j$, we shall, with a slight abuse of terminology, speak of a difference equation of level $1^{+}$(cf.[4]).

Existence theorems for solutions of homogeneous linear difference equations with a prescribed asymptotic behaviour have been the subject of various studies since the beginning of this century (cf. [1], [3], [5], [7], [12]). The most general result so far is a theorem by Birkhoff and Trjitzinsky (cf. [1]). It states that, in every quadrant $\Gamma$ of the form

$$
\Gamma=\left\{s \in \mathbb{C}: k \frac{\pi}{2} \leqq \arg \left(s-s_{0}\right) \leqq(k+1) \frac{\pi}{2} ;|s| \geqq R\right\}, \quad k \in \mathbb{Z}, \quad s_{0} \in \mathbb{C}, \quad R>0,
$$

there exists a holomorphic fundamental solution of (0.1), represented asymptotically by a given formal fundamental solution as $s \rightarrow \infty$ in $\Gamma$, provided $R$ is sufficiently large. However, the proof of this result contains some inaccuracies and its correctness has been questioned.

In [7] we have derived existence theorems for both linear and nonlinear difference equations using a method developed by Hukuhara, Sibuya, Malgrange and others, for analogous problems in the theory of differential equations (cf. [6], [11], [14], [17]). It is based on the existence of right inverses of linear difference operators on Banach spaces of functions that are holomorphic in suitable ("proper") regions of the complex plane. Later we realized that the class of "proper" regions considered in [7], at least in the presence of level $1^{+}$, was too restricted, and that our results could be easily extended. This is explained in § 2 of the present paper. These generalizations permit us to give a straightforward proof of the theorem of Birkhoff and Trjitzinsky, thereby settling the first half of our problem.

Next, we turn to the second part: the connection problem or Stokes phenomenon, i.e., the change in asymptotic behaviour of solutions of the equation, as they are continued analytically beyond certain "maximal regions." This phenomenon has been studied in [8], under "generic" conditions, and in particular the link with the theory of resurgent functions was explained. It is closely related to the problem of analytic
classification of difference equations, which has been solved by Ecalle in [4]. Nevertheless, the precise nature of the Stokes phenomenon in the most general case of (0.1) has remained somewhat mysterious. The results presented in $\S 2$ also contribute to a better understanding of this phenomenon.

The maximal regions in which a solution of (0.1) may be represented asymptotically by a given formal solution are bounded by curves of the form

$$
\operatorname{Re}\left\{q_{i}(s)-q_{j}(s)\right\}=c, \quad i, j \in\{1, \cdots, m\}, \quad i \neq j
$$

We shall call these curves Stokes curves of level $k$ if $d_{i}=d_{j}$ and $1 / p \operatorname{degr}\left(q_{i}-q_{j}\right)=k$, and Stokes curves of level $1^{+}$if $d_{i} \neq d_{j}$. Due to the infinite number of possible determinations of the $\mu_{j, p}$ in (0.4), there is a countably infinite number of Stokes curves of the levels 1 and $1^{+}$(we do not distinguish between curves that differ only in the value of $c$ ). Whereas two Stokes curves of a level less than or equal to 1 generally have distinct limiting directions, those of level $1^{+}$all have the same limiting directions, viz. those of the positive and negative imaginary axis. This makes the analysis of the Stokes phenomenon more delicate in the presence of the level $1^{+}$than otherwise. In order to distinguish between different solutions, we must take into consideration their behaviour along curves of the type

$$
\operatorname{Re} s(\log s+i \theta)=c, \quad \theta \in \mathbb{R}
$$

Section 4 deals with the Stokes phenomenon of homogeneous linear difference equations of level $1^{+}$. We study the properties of the periodic matrix functions connecting two fundamental solutions of ( 0.1 ) represented asymptotically by the formal fundamental solution in different maximal regions (a method to compute the leading parts of these connection matrices from the asymptotic behaviour of the coefficients of the formal fundamental solution is discussed in [9]).

Throughout this paper, we have restricted ourselves to "classical" asymptotic expansions, just as in [7], however, all statements remain valid (with slight modifications) when these expansions are replaced by asymptotic expansions with suitable Gevrey-type error bounds (cf. also [10]).

## 1. Definitions and notation.

1.1. Classes of holomorphic functions admitting an asymptotic power series representation. In order to describe the asymptotic properties of solutions of (0.1), we introduce families of closed unbounded regions of $\mathbb{C}$, indexed by a parameter $R \in \mathbb{R}^{+}$, which measures the distance to the origin. We define classes of holomorphic functions on these regions, admitting an asymptotic expansion with uniform error bounds.

We shall restrict our attention to subregions of $\mathbb{C} \backslash \mathbb{R}^{-}$. All results obtained for this type of regions can be easily "translated" into analogous statements for corresponding regions in $\mathbb{C} \backslash \mathbb{R}^{+}$, by means of the following equality:

$$
y(s+1)-A(s) y(s)=-A(s)\{\tilde{y}(-s)-\tilde{A}(-s-1) \tilde{y}(-s-1)\}
$$

where $\tilde{A}$ and $\tilde{y}$ are defined by

$$
\tilde{A}(s)=A(-s-1)^{-1}, \quad \tilde{y}(s)=y(-s)
$$

Definition 1.1.1. An asymptotic set $S$ of closed regions is a decreasing set of closed unbounded regions $S(R)$ of the complex plane, defined for all $R>1$, with the property that $d(S(R), 0) \rightarrow \infty$ as $R \rightarrow \infty$.

Definition 1.1.2. Let $I$ be an index set and let $S_{i}=\left\{S_{i}(R), R>1\right\}$ be an asymptotic set of closed regions for all $i \in I$. By $\cup_{i \in I} S_{i}$ and $\cap_{i \in I} S_{i}$ we shall denote
the sets

$$
\left\{\bigcup_{i \in I} S_{i}(R), R>1\right\}, \quad\left\{\bigcap_{i \in I} S_{i}(R), R>1\right\},
$$

respectively. A set of the first type will be called an asymptotic set.
If $I$ is a finite set then $U_{i \in I} S_{i}$ is again an asymptotic set of closed regions. If, in addition, $\bigcap_{i \in I} S_{i}(R) \neq \varnothing$ for all $R>0$, then also $\bigcap_{i \in I} S_{i}$ is an asymptotic set of closed regions.

Definition 1.1.3. Let $S$ be an asymptotic set of closed regions. By $\mathcal{M}(S)$ we shall denote the set of all functions $f$ on $\mathbb{C}$ with the following properties:
(i) There exists a positive number $R$ such that $f$ is continuous on $S(R)$ and holomorphic in int $S(R)$.
(ii) There exist an integer $h_{0}$, a positive integer $p$ and complex numbers $a_{h}, h \in \mathbb{Z}$, such that, for all $N \in \mathbb{N}$,

$$
\sup _{s \in S(R)}\left|s^{N / P}\left\{f(s)-\sum_{h=h_{0}}^{N-1} a_{h} s^{-h / p}\right\}\right|<\infty .
$$

If these conditions are fulfilled we write

$$
\sum_{h=h_{0}}^{\infty} a_{h} s^{-h / p}=\hat{f} \quad \text { and } \quad f \sim \tilde{f}, \quad s \rightarrow \infty, \quad s \in S(R) .
$$

Remark. Different functions that coincide on $S(R)$ for some $R>0$, will be identified. More precisely, a "function" $f$ is to be thought of as a representative of the equivalence class of all functions $g$ with the property that there exists a positive number $R$ such that $g(s)=f(s)$ for all $s \in S(R)$.

Let $I$ be a finite index set and suppose that, for every $i \in I, S_{i}$ is an asymptotic set of closed regions. Then, obviously, $\mathcal{M}\left(\cup_{i \in I} S_{i}\right)$ is contained in $\bigcap_{i \in I} \mathcal{M}\left(S_{i}\right)$. If, in addition, int $\cup_{i \in I} S_{i}(R)=\bigcup_{i \in I}$ int $S_{i}(R)$ for all $R>1$, then it immediately follows that $\mathcal{M}\left(\cup_{i \in I} S_{i}\right)=\bigcap_{i \in I} \mathcal{M}\left(S_{i}\right)$.

Definition 1.1.4. Let $I$ be an index set and, for every $i \in I$, let $S_{i}$ be an asymptotic set of closed regions such that

$$
\text { int } \bigcup_{i \in I} S_{i}(R)=\bigcup_{i \in I} \text { int } S_{i}(R) \quad \text { for all } R>1
$$

Let $S=\bigcup_{i \in I} S_{i}$. By $\mathcal{M}(S)$ we shall denote the set

$$
\mathcal{M}(S)=\bigcap_{i \in I} \mathcal{M}\left(S_{i}\right),
$$

by $\mathscr{A}(S)$ the set of all $f \in \mathscr{M}(S)$ such that

$$
\hat{f} \in \bigcup_{p \in \mathbb{N}} \mathbb{C} \llbracket s^{-1 / p} \rrbracket,
$$

and by $\mathscr{A}_{0}(S)$ the set of $f \in \mathscr{M}(S)$ with the property that $\hat{f}=0$.
In the following definition some particular examples of asymptotic sets are given.
Definition 1.1.5. For all $\alpha_{0}, \beta_{0} \in[-\pi, \pi]$ such that $\alpha_{0}<\beta_{0}$, we define the following asymptotic sets:
(i) The "closed sector" $S\left[\alpha_{0}, \beta_{0}\right]$ defined by

$$
S\left[\alpha_{0}, \beta_{0}\right](R)=\left\{s \in \mathbb{C} \backslash \mathbb{R}^{-}: \alpha_{0} \leqq \arg \left(s+\operatorname{Re}^{i \alpha}\right) \leqq \beta_{0} \text { for all } \alpha \in[-\pi, \pi]\right\} ;
$$

(ii) The "half-open sectors" $S\left[\alpha_{0}, \beta_{0}\right)=\cup_{\alpha_{0}<\beta<\beta_{0}} S\left[\alpha_{0}, \beta\right]$ and $S\left(\alpha_{0}, \beta_{0}\right]=$ $\cup_{\alpha_{0}<\alpha<\beta_{0}} S\left[\alpha, \beta_{0}\right] ;$
(iii) The "open sector" $S\left(\alpha_{0}, \beta_{0}\right)=\bigcup_{\alpha_{0}<\alpha<\beta<\beta_{0}} S[\alpha, \beta]$.

If $S$ is any of the sectors defined in (ii) and (iii), then $\bar{S}$ will denote the closed sector $S\left[\alpha_{0}, \beta_{0}\right]$.
1.2. Canonical forms and formal invariants. We use the following notation:

$$
K=\bigcup_{p \in N} \mathbb{C}\left\{s^{-1 / p}\right\}\left[s^{1 / p}\right], \quad \hat{K}=\bigcup_{p \in \mathbb{N}} \mathbb{C} \llbracket s^{-1 / p} \rrbracket\left[s^{1 / p}\right]
$$

Let $S$ be an asymptotic set. If $A \in \operatorname{End}(n ; \mathcal{M}(S))$ and $F \in \operatorname{Gl}(n ; \mathcal{M}(S))$, or $A \in$ End ( $n ; \hat{K}$ ) and $F \in \mathrm{Gl}(n ; \hat{K})$ we shall denote by $A^{F}$ the matrix function

$$
A^{F}(s)=F(s+1)^{-1} A(s) F(s)
$$

By $\Delta_{A}$ we shall denote the linear difference operator defined by

$$
\Delta_{A} y(s)=y(s+1)-A(s) y(s)
$$

where $y$ belongs to a suitable space of $n$-dimensional vector functions.
Let $A, B \in \mathrm{Gl}(n ; \mathcal{M}(S))$. The difference operators $\Delta_{A}$ and $\Delta_{B}$ are said to be formally equivalent if there exists a matrix function $F \in \mathrm{Gl}(n ; \hat{K})$ with the property that

$$
\hat{A}^{F}=\hat{B}
$$

If $A \in \mathrm{Gl}(n ; \mathcal{M}(S))$ the difference operator $\Delta_{A}$ is known to be formally equivalent to a difference operator $\Delta_{A}$ of the following particular type. The matrix function $\stackrel{c}{A}$ is block diagonal,

$$
\stackrel{c}{A}=\operatorname{diag}\left\{\stackrel{c}{A_{1}}, \cdots, \stackrel{c}{A_{m}}\right\}, \quad m \in \mathbb{N}
$$

with diagonal blocks of the form
$\stackrel{c}{A}_{\boldsymbol{A}_{j}}(s)=\exp \left\{q_{j}(s+1)-q_{j}(s)\right\}(1+1 / s)^{G_{j}}$, where, for $j \in\{1, \cdots, m\}$,

$$
\begin{align*}
& q_{j}(s)=d_{j} s \log s+\sum_{h=1}^{p} \mu_{j, h} s^{h / p}, \quad p \in \mathbb{N}, \quad d_{j} \in \mathbb{Z} / p, \quad \mu_{j, 1}, \cdots, \mu_{j, p} \in \mathbb{C},  \tag{1.2.1}\\
& 0 \leqq \operatorname{Im} \mu_{j, p}<2 \pi, \text { and } \\
& G_{j}=\gamma_{j} I_{n_{j}}+N_{j}, \gamma_{j} \in \mathbb{C}, 0 \leqq \operatorname{Re} \gamma_{j}<1 / p, n_{j} \in \mathbb{N}, N_{j} \text { is a nilpotent } \\
& n_{j} \times n_{j} \text { matrix. }
\end{align*}
$$

The matrix function $\stackrel{c}{A}$ is uniquely determined by $A$ up to permutations of the diagonal blocks. We shall assume that the blocks are arranged in such a way that

$$
d_{i} \leqq d_{j} \quad \text { if } i<j, \quad i, j \in\{1, \cdots, m\} .
$$

Definition 1.2.2. A matrix function $\stackrel{c}{A}$ with the above-mentioned properties will be called a canonical matrix or a canonical form of $A$.

The numbers $d_{j}, \gamma_{j}$, and $\mu_{j, h}(j \in\{1, \cdots, m\}, h \in\{1, \cdots, p\})$ are formal invariants of the difference equation $\Delta_{A} y=0$. They are uniquely determined by the matrix function $A$.

We shall further use the following notation:

$$
\begin{aligned}
& Q=\operatorname{diag}\left\{q_{1} I_{n_{1}}, \cdots, q_{m} I_{n_{m}}\right\}, \\
& Y(s)=e^{Q(s)} s^{G} \quad\left(\text { note that } A(s)=c^{c}(s+1){ }_{Y}^{c}(s)^{-1}\right), \\
& d(A)=\left\{d_{1}, \cdots, d_{m}\right\}, \\
& k(A)=\left\{\operatorname{degr} q_{j}: j \in\{1, \cdots, m\} \text { such that } d_{j}=0\right\} \text { (degr } q_{j} \\
& \quad \text { here is understood to be a rational number not exceeding 1). }
\end{aligned}
$$

Definition 1.2.3. Let $k \in k(A), k \neq 0$. By $\Sigma_{k}(A)$ we shall denote the set of all real numbers $\alpha$ with the property that there is a $j \in\{1, \cdots, m\}$ such that $d_{j}=0$, degr $q_{j}=k$ and

$$
\begin{aligned}
& \alpha=\frac{1}{k}\left(\frac{\pi}{2}-\arg \mu_{j, p k}\right) \quad \text { if } k \neq 1 \\
& \alpha=\frac{\pi}{2}-\arg \left(\mu_{j, p} \bmod 2 \pi i\right) \quad \text { if } k=1
\end{aligned}
$$

Furthermore, we define: $\Sigma_{0}(A)=\varnothing$ and $\Sigma(A)=\bigcup_{k \in k(A)} \Sigma_{k}(A)$.
The elements of $\Sigma(A)$ are comparable to the Stokes directions in the theory of homogeneous linear differential equations.

Definition 1.2.4. By $\theta(A)$ we shall denote the set of all real numbers $\theta$ with the property that there is a $j \in\{1, \cdots, m\}$ such that $d_{j} \neq 0$ and

$$
d_{j} \theta=\operatorname{Im} \mu_{j, p} \bmod 2 \pi
$$

The problem of transforming a given matrix function $A$ into a canonical form $\stackrel{c}{A}$ is equivalent to that of finding a solution of the equation

$$
Y(s+1)=A(s) Y(s) \stackrel{c}{A}(s)^{-1}
$$

in some appropriate set of matrix functions $Y$. By $\sigma(A)$ we shall denote the matrix function corresponding to the linear mapping

$$
Y \rightarrow A Y A^{c}-1
$$

It is easily verified that $\sigma(\stackrel{c}{A})$ is a canonical form of $\sigma(A)$. Hence it follows, for example, that

$$
d(\sigma(A))=\left\{d-d^{\prime}: d, d^{\prime} \in d(A)\right\}
$$

It will often prove convenient to partition other matrices in the same way as a given canonical matrix $\stackrel{c}{A}(\mathrm{cf} .(1.2 .1))$ associated with the particular problem under consideration. If $M$ is an $n \times n$ matrix, the notation $M_{i j}(i, j \in\{1, \cdots, m\})$ will always refer to a block of $M$ in that partition and not to a single matrix element.

## 2. Existence theorems.

2.1. Preliminaries. The following sections are mainly concerned with the existence of right inverses of linear difference operators $\Delta_{A}$ defined on Banach spaces of holomorphic functions of the type described in the definition below.

Definition 2.1.1. Let $r \in \mathbb{R}$ and let $G$ be a closed region of the complex plane. By $B_{r}(G)$ we denote the Banach space of all functions $f$ with the following properties:
(i) $f$ is continuous on $G$ and holomorphic in int $G$;
(ii) $\|f\|_{r} \equiv \sup _{s \in G}\left|s^{r} f(s)\right|<\infty$.

If $S$ is an asymptotic set of closed regions the following two statements are equivalent:
(i) $f \in \mathscr{A}_{0}(S)$;
(ii) There exists a positive number $R$ such that $f \in B_{r}(S(R))$ for all $r \in \mathbb{R}$.

Let $S$ be an asymptotic set of closed regions $S(R)$ with the additional property that $s \in S(R)$ implies $s+1 \in S(R)$ for all $R>1$ and let $A \in \operatorname{Gl}(n ; \mathcal{M}(S))$. It is easily seen that there exists a real number $u$ such that the difference operator $\Delta_{A}$ maps $B_{r}(S(R))^{n}$ into $B_{r-u}(S(R))^{n}$ for all $r \in \mathbb{R}$ and all sufficiently large $R$.

Definition 2.1.2. An asymptotic set of closed regions $S$ is proper for the difference operator $\Delta$ if there exist real numbers $r_{0}$ and $v$, positive numbers $R_{0}$ and $K$, and linear mappings

$$
\Lambda_{r, R}: B_{r}(S(R))^{n} \rightarrow B_{r-v}(S(R))^{n}
$$

defined for all $r \geqq r_{0}$ and all $R \geqq R_{0}$ such that
(i) $\Delta \Lambda_{r, R} f=\Lambda_{r-u, R} \Delta f=f$ for all $f \in B_{r}(S(R))^{n}$,
(ii) $\left\|\Lambda_{r, R} f\right\|_{r-v} \leqq K\|f\|_{r}$,
(iii) If $r^{\prime}>r \geqq r_{0}$, then $\left.\Lambda_{r, R}\right|_{B_{r^{\prime}(S(R))}}=\Lambda_{r^{\prime}, R}$.
2.2. The asymptotic sets $\boldsymbol{S}_{\boldsymbol{\theta}}$. Let $C>0, \theta \in \mathbb{R}$. We shall consider regions of the complex plane bounded by curves of the following type:

$$
\sigma_{C}(\theta)=\left\{s \in \mathbb{C}: \operatorname{Re}\left(s \log s e^{i \theta}\right)=C\right\}
$$

where $\log s$ has the principal value.
We begin by deriving some properties of these curves. First of all, note that a change from $\theta$ to $-\theta$ is equivalent to a reflection of $\sigma_{C}(\theta)$ with respect to the real axis. Therefore, we shall restrict the discussion to nonnegative values of $\theta$.

If $|s|<1$, then $\operatorname{Re} s \log |s|<1 / e$ and, consequently, $\operatorname{Re}\left(s \log s e^{i \theta}\right)<1 / e+\pi+\theta$. From now on we shall always assume that $C$ is so large that $d\left(\sigma_{C}(\theta), 0\right)>1$. We put

$$
\operatorname{Im} s=x, \quad \operatorname{Re} s=\rho
$$

On the set $V=\left\{(x, \rho) \in \mathbb{R}^{2}: x \neq 0\right.$ if $\left.\rho \leqq 0\right\}$ we define a function $F$ by

$$
F(x, \rho)=\rho \log \sqrt{\left(\rho^{2}+x^{2}\right)}-x\{\arg (\rho+i x)+\theta\} .
$$

By assumption, $F(x, \rho)<C$ for all $(x, \rho)$ with the property that $\rho^{2}+x^{2} \leqq 1$. Furthermore, we have

$$
D_{\rho} F(x, \rho)=1+\log \sqrt{\left(\rho^{2}+x^{2}\right)}
$$

Consequently, $D_{\rho} F(x, \rho)>1$ whenever $\rho^{2}+x^{2} \geqq 1$. Hence it follows that, for every $x \in \mathbb{R}$, there is a unique $\rho \in \mathbb{R}$ such that

$$
\begin{equation*}
F(x, \rho)=C . \tag{2.2.1}
\end{equation*}
$$

Indicating this number by $\rho(x)$ and differentiating (2.2.1) with respect to $x$ we obtain

$$
\begin{equation*}
\rho^{\prime}(x)=\{\theta+\arg (\rho(x)+i x)\}\left\{1+\log \sqrt{\left(\rho(x)^{2}+x^{2}\right)}\right\}^{-1}, \quad x \in(-\infty, \infty) . \tag{2.2.2}
\end{equation*}
$$

Obviously, the function $\rho(x) / x \log \sqrt{\left(\rho(x)^{2}+x^{2}\right)}$ is bounded on $|x|>1$ and hence

$$
\begin{equation*}
\rho(x)=O\left(\frac{x}{\log x}\right), \quad|x| \rightarrow \infty \tag{2.2.3}
\end{equation*}
$$

For a more detailed description of the curve $\sigma_{C}(\theta)$ it is convenient to distinguish the following three cases.

Case 1. $0 \leqq \theta<\pi / 2$. The corresponding class of curves (reflected with respect to the imaginary axis) has been studied in [7]. These curves are completely contained in the right halfplane $\rho>0 . \rho(x)$ has an absolute minimum which is attained when $\arg (\rho(x)+i x)=-\theta$. The symmetrical case $(\theta=0)$ is represented in Fig. 1.

Case 2. $\theta=\pi / 2$. In this case $\rho^{\prime}(x)$ is positive for all $x \in \mathbb{R}$, but tends to 0 as $x \rightarrow-\infty$. The curve $\sigma_{C}(\pi / 2)$ is contained in the right halfplane $\rho>0$ and is asymptotic to the negative imaginary axis. It is easily seen that $\rho(x)=O(1 / \log x)$ as $x \rightarrow-\infty$ (see Fig. 2).
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Case 3. $\theta>\pi / 2$. The curves in this class intersect the negative imaginary axis at $x=-C(\theta-\pi / 2)^{-1}$. Furthermore, we have

$$
\arg (\rho(x)+i x)+\theta>0 \quad \text { for all } x \in \mathbb{R}
$$

in this case, as can be seen from the following argument. Suppose that $\arg (\rho(x)+i x)+$ $\theta<0$ for some $x<0$. This would imply that

$$
\rho(x) \log \sqrt{\left(\rho(x)^{2}+x^{2}\right)}=C+x\{\arg (\rho(x)+i x)+\theta\}>0
$$

but this is in contradiction with the fact that $\arg (\rho(x)+i x)<-\theta<-\pi / 2$ and, consequently, $\rho(x)<0$. Hence, by (2.2.2), it follows that $\rho^{\prime}(x)>0$ for all $x \in \mathbb{R}$ (see Fig. 3).

Now let $\theta \in \mathbb{R}$ and $R>1$. By $C(\theta, R)$ we shall denote the value of $C$ such that $d\left(\sigma_{C}(\theta), 0\right)=R$.

Definition 2.2.4. Let $\theta \in \mathbb{R}$. $S$ will denote the asymptotic set of closed regions $\left\{S_{\theta}(R), R>1\right\}$, where

$$
S_{\theta}(R)=\left\{s \in \mathbb{C}: \operatorname{Re}\left(s \log s e^{i \theta}\right) \geqq C(\theta, R)\right\} .
$$

Furthermore, we shall put

$$
S(-\pi, 0]=S_{\infty}, \quad S[0, \pi)=S_{-\infty}, \quad S(0, \pi]=\tilde{S}_{\infty}, \quad S[-\pi, 0)=\tilde{S}_{-\infty}
$$

2.3. Proper asymptotic sets. Let $\theta \in \mathbb{R}$ and $\Delta=\Delta_{A}$, where $A \in \mathrm{Gl}\left(n, \mathcal{M}\left(S_{\theta}\right)\right)$. In order to prove the existence of linear mappings $\Lambda_{r, R}$ defined on the Banach spaces $B_{r}\left(S_{\theta}(R)\right)^{n}$ and possessing the properties mentioned in Definition 2.1.2, we proceed exactly as in [7, § 12]. Thus we obtain the following addition to Proposition 4.12 in [7].

Proposition 2.3.1. Let $S=\cup_{\theta \in[\alpha, \beta]} S_{\theta}$, where $\alpha$ and $\beta$ are real numbers such that $\alpha \leqq \beta$. Let $A \in \mathrm{Gl}(n ; \mathcal{M}(S))$ and assume that
(i) $[\pi / 2-\pi / k,-\pi / 2] \cap \Sigma_{k}(A)=\varnothing$ for all $k \in k(A)$ such that $k \neq 0$;
(ii) $[\alpha, \beta] \cap \theta(A)=\varnothing$.
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Then $S$ is proper for the difference operator $\Delta_{A}$.
The next proposition is concerned with the cases $S=\bar{S}_{\infty}$ and $S=\bar{S}_{-\infty}$ (note that $\bar{S}_{\infty}$ is the set of lower halfplanes $\{s \in \mathbb{C}: \operatorname{Im} s \leqq-R\}, R>1$, whereas $\bar{S}_{-\infty}$ is a set of upper halfplanes). Although it shows some resemblance to Proposition 4.16 in [7], the assumptions made here are much more restrictive and therefore a stronger statement can be made.

Proposition 2.3.2. Let $S=\bar{S}_{\infty}$ or $S=\bar{S}_{-\infty}$ and $A \in \operatorname{Gl}(n ; \mathcal{M}(S))$. Assume that there exists a positive number $\alpha$ less than 1 and a positive number $R_{0}$ such that, for all $s \in S\left(R_{0}\right)$ either of the following inequalities holds:

$$
|A(s)| \leqq \alpha \quad \text { or } \quad\left|A(s)^{-1}\right| \leqq \alpha
$$

Then $S$ is proper for the difference operator $\Delta_{A}$.
Proof. Without loss of generality we may assume that $A$ is continuous on $S\left(R_{0}\right)$ and holomorphic in int $S\left(R_{0}\right)$. For every $R \geqq R_{0}$ and $r \geqq 0$ we define a linear mapping $\Lambda_{r, R}$ by either of the following expressions: for all $f \in B_{r}(S(R))^{n}$,
(i) $\Lambda_{r, R} f(s)=f(s-1)+\sum_{h=1}^{\infty} A(s-1) \cdots A(s-h) f(s-h-1)$ if the first inequality holds, and
(ii) $\Lambda_{r, R} f(s)=-\sum_{h=0}^{\infty} A(s)^{-1} \cdots A(s+h)^{-1} f(s+h)$ if the second inequality holds. Consider the first case. For all $s \in S(R)$ we have

$$
\left|s^{r} \Lambda_{r, R} f(s)\right| \leqq \sum_{h=0}^{\infty} \alpha^{h}\left|\frac{s}{s-h-1}\right|^{r} \sup _{s \in S(R)}\left|s^{r} f(s)\right|
$$

hence

$$
\left\|\Lambda_{r, R} f\right\|_{r} \leqq \sum_{h=0}^{\infty} \alpha^{h}\left(1+\frac{h+1}{R_{0}}\right)^{r}\|f\|_{r}
$$

With the aid of these estimates we readily verify that the mappings $\Lambda_{r, R}$ possess the required properties. The second case can be dealt with analogously.
2.4. Analytic simplification of linear difference operators. Propositions 2.3 .1 and 2.3.2 can be used to derive existence theorems for solutions of nonlinear difference equations, admitting asymptotic power series expansions in appropriate regions of the complex plane. These, in their turn, can be applied to achieve analytic simplification of homogeneous linear difference systems. Thus, for example, the statements made in Theorems 15.16 (concerning a class of nonlinear equations) and 17.13 (on block diagonalization) of [7] can now be extended immediately to all proper asymptotic sets mentioned in Proposition 2.3.1. We shall not explicitly state the generalized versions of these theorems here, but refer the reader to [7].

One immediate consequence of Proposition 2.3.1 is the following theorem.
Theorem 2.4.1. Let $S=\cup_{\theta \in[\alpha, \beta]} S_{\theta}$, where $\alpha$ and $\beta$ are real numbers such that $\alpha \leqq \beta$. Let $A \in \mathrm{Gl}(n ; \mathcal{M}(S))$, let $\stackrel{c}{A}$ be a canonical form of $A$, and let $\Phi \in \mathrm{Gl}(n ; \hat{K})$ such that $A^{\Phi}=\stackrel{c}{A}$. Furthermore, assume that
(i) $[\pi / 2-\pi / k, \pi / 2] \cap \Sigma_{k}(\sigma(A))=\varnothing$ for all $k \in k(\sigma(A))$ such that $k \neq 0$;
(ii) $[\alpha, \beta] \cap \theta(\sigma(A))=\varnothing$.

Then there exists a unique matrix function $F \in \mathrm{Gl}(n ; \mathcal{M}(S))$ such that $\hat{F}=\Phi$ and $A^{F}=\stackrel{c}{A}$.
With the aid of the above-mentioned extension of Theorem 17.13 in [7] the following result is obtained.

Theorem 2.4.2. Let $A \in \operatorname{Gl}(n ; \mathcal{M}(S(-\pi, \pi)))$ and let $\stackrel{c}{A}$ be a canonical form of $A$.
(i) If $-\pi / 2 \notin \Sigma(\sigma(A))$ there exists a matrix function $F \in \mathrm{Gl}(n ; \mathcal{M}(S[-\pi / 2, \pi / 2)))$ such that $A^{F}=\stackrel{c}{A}$.
(ii) If $\pi / 2 \notin \Sigma(\sigma(A))$ there exists a matrix function $F \in \mathrm{Gl}(n ; \mathcal{M}(S(-\pi / 2, \pi / 2]))$ such that $A^{F}=\stackrel{c}{A}$.

Remark. The condition $A \in \mathrm{Gl}(n ; \mathcal{M}(S(-\pi, \pi)))$ may be replaced by $A \in$ $\mathrm{Gl}\left(n ; \mathcal{M}\left(S_{\theta}\right)\right)$ for some $\theta$ greater than $\pi / 2$ in case (i) or less than $-\pi / 2$ in case (ii).

The proof of Theorem 2.4.2 is roughly analogous to that of Theorem 18.13 in [7]. The difference with the latter theorem consists in the fact that here the asymptotic expansion of the matrix function $F$ is also valid as $s \rightarrow \infty$ in the direction of the negative (case (i)) or positive (case (ii)) imaginary axis. The asymptotic behaviour of $F$ in the opposite direction can be deduced from the following lemma (by identifying $F$ with a vector solution of the equation $\left.\Delta_{\sigma(A)} y=0\right)$.

Lemma 2.4.3. Let $\theta \in \mathbb{R}$ and $A \in \mathrm{Gl}\left(n ; \mathcal{M}\left(S_{\theta} \cup S[-\pi / 2, \pi / 2]\right)\right)$. Assume that $f$ is a solution of the equation $\Delta_{A} y=0$ with the following properties:
(i) $f$ is continuous on the set $S_{\theta}(R) \cup S[-\pi / 2, \pi / 2](R)$ and holomorphic in its interior, for some $R>0$.
(ii) $f$ grows at most exponentially of order 1 as $s \rightarrow \infty$ in $S_{\theta}(R)$. Then $f$ grows at most exponentially of order 1 as $s \rightarrow \infty$ in $S[-\pi / 2, \pi / 2](R)$ provided $R$ is sufficiently large.

Proof. Let $s \in S[-\pi / 2, \pi / 2](R)$ and suppose that $|\operatorname{Im} s|>e$ and $s \notin S_{\theta}(R)$. Let $n(s)$ be the smallest integer such that $s+n(s) \in S_{\theta}(R)$. Suppose that $R$ is so large that $A^{-1}$ is continuous on the set $S_{\theta}(R) \cup S[-\pi / 2, \pi / 2](R)$ and holomorphic in its interior. Then we have

$$
y(s)=A(s)^{-1} A(s+1)^{-1} \cdots A(s+n(s)-1)^{-1} y(s+n(s)) .
$$

By assumption, there exist positive numbers $c$ and $C$ such that, for all $\zeta \in S_{\theta}(R)$,

$$
|y(\zeta)| \leqq C e^{c|\zeta|}
$$

Moreover, there exist positive constants $d$ and $D$ such that, for all $\zeta \in$ $S_{\theta}(R) \cup S[-\pi / 2, \pi / 2](R)$,

$$
\left|A(\zeta)^{-1}\right| \leqq D|\zeta|^{d} .
$$

Hence it follows that

$$
\begin{equation*}
|y(s)| \leqq C D^{n(s)}|s+n(s)|^{d n(s)} e^{c \mid s+n(s)} . \tag{2.4.4}
\end{equation*}
$$

According to (2.2.3) there exists a positive constant $K$, independent of $s$, such that

$$
\operatorname{Re}(s+n(s)) \leqq K \frac{|\operatorname{Im} s|}{\log |\operatorname{Im} s|}
$$

Since $|\operatorname{Im} s|>e$, this implies that

$$
|s+n(s)| \leqq(K+1)|\operatorname{Im} s| .
$$

Hence

$$
n(s) \log |s+n(s)| \leqq K|\operatorname{Im} s|\{1+\log (K+1)\} .
$$

The proof is completed by inserting the last two estimates into (2.4.4).
The next two theorems are based on Proposition 2.3.2. They can be proved by the familiar method of successive block diagonalizing transformations. The existence (and uniqueness) of these transformations can be deduced from Proposition 2.3.2 in the usual manner.

Theorem 2.4.5. Let $S=\bar{S}_{\infty}$ or $\bar{S}_{-\infty}$, let $A \in \mathrm{Gl}(n ; \mathcal{M}(S))$, and let ${ }^{c}$ be a canonical form of $A$ of the form (1.2.1). Assume that, for all $i, j \in\{1, \cdots, m\}$ such that $i \neq j$ and $d_{i}=d_{j}$,

$$
\operatorname{degr} \operatorname{Re}\left(q_{i}-q_{j}\right)=1
$$

Then there exists a matrix function $F \in \mathrm{Gl}(n ; \mathcal{M}(S))$ such that

$$
A^{F}(s)=\stackrel{c}{A}(s)\left(I_{n}+s^{-r} B(s)\right)
$$

where $r \in \mathbb{Q}, r>1, B \in \operatorname{End}(n ; \mathscr{A}(S))$, and $B=\operatorname{diag}\left\{B_{11}, \cdots, B_{m m}\right\}$. Moreover, this matrix function $F$ is determined uniquely by its asymptotic expansion.

A complete reduction of $A$ to the canonical form in general is possible only if we drop the requirement that the asymptotic expansion of $F$ be valid as $s \rightarrow \infty$ in both horizontal directions. The following theorem will be needed in $\S 4$.

Theorem 2.4.6. Let $S \in\left\{S_{\infty}, S_{-\infty}, \tilde{S}_{\infty}, \tilde{S}_{-\infty}\right\}$. Let $A \in \mathrm{Gl}(n ; \mathcal{M}(\bar{S}))$ and let $\stackrel{c}{A}$ be $a$ canonical form of $A$. Assume that the conditions of Theorem 2.4.5 are satisfied. For every $\Phi \in \mathrm{Gl}(n ; \hat{K})$ such that $A^{\Phi}=\stackrel{c}{A}$, there exists a unique matrix function $F \in \mathrm{Gl}(n ; \mathcal{M} .(S))$ with the following properties:
(i) $A^{F}=\stackrel{c}{A}$ and $\hat{F}=\Phi$;
(ii) There exist positive numbers $k$ and $R$ such that both $F(s)=O\left(s^{k}\right)$ and $F(s)^{-1}=$ $O\left(s^{k}\right), s \rightarrow \infty, s \in \bar{S}(R)$.

Remark. If $A$ is upper or lower block triangular in the usual partition, then the same is true of $F$.
3. A result of Birkhoff and Trjitzinsky. Let $A \in \mathrm{Gl}\left(n ; \mathbb{C}\left\{s^{-1}\right\}[s]\right)$, or, more generally, $A \in \mathrm{Gl}(n ; K)$, and let $\stackrel{c}{A}$ be a canonical form of $A$. As we mentioned in $\S 1.2$, there exists a matrix function $\Phi \in \mathrm{Gl}(n ; \hat{K})$ with the property that

$$
A^{\Phi}=\stackrel{c}{A}
$$

This section deals with the following problem.
If $\alpha$ is any direction in the complex plane, does there exist a matrix function $F$, analytic in a sector containing a half-line with direction $\alpha$, such that

$$
A^{F}=\stackrel{c}{A} \quad \text { and } \quad \hat{F}=\Phi ?
$$

So far we have been able to answer this question in the affirmative for all directions except those of the positive and negative imaginary axis. In order to include the latter directions we had to impose a rather mild condition, viz. that either $d(\sigma(A))=\{0\}$, or else that 0 or $\pi$ or both $-\pi / 2$ and $\pi / 2$ do not belong to $\Sigma(\sigma(A))$ (cf. Theorem 2.4.2 above and Theorem 18.18 in [7]). It is the purpose of this section to remove this last restrictive condition.

Definition 3.1. A quadrant $\Gamma$ is an asymptotic set of closed regions $\Gamma(R)(R>1)$ of the following type:

$$
\Gamma(R)=\left\{s \in \mathbb{C}: \alpha \leqq \arg \left(s-s_{0}\right) \leqq \alpha+\frac{\pi}{2},|s| \geqq R\right\}
$$

where $s_{0} \in \mathbb{C}, \alpha=l(\pi / 2), l \in \mathbb{Z}$.
Theorem 3.2. Let $A \in \mathrm{Gl}(n ; K)$ and let $\stackrel{c}{A}$ be a canonical form of $A$. Let $\Gamma$ be any quadrant. There exists a matrix function $F \in \mathrm{Gl}(n ; \mathcal{M}(\Gamma))$ such that

$$
A^{F}=\stackrel{c}{A}
$$

As a matter of fact this theorem was proved by Birkhoff and Trjitzinsky in [1]. Unfortunately, their methods are not very transparent and the argument is very hard
to follow. Here we have tried to remedy certain inaccuracies contained in this paper and have sketched a considerably simplified version of their proof.

We shall consider the case that $\alpha=-\pi / 2$. All other cases can be proved analogously.

The proof consists of two steps. The first step is to carry the matrix function $A$ into a block-triangular form by a suitable transformation. In the paper by Birkhoff and Trjitzinsky this is achieved by a rather particular method which has been exposed in earlier papers by Birkhoff alone. It is quite different from the one we used in [7], but the results are essentially the same. These can be stated as follows (cf. Lemma 9 of [1]).

Proposition 3.3. Let $\hat{S}_{0}=S(-\pi, \pi)$ and $A \in \mathrm{Gl}\left(n ; \mathcal{M}\left(\hat{S}_{0}\right)\right)$. Let ${ }^{c}$ be a canonical form of $A$. There exists a matrix function $F_{1} \in \mathrm{Gl}\left(n ; \mathcal{M}\left(\hat{S}_{0}\right)\right)$ such that

$$
\boldsymbol{A}^{F_{1}}=\stackrel{c}{\boldsymbol{A}}\left(I_{n}+s^{-r} \boldsymbol{B}(s)\right),
$$

where $r>1, B \in \operatorname{End}\left(n ; \mathscr{A}\left(\hat{S}_{0}\right)\right)$ and $B_{i j} \equiv 0$ if $i>j, i, j \in\{1, \cdots, m\}$.
For the proof of this proposition we refer the reader to Proposition 18.15 of [7].
The second and more delicate step is the final transformation of $A^{F_{1}}$ into $\stackrel{c}{A}$. Put $A^{F_{1}}=A_{1}$. We now search a matrix function $F \in \mathrm{Gl}(n ; \mathscr{A}(\Gamma))$ with the following properties:
(i) $A_{1}^{F}=\stackrel{c}{A}$;
(ii) $F_{i j} \equiv 0$ if $i>j, i, j \in\{1, \cdots, m\}$.

If $j \in\{1, \cdots, m\}$ and $i \leqq j$, the block $F_{i j}$ must satisfy the following inhomogeneous difference equation:

For every $j>1$ there are $j$ equations that we can solve successively, beginning with $F_{j j}$, then $F_{j-1 j}$, etc. First, let us suppose that $d_{i}=d_{j}$ for some $i<j$. As $d_{l} \leqq d_{j}$ for all $l<j$, it follows that $d_{l}=d_{j}$ for all $l$ such that $i \leqq l \leqq j$.

Lemma 3.5. Let $i \leqq j$ and assume that $d_{i}=d_{j}$. Then there exists a number $\varepsilon \in(0, \pi / 2)$ and, for everyl such that $i \leqq l \leqq j$, a matrix function $F_{l j} \in \operatorname{Hom}\left(\mathscr{A}\left(\hat{S}_{\varepsilon}\right)^{n_{j}}, \mathscr{A}\left(\hat{S}_{\varepsilon}\right)^{n_{l}}\right)$, where $\hat{S}_{\varepsilon}=S(-\pi+\varepsilon, \varepsilon)$, satisfying (3.4) with i replaced by $l$.

The statement above can easily be deduced from Theorem 15.1 of [7] by means of induction on $j-l$. If $d_{i}=d_{j}$ for all $i, j \in\{1, \cdots, m\}$ the assertion of Theorem 3.2 follows immediately. Now suppose that $d_{i}<d_{j}$ for some $j \in\{1, \cdots, m\}$ and some $i<j$. Consequently, $d_{l}<d_{j}$ for all $l \leqq i$. In that case the proof is completed by repeated application of Lemma 3.7 below.

Definition 3.6. Let $\theta, x_{0} \in \mathbb{R}$. By $\Gamma_{\theta, x_{0}}$ we shall denote the asymptotic set of closed regions $\Gamma_{\theta, x_{0}}(R)(R>1)$ defined by

$$
\Gamma_{\theta, x_{0}}(R)=\left\{s \in S_{\theta}(R): \operatorname{Im} s \leqq x_{0}\right\} .
$$

Lemma 3.7. Let $\theta, x_{0} \in \mathbb{R}, B \in \operatorname{End}\left(n ; \mathscr{A}\left(\Gamma_{\theta, x_{0}}\right)\right)$, and $h \in\left(\mathscr{A}\left(\Gamma_{\theta, x_{0}}\right)\right)^{n}$. Let

$$
A(s)=\exp \{q(s+1)-q(s)\}\left(I_{n}+s^{-1} B(s)\right),
$$

where $q(s)=d s \log s+\sum_{h=1}^{p} \mu_{h} s^{h / p}, p \in \mathbb{N}, d \in \mathbb{Z} / p, \mu_{h} \in \mathbb{C}$ for all $h \in\{1, \cdots, p\}$. Suppose that $d<0$ and $d \theta \neq \operatorname{Im} \mu_{p} \bmod 2 \pi$. Then the equation

$$
\begin{equation*}
\Delta_{A} y=h \tag{3.8}
\end{equation*}
$$

possesses a solution $y \in \bigcap_{x<x_{0}} \mathscr{A}\left(\Gamma_{\theta, x}\right)^{n}$.

Proof. The homogeneous equation $\Delta_{A} y=0$ possesses a fundamental matrix $Y$ of the form

$$
Y(s)=Z(s) s^{G} e^{q(s)}
$$

where $G$ is a constant matrix and $Z \in \mathrm{Gl}\left(n ; \mathscr{A}\left(\Gamma_{\theta, x_{0}}\right)\right)$. Since, by assumption, $\theta \neq 1 / d$ ( $\operatorname{Im} \mu_{p} \bmod 2 \pi$ ) and as $\mu_{p}$ obviously is determined modulo $2 \pi i$ by $A$, we may assume that

$$
d \theta<\operatorname{Im} \mu_{p}<d \theta+2 \pi
$$

Let $R$ be a positive number such that $Z$ is holomorphic in int $\Gamma_{\theta, x_{0}}(R)$ and represented asymptotically by $\hat{Z}$ as $s \rightarrow \infty$ in $\Gamma_{\theta, x_{0}}(R)$. Let $s_{0}$ denote the point on the boundary of $S_{\theta}(R)$ with the property that $\operatorname{Im} s_{0}=x_{0}$. Consider the linear mapping $\Lambda$ of $B_{0}\left(\Gamma_{\theta, x_{0}}(R)\right)$ (cf. Definition 2.1.1) defined by the following formula:

$$
\Lambda f(s)=Y(s) \int_{C(s)} d \zeta \frac{Y(\zeta+1)^{-1} f(\zeta)}{1-\exp \{2 \pi i(s-\zeta)\}}+A(s)^{-1} f(s)
$$

where $f \in B_{0}\left(\Gamma_{\theta, x_{0}}(R)\right), s \in \Gamma_{\theta, x_{0}}(R)$ such that $\operatorname{Im} s<x_{0}$ and $C(s)$ is a path going from $s_{0}$ to infinity in such a way that it intersects the line $\operatorname{Im} \zeta=\operatorname{Im} s$ exactly once, in a point between $s$ and $s+1$.

It can easily be verified that the vector function $\Lambda h$ is a solution of the equation (3.8). In order to prove that it has the desired asymptotic properties, we shall show that, for all $r>0$ and all $x<x_{0}, \Lambda$ maps the Banach space $B_{r}\left(\Gamma_{\theta, x_{0}}(R)\right)$ into $B_{r+v}\left(\Gamma_{\theta, x}(R)\right)$, where $v$ is some fixed real number.

For all $s \in \Gamma_{\theta, x_{0}}(R)$ let $s^{\prime}$ denote the point on the boundary of $\Gamma_{\theta, x_{0}}$ with the property that

$$
\operatorname{Re}\left(s^{\prime} \log s^{\prime} e^{i \theta}\right)=\operatorname{Re}\left\{\left(s+\frac{1}{2}\right) \log \left(s+\frac{1}{2}\right) e^{i \theta}\right\}
$$

Let $C_{1}(s)$ be the path from $\infty$ to $s^{\prime}$ such that

$$
\operatorname{Re}\left(\zeta \log \zeta e^{i \theta}\right)=\operatorname{Re}\left(s^{\prime} \log s^{\prime} e^{i \theta}\right), \quad \zeta \in C_{1}(s)
$$

and let $C_{2}(s)$ denote the directed line segment from $s^{\prime}$ to $s_{0}$ (see Fig. 4). Let $r>0$, $x<x_{0}$, and $f \in B_{r}\left(\Gamma_{\theta, x}(R)\right)$. Putting

$$
Y(s) \int_{C_{i}(s)} d \zeta \frac{Y(\zeta+1)^{-1} f(\zeta)}{1-\exp \{2 \pi i(s-\zeta)\}}=I_{i}(s), \quad i=1,2
$$

we have

$$
\begin{equation*}
\Lambda f(s)=I_{1}(s)+I_{2}(s)+A(s)^{-1} f(s) . \tag{3.9}
\end{equation*}
$$
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The second term may be written as follows:

$$
\begin{equation*}
I_{2}(s)=Y(s) Y\left(s^{\prime}\right)^{-1} \exp \left\{2 \pi i\left(s^{\prime}-s\right)\right\} \exp \left\{2 \pi i\left(s-s^{\prime}\right)\right\} I_{2}\left(s^{\prime}\right) \tag{3.10}
\end{equation*}
$$

Noting that, for all $s \in \Gamma_{\theta, x}(R)$ and all $\zeta \in C_{2}(s)$,

$$
\left|\frac{\exp \left\{2 \pi i\left(s-s^{\prime}\right)\right\}}{1-\exp \{2 \pi i(s-\zeta)\}}\right|=|\exp \{-2 \pi i(s-\zeta)\}-1|^{-1} \leqq\left[1-\exp \left\{2 \pi\left(x-x_{0}\right)\right\}\right]^{-1}
$$

and taking into account the rapid decrease of $Y(\zeta+1)^{-1}$ along $C_{2}(s)$ we readily verify that

$$
\sup _{s \in \Gamma_{\theta, x}(R)}\left|\left(s^{\prime}\right)^{r+d} \exp \left\{2 \pi i\left(s-s^{\prime}\right)\right\} I_{2}\left(s^{\prime}\right)\right|<\infty
$$

The term $I_{1}(s)$ in (3.9) and the product

$$
Y(s) Y\left(s^{\prime}\right)^{-1} \exp \left\{2 \pi i\left(s^{\prime}-s\right)\right\}
$$

in (3.10) can be dealt with by the methods used in [7, § 12]. Indeed, the integral $I_{1}(s)$ is similar to the one figuring in (12.2) of [7], where the above product can be estimated in much the same way as the integrand of $I_{+}(s)$ defined on p. 71 of [7]. Thus we find that $\Lambda f \in B_{r+d}\left(\Gamma_{\theta, x}(R)\right)$, provided $R$ is sufficiently large. Hence it follows that $\Lambda h \in$ $\mathscr{A}\left(\Gamma_{\theta, x}\right)^{n}$ for all $x<x_{0}$. This concludes the proof of the lemma.

Remark. With the aid of Lemma 3.7 we can prove a slightly stronger statement than the one made in Theorem 3.2, namely, the existence, for all $x \in \mathbb{R}$ and all $\theta \notin \theta(\sigma(A))$, of a matrix function $F \in \mathrm{Gl}\left(n ; \mathcal{M}\left(\Gamma_{\theta, x}\right)\right)$ with the property that $A^{F}=\stackrel{c}{A}$.

## 4. The Stokes phenomenon.

4.1. A preliminary transformation. In the remaining sections we shall determine the "maximal asymptotic sets" for and study the connection between different fundamental matrix solutions of the linear homogeneous difference equation

$$
\begin{equation*}
\Delta_{A} y=0 \tag{4.1.1}
\end{equation*}
$$

where $A \in \mathrm{Gl}\left(n ; \mathbb{C}\left\{s^{-1}\right\}[s]\right)$.
In order to avoid the complications caused by the intermingling of different types of Stokes phenomena (associated with different levels) we shall make the simplifying assumption that the set $d(A)$ defined in 1.2 has $m$ distinct elements.

Let $\stackrel{c}{A}$ be a canonical form of $A$ and let $U$ denote the asymptotic set of closed regions $U(R)(R>1)$, defined by ( 0.2 ). According to Theorem 18.16 in [7] there exists a matrix function $T \in \mathrm{Gl}(n ; \mathcal{M}(U))$ such that

$$
A^{T}(s)=\stackrel{c}{A}(s)\left(I_{n}+s^{-r} B(s)\right),
$$

where $r>1, B \in \operatorname{End}(n ; \mathscr{A}(U))$ and $B_{i j} \equiv 0$ if $i>j, i, j \in\{1, \cdots, m\}$. (Actually, Theorem 18.16 only states the existence of matrix functions $T_{1} \in \mathrm{Gl}\left(n ; \mathcal{M}(S[-\pi, \pi))\right.$ and $T_{2} \in$ $\mathrm{Gl}(n ; \mathcal{M}(S(-\pi, \pi]))$ with analogous properties, but these can be seen to coincide in some sector, provided $\hat{T}_{1}=\hat{T}_{2}$.) Let $S$ be an asymptotic set of closed regions with the property that $S(R) \subset U(R)$ for all $R>1$. In the following sections we shall consider fundamental matrix solutions of (4.1.1) of the form

$$
Y=T F \stackrel{c}{Y}
$$

where $F$ is a solution of the equation

$$
\begin{equation*}
Z(s+1)=A^{T}(s) Z(s) \stackrel{c}{A}(s)^{-1} \tag{4.1.2}
\end{equation*}
$$

with the properties that $F \in \mathrm{Gl}(n ; \mathscr{A}(S)), F(\infty)=I_{n}$, and $F_{i j} \equiv 0$ if $i>j, i, j \in$ $\{1, \cdots, m\}$.
4.2. Connection matrices. Let $G_{1}$ and $G_{2}$ be open regions in $U(1)$ such that $G_{1} \cap G_{2} \neq \varnothing$. Let $F_{1}$ and $F_{2}$ be solutions of (4.1.2), holomorphic in $G_{1}$ and $G_{2}$, respectively.

Definition 4.2.1. The connection matrix of the pair $\left(F_{1}, F_{2}\right)$ is the matrix function $P$ defined by the expression

$$
P=\stackrel{c}{Y}^{-1} F_{1}^{-1} F_{2} \stackrel{c}{Y}
$$

Obviously, $P$ is a periodic matrix function of period 1. If both $F_{1}$ and $F_{2}$ are upper block-triangular in the usual partition, then so is $P$.

In what follows we shall always be concerned with the case that one of the two regions $G_{1}$ and $G_{2}$ is a lower or an upper halfplane. It can easily be verified that (4.1.2) possesses a unique formal solution $\sum_{h=0}^{\infty} F_{h} s^{-h / p}(p \in \mathbb{N})$, with the property that $F_{0}=I_{n}$. Hence, according to Theorem 2.4.6, there exist four unique matrix functions

$$
\begin{array}{ll}
F^{\infty} \in \mathrm{Gl}\left(n ; \mathscr{A}\left(S_{\infty}\right)\right), & F^{-\infty} \in \mathrm{Gl}\left(n ; \mathscr{A}\left(S_{-\infty}\right)\right), \\
\tilde{F}^{\infty} \in \mathrm{Gl}\left(n ; \mathscr{A}\left(\tilde{S}_{\infty}\right)\right), & \tilde{F}^{-\infty} \in \mathrm{Gl}\left(n ; \mathscr{A}\left(\tilde{S}_{-\infty}\right)\right),
\end{array}
$$

with the properties mentioned in the theorem. Moreover, all four matrix functions are upper block triangular (cf. the remark below Theorem 2.4.6). Let $P^{\infty}$ and $P^{-\infty}$ denote the connection matrices of the pairs $\left(F^{\infty}, \tilde{F}^{-\infty}\right)$ and $\left(F^{-\infty}, \tilde{F}^{\infty}\right)$, respectively. Obviously, these too are upper block triangular. Let $\stackrel{c}{A}$ have the form (1.2.1). For all $i, j \in\{1, \cdots, m\}$ we have

$$
P_{i j}^{\infty}(s)=\exp \left(q_{j}(s)-q_{i}(s)\right) s^{-G_{i}}\left(F^{\infty}(s)^{-1} \tilde{F}^{-\infty}(s)\right)_{i j} s^{G_{j}} .
$$

If $i<j$, due to the fact that $d_{i}<d_{j}$, the first factor on the right-hand side of this identity decreases very rapidly as $\operatorname{Re} s \rightarrow-\infty$. In view of the growth properties of $F^{\infty}$ and $\tilde{F}^{-\infty}$ this implies that $P_{i j}^{\infty}$ tends to zero as $\operatorname{Re} s \rightarrow-\infty$ and hence must vanish identically.

Similarly, it can be seen that $P_{i j}^{-\infty} \equiv 0$ if $i \neq j$. Now consider the diagonal blocks $F_{i i}^{\infty}$ and $\tilde{F}_{i i}^{-\infty}, i \in\{1, \cdots, m\}$. Both satisfy the equation

$$
\begin{aligned}
Z(s+1) & =A_{i i}^{T}(s) Z(s) \stackrel{c}{A_{i}}(s)^{-1} \\
& =\left(1+\frac{1}{s}\right)^{N_{i}}\left(I_{n_{i}}+s^{-r} B_{i i}(s)\right) Z(s)\left(1+\frac{1}{s}\right)^{-N_{i}} .
\end{aligned}
$$

This equation has a solution $F_{i} \in \mathrm{Gl}\left(n_{i} ; \mathscr{A}(S(-\pi, \pi))\right)$ represented by the infinite product

$$
\begin{equation*}
F_{i}(s)=s^{N_{i}} \prod_{n=0}^{\infty}\left(I_{n_{i}}+B_{i}(s+n)\right)^{-1} s^{-N_{i}}, \quad s \in U\left(R_{0}\right) \tag{4.2.2}
\end{equation*}
$$

and a solution $\tilde{F}_{i} \in \mathrm{Gl}\left(n_{i} ; \mathscr{A}\left(\tilde{S}_{\infty}\right) \cap \mathscr{A}\left(\tilde{S}_{-\infty}\right)\right)$ represented by

$$
\tilde{F}_{i}(s)=s^{N_{i}} \prod_{n=1}^{\infty}\left(I_{n_{i}}+B_{i}(s-n)\right) s^{-N_{i}}, \quad s \in \bar{S}_{\infty}\left(R_{0}\right) \cup \bar{S}_{-\infty}\left(R_{0}\right),
$$

where $B_{i}(s)=s^{-r} s^{-N_{i}} B_{i i}(s) s^{N_{i}}$ and $R_{0}$ is some sufficiently large positive number. It is easily seen that

$$
\lim _{\text {Res } \rightarrow \infty} F_{i}(s)=\lim _{\text {Res } \rightarrow-\infty} \tilde{F}_{i}(s)=I_{n_{i}} .
$$

Furthermore, if $R_{0}$ is sufficiently large, $F_{i}$ and $\tilde{F}_{i}$ as well as their inverses are bounded on $\bar{S}_{\infty}\left(R_{0}\right) \cup \bar{S}_{-\infty}\left(R_{0}\right)$. Hence, by Theorem 2.4.6, $F_{i}$ must coincide with $F_{i i}^{\infty}$ in a lower halfplane and with $F_{i i}^{-\infty}$ in an upper halfplane, whereas $\tilde{F}_{i}$ must coincide with $\tilde{F}_{i i}^{-\infty}$ in a lower halfplane and with $\tilde{F}_{i i}^{\infty}$ in an upper halfplane. Consequently, the connection matrices $P_{i i}^{\infty}$ and $P_{i i}^{-\infty}$ can both be represented by the infinite product

$$
\prod_{n=-\infty}^{\infty}\left(I_{n_{i}}+B_{i}(s-n)\right), \quad i \in\{1, \cdots, m\}
$$

in a lower and an upper halfplane, respectively. We shall assume that $R_{0}$ is so large that $F^{\infty}$ and $\left(F^{\infty}\right)^{-1}$ are bounded on the (closed) halfplane $\bar{S}_{\infty}\left(R_{0}\right)$, and, moreover, $F^{-\infty}$ and its inverse have the same properties with respect to $\bar{S}_{-\infty}\left(R_{0}\right)$.

Now let $G$ be an open region in $U\left(R_{0}\right)$ such that

$$
G=\bigcup_{x \in \mathbb{R}^{+}} G+x,
$$

and $\sup _{s \in G} \operatorname{Im} s=-\inf _{s \in G} \operatorname{Im} s=\infty$.
Let $F$ be a solution of (4.1.2), holomorphic in $G$ and with diagonal blocks $F_{i i}=F_{i}$, where $F_{i}$ is defined by (4.2.2), for all $i \in\{1, \cdots, m\}$. $F$ may be continued analytically to a holomorphic function in

$$
\bigcup_{x \in \mathbb{R}} G+x \cap U\left(R_{0}\right) .
$$

This function will again be denoted by $F$.
In the following lemma we consider the connection matrices of $\left(F^{\infty}, F\right)$ and $\left(F^{-\infty}, F\right)$.

Lemma 4.2.3. Let $Y_{i}=F_{i}{ }_{i}^{c}, i \in\{1, \cdots, m\}$ and let $P$ denote the matrix function defined by

$$
P(s)= \begin{cases}c \\ Y(s)^{-1} F^{\infty}(s)^{-1} F(s) \stackrel{c}{Y}(s) & \text { if } s \in \bar{S}_{\infty}\left(R_{0}\right) \\ Y(s)^{-1} F^{-\infty}(s)^{-1} F(s) \stackrel{c}{Y}(s) & \text { if } s \in \bar{S}_{-\infty}\left(R_{0}\right)\end{cases}
$$

For all $i, j \in\{1, \cdots, m\}$ and all $s \in \bar{S}_{\infty}\left(R_{0}\right) \cup \bar{S}_{-\infty}\left(R_{0}\right)$ the following identity holds:

$$
P_{i j}(s)=\lim _{n \rightarrow \infty} Y_{i}(s-n)^{-1} F_{i j}(s-n) \stackrel{c}{Y}_{j}(s-n)
$$

Proof. We shall prove the statement for all $s \in \bar{S}_{\infty}\left(R_{0}\right)$, by means of induction on $j-i$. If $j-i=1$ we have, for all $s \in \bar{S}_{\infty}\left(R_{0}\right)$ and all $n \in \mathbb{Z}$,

$$
P_{i j}(s)=Y_{i}(s-n)^{-1} F_{i j}(s-n) Y_{j}(s-n)+\stackrel{c}{Y}_{i}(s-n)^{-1}\left(F^{\infty}\right)_{i j}^{-1}(s-n) Y_{j}(s-n)
$$

Due to the fact that $d_{i}<d_{j}$ while $\left(F^{\infty}\right)^{-1}$ is bounded on $\bar{S}_{\infty}\left(R_{0}\right)$, the second term on the right-hand side of this identity tends to zero as $n \rightarrow \infty$.

Now suppose that $j-i>1$ and that the statement is true for all pairs of indices ( $k, l$ ) such that $l-k<j-i$. Then we have

$$
\begin{aligned}
& P_{i j}(s)-Y_{i}(s-n)^{-1} F_{i j}(s-n) \stackrel{c}{Y_{j}(s-n)} \\
& \quad=\sum_{i<h \leqq j} \stackrel{c}{Y_{i}}(s-n)^{-1}\left(F^{\infty}\right)_{i n}^{-1}(s-n) Y_{h}(s-n) Y_{h}(s-n)^{-1} F_{h j}(s-n) \stackrel{c}{Y_{j}(s-n)}
\end{aligned}
$$

Again the product $\stackrel{c}{Y}_{i}(s-n)^{-1}\left(F^{\infty}\right)_{i h}^{-1}(s-n)^{-1} Y_{h}(s-n)$ tends to zero as $n \rightarrow \infty$ for all $h>i$. By assumption, for all $h<j$ the product $Y_{h}(s-n)^{-1} F_{h j}(s-n) \stackrel{c}{Y_{j}}(s-n)$ tends to a finite limit, namely, $P_{h j}(s)$, as $n \rightarrow \infty$. Consequently, the right-hand side of the above
identity tends to zero as $n \rightarrow \infty$ and the result follows. For $s \in \bar{S}_{-\infty}\left(R_{0}\right)$ the proof is analogous.
4.3. Maximal asymptotic sets. Let $\theta_{0}=\max \{\theta \in \theta(\sigma(A)): \theta \leqq 0\}$ and let all elements of $\theta(\sigma(A))$ be numbered in such a way that $\theta_{N}<\theta_{N+1}, N \in \mathbb{Z}$. For all $N \in \mathbb{Z}$ and all $i, j \in\{1, \cdots, m\}, n_{i j}(N)$ will denote the smallest integer not less than

$$
\frac{1}{2 \pi}\left\{\left(d_{i}-d_{j}\right) \theta_{N}-\operatorname{Im}\left(\mu_{i, p}-\mu_{j, p}\right)\right\}
$$

By the definition of $\theta(\sigma(A))$, there exists an integer $M$ such that

$$
n_{i j}(N)=\frac{1}{2 \pi}\left\{\left(d_{i}-d_{j}\right) \theta_{M}-\operatorname{Im}\left(\mu_{i, p}-\mu_{j, p}\right)\right\}
$$

and an integer $M^{\prime}$ such that

$$
n_{i j}(N)+1=\frac{1}{2 \pi}\left\{\left(d_{i}-d_{j}\right) \theta_{M^{\prime}}-\operatorname{Im}\left(\mu_{i, p}-\mu_{j, p}\right)\right\}
$$

Suppose that $i<j$. This implies that $d_{i}<d_{j}$. Then, obviously $M^{\prime}<M \leqq N$. Hence it follows that

$$
\begin{equation*}
0 \leqq n_{i j}(N-1)-n_{i j}(N) \leqq 1, \quad i, j \in\{1, \cdots, m\}, \quad i<j, \quad N \in \mathbb{Z} \tag{4.3.1}
\end{equation*}
$$

For all $N \in \mathbb{Z}$ we define an upper block-triangular matrix function $F_{N}$ by means of the following recursive relation for the blocks $\left(F_{N}\right)_{i j}$ :

$$
\left(F_{N}\right)_{i i}=F_{i} \quad(\text { defined in }(4.2 .2)),
$$

$$
\begin{equation*}
\left(F_{N}\right)_{i j}(s)=Y_{i}(s) \int_{C(s)} d \zeta \frac{\exp \left\{2 n_{i j}(N) \pi i(s-\zeta)\right\}}{1-\exp \{2 \pi i(s-\zeta)\}} I_{i j}^{N}(\zeta) \stackrel{c}{Y_{j}}(s)^{-1}, \quad i<j \tag{4.3.2}
\end{equation*}
$$

$s \in \operatorname{int} U\left(R_{0}\right)$, where

$$
\begin{equation*}
I_{i j}^{N}(\zeta)=Y_{i}(\zeta+1)^{-1} \sum_{i<h \leqq j} A_{i h}^{T}(\zeta)\left(F_{N}\right)_{h j}(\zeta) \stackrel{c}{Y_{j}}(\zeta) \tag{4.3.3}
\end{equation*}
$$

and $C(s)$ is a contour in $U\left(R_{0}\right)$, enclosing the negative imaginary axis as well as the points $s-n, n \in \mathbb{N}$, but not $s$ (see Fig. 5).

Lemma 4.3.4. Let $R$ and $R^{\prime}$ be positive numbers such that $R^{\prime}>R>R_{0}$. Let $U_{0}=$ $U(R) \backslash U\left(R^{\prime}\right)$. There exist positive constants $c$ and $C$ such that, for all $i, j \in\{1, \cdots, m\}$ and all $N \in \mathbb{Z}$,

$$
\sup _{s \in U_{0}}\left|Y_{i}(s)^{-1}\left(F_{N}\right)_{i j}(s) Y_{j}^{c}(s)\right| \leqq C e^{c|N|}
$$
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Proof. For all $k \in\{1, \cdots, m\}$ we define $U_{k}=U(R-k \varepsilon) \backslash U\left(R^{\prime}+k \varepsilon\right)$, where $\varepsilon$ is a sufficiently small positive number such that $U_{m} \subset U\left(R_{0}\right)$. For all $(s, \zeta) \in U_{m} \times U_{m}$ we have

$$
\left|\exp \left\{2 n_{i j}(N) \pi i(s-\zeta)\right\}\right| \leqq \exp \left\{4\left(R^{\prime}+m \varepsilon\right) \pi\left|n_{i j}(N)\right|\right\} .
$$

Hence, in view of (4.3.1), we obtain the inequality

$$
\begin{equation*}
\left|\exp \left\{2 n_{i j}(N) \pi i(s-\zeta)\right\}\right| \leqq C_{0} e^{c_{0}|N|} \tag{4.3.5}
\end{equation*}
$$

where $c_{0}$ and $C_{0}$ are positive numbers independent of $N$.
If $s \in U_{k}$ for some $k \in\{1, \cdots, m-1\}$ the contour $C(s)$ in (4.3.2) may be chosen in such a way that $C(s) \subset U_{k+1}$ and $d(\zeta, s+\mathbb{Z}) \geqq \varepsilon$ for all $\zeta \in C(s)$. Then there exists a positive number $K$ such that

$$
\begin{equation*}
|1-\exp \{2 \pi i(s-\zeta)\}|^{-1} \leqq K \quad \text { for all } s \in U_{m-1} \text { and all } \zeta \in C(s) \tag{4.3.6}
\end{equation*}
$$

We shall prove the lemma by means of induction on $j-i$. If $j-i=1$ the expression in (4.3.3) is reduced to

$$
I_{i j}^{N}(\zeta)=Y_{i}(\zeta+1)^{-1} A_{i j}^{T}(\zeta) Y_{j}(\zeta)
$$

Due to the fact that $d_{i}<d_{j}$, this function tends to zero very rapidly as $\operatorname{Re} \zeta \rightarrow-\infty$, uniformly on $U_{m}$. Consequently, the integrals

$$
\int_{C(s)}\left|I_{i j}^{N}(\zeta)\right||d \zeta|, \quad s \in U_{m-1}
$$

exist and are bounded by a constant, independent of $N$. With (4.3.5) and (4.3.6) it follows that, for all $N \in \mathbb{Z}$,

$$
\sup _{s \in U_{m-1}}\left|Y_{i}(s)^{-1}\left(F_{N}\right)_{i j}(s) Y_{j}(s)\right| \leqq C_{1} e^{c_{1}|N|}
$$

where $c_{1}$ and $C_{1}$ are positive constants independent of $N$.
Now let $j-i=k>1$ and suppose that for all $l<k$ there exist positive numbers $c_{l}$ and $C_{l}$ such that

$$
\begin{equation*}
\sup _{s \in U_{m-l}}\left|Y_{g}(s)^{-1}\left(F_{N}\right)_{g h}(s) \stackrel{c}{Y_{h}}(s)\right| \leqq C_{l} e^{c_{l}|N|} \tag{4.3.7}
\end{equation*}
$$

for all $N \in \mathbb{Z}$ and all $h, g \in\{1, \cdots, m\}$ such that $h-g=l$. Then we have, for all $N \in \mathbb{Z}$, all $h \in\{1, \cdots, m\}$ such that $i<h<j$ and all $s \in U_{m-j+h}$,

$$
\left|Y_{i}(s+1)^{-1} A_{i h}^{T}(s)\left(F_{N}\right)_{h j}(s){ }_{Y}^{c}(s)\right| \leqq\left|Y_{i}(s+1)^{-1} A_{i h}^{T}(s) Y_{h}(s)\right| C_{j-h} e^{c_{j-h}|N|}
$$

Inserting this into (4.3.3) and using the estimates (4.3.5) and (4.3.6) we conclude that there exist positive numbers $c_{k}$ and $C_{k}$ such that (4.3.7) holds for $l=k$ as well. Hence it follows that for all $l \in\{1, \cdots, m-1\}$ there exist positive numbers $c_{l}$ and $C_{l}$ such that (4.3.7) holds. Since $U_{0} \subset U_{l}$ for all $l \in\{1, \cdots, m-1\}$ this proves the lemma.

With the aid of residue calculus it is readily verified that, for all $i, j \in\{1, \cdots, m\}$ such that $i<j$ and all $N \in \mathbb{Z}$, the matrix function $\left(F_{N}\right)_{i j}$ satisfies the equation

$$
Z(s+1)=A_{i i}^{T}(s) Z(s) \mathcal{A}_{j}(s)^{-1}+\sum_{i<h \leqq j} A_{i h}^{T}(s)\left(F_{N}\right)_{h j}(s) \mathcal{A}_{j}(s)^{-1} .
$$

Hence it follows that, for all $N \in \mathbb{Z}, F_{N}$ is a solution of (4.1.2).

Theorem 4.3.8. For all $N \in \mathbb{Z}$ let $P_{N}^{+}$and $P_{N}^{-}$denote the connection matrices of $\left(F^{\infty}, F_{N}\right)$ and $\left(F^{-\infty}, F_{N}\right)$, respectively. Let $R_{1}>R_{0}$. There exist positive numbers $d$ and $D$ such that, for all $j \in\{1, \cdots, m\}$, all $i<j$ and all $N \in \mathbb{Z}$, the following inequalities hold:

$$
\begin{aligned}
& \sup _{s \in \bar{S}_{\infty}\left(R_{1}\right)}\left|\left(P_{N}^{+}\right)_{i j}(s) \exp \left\{-2\left(n_{i j}(N)-1\right) \pi i s\right\}\right| \leqq D e^{d|N|}, \\
& \sup _{s \in \bar{S}_{-\infty}\left(R_{1}\right)}\left|\left(P_{N}^{-}\right)_{i j}(s) \exp \left\{-2 n_{i j}(N) \pi i s\right\}\right| \leqq D e^{d|N|}
\end{aligned}
$$

Corollary 4.3.9. There exists a positive number $R$ such that

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} F_{N}(s)=F^{\infty}(s) \quad \text { if } \operatorname{Im} s \leqq-R, \\
& \lim _{N \rightarrow-\infty} F_{N}(s)=F^{-\infty}(s) \quad \text { if } \operatorname{Im} s \geqq R .
\end{aligned}
$$

Proof. For all $N \in \mathbb{Z}$, all $i, j \in\{1, \cdots, m\}$ such that $i<j$ and all $s \in \bar{S}_{\infty}\left(R_{0}\right)$ we have

$$
\begin{equation*}
\left(F_{N}\right)_{i j}(s)=F_{i j}^{\infty}(s)+\sum_{i \leq h<j} F_{i h}^{\infty}(s) \stackrel{c}{Y_{h}}(s)\left(P_{N}^{+}\right)_{h j}(s) \stackrel{c}{Y_{j}(s)^{-1} .} \tag{4.3.10}
\end{equation*}
$$

Applying Theorem 4.3.8 and noting that, according to (4.3.1),

$$
n_{h j}(0)-n_{h j}(N) \leqq N \quad \text { for all } h<j, \quad N \in \mathbb{Z}
$$

we obtain the following inequality for all $s \in \bar{S}_{\infty}\left(R_{1}\right)$ :

$$
\left|\left(F_{N}\right)_{i j}(s)-F_{i j}^{\infty}(s)\right| \leqq \sum_{i \leqq h<j}\left|F_{i h}^{\infty}(s) Y_{h}^{c}(s) \| Y_{j}^{c}(s)^{-1}\right| D_{h j}(s) \exp \{N(d-2 \pi \operatorname{Im} s)\}
$$

where $D_{h j}(s)=D \exp \left\{2 \pi\left(n_{h j}(0)+1\right) \operatorname{Im} s\right\}$. If we take $R>\max \left(R_{1}, d / 2 \pi\right)$ the first statement follows immediately. The second statement is proved analogously.

Proof of Theorem 4.3.8. Let $C_{0}$ be a U-shaped contour in the interior of $U\left(R_{1}\right) \backslash U\left(R_{0}\right)$ enclosing the negative imaginary axis. By means of residue calculus it is easily shown that

$$
Y_{i}(s)^{-1}\left(F_{N}\right)_{i j} Y_{j}^{c}(s)^{-1}=\left(P_{N}\right)_{i j}(s)+\sum_{l=1}^{\infty} I_{i j}^{N}(s-l)
$$

where $I_{i j}^{N}$ is defined by (4.3.3) and

$$
\left(P_{N}\right)_{i j}(s)=\int_{C_{0}} d \zeta \frac{\exp \left\{2 n_{i j}(N) \pi i(s-\zeta)\right\}}{1-\exp \{2 \pi i(s-\zeta)\}} I_{i j}^{N}(\zeta)
$$

for all $N \in \mathbb{Z}$, all $i, j \in\{1, \cdots, m\}$ such that $i<j$ and all $s$ with the property that $|\operatorname{Im} s| \geqq R_{1}$.

Consequently, the following identity holds for all $n \in \mathbb{N}$ :

$$
Y_{i}(s-n)^{-1}\left(F_{N}\right)_{i j}(s-n) \stackrel{c}{Y_{j}}(s-n)=\left(P_{N}\right)_{i j}(s)+\sum_{l=n}^{\infty} I_{i j}^{N}(s-l) .
$$

Making $n \rightarrow \infty$ and applying Lemma 4.2.3 we find

$$
\left(P_{N}\right)_{i j}(s)= \begin{cases}\left(P_{N}^{+}\right)_{i j}(s) & \text { if } \operatorname{Im} s \leqq-R_{1}, \\ \left(P_{N}^{-}\right)_{i j}(s) & \text { if } \operatorname{Im} s \geqq R_{1}\end{cases}
$$

Hence it follows that

$$
\begin{equation*}
\exp \left\{-2\left(n_{i j}(N)-1\right) \pi i s\right\}\left(P_{N}^{+}\right)_{i j}(s)=\int_{C_{0}} d \zeta \frac{\exp \left\{-2\left(n_{i j}(N)-1\right) \pi i \zeta\right\}}{\exp \{-2 \pi i(s-\zeta)\}-1} I_{i j}^{N}(\zeta) \tag{4.3.11}
\end{equation*}
$$

for all $s \in \bar{S}_{\infty}\left(R_{1}\right)$, whereas

$$
\begin{equation*}
\exp \left\{-2 n_{i j}(N) \pi i s\right\}\left(P_{N}^{-}\right)_{i j}(s)=\int_{C_{0}} d \zeta \frac{\exp \left\{-2 n_{i j}(N) \pi i \zeta\right\}}{1-\exp \{2 \pi i(s-\zeta)\}} I_{i j}^{N}(\zeta) \tag{4.3.12}
\end{equation*}
$$

for all $s \in \bar{S}_{-\infty}\left(R_{1}\right)$. Writing

$$
I_{i j}^{N}(\zeta)=\sum_{i<h \leqq j} Y_{i}(\zeta+1)^{-1} A_{i h}^{T}(\zeta) Y_{h}(\zeta) Y_{h}(\zeta)^{-1}\left(F_{N}\right)_{h j}(\zeta) Y_{j}^{c}(\zeta)
$$

and using Lemma 4.3.4 we obtain, for all $\zeta \in C_{0}$, the estimate

$$
I_{i j}^{N}(\zeta) \leqq C e^{c|N|} \sum_{i<h \leqq j}\left|Y_{i}(\zeta+1)^{-1} A_{i h}^{T}(\zeta) Y_{h}(\zeta)\right|
$$

where $c$ and $C$ are positive constants. As $d_{i}<d_{h}$ if $i<h$, the integral

$$
\int_{C_{0}}|d \zeta|\left|Y_{i}(\zeta+1)^{-1} A_{i h}^{T}(\zeta) Y_{h}(\zeta)\right|
$$

is convergent for all $i<h$. Furthermore, the functions

$$
\varphi(s, \zeta)=[\exp \{-2 \pi i(s-\zeta)\}-1]^{-1}
$$

and

$$
\psi(s, \zeta)=[1-\exp \{2 \pi i(s-\zeta)\}]^{-1}
$$

are obviously bounded on $\bar{S}_{\infty}\left(R_{1}\right) \times C_{0}$ and $\bar{S}_{-\infty}\left(R_{1}\right) \times C_{0}$, respectively. With (4.3.1) it is now easily verified that the expressions in (4.3.11) and (4.3.12) lead to estimates of the required form.

Remark. The matrix elements of $P_{N}^{-1}$ (i.e., the connection matrix of $\left(F_{N}, F^{\infty}\right)$ and $\left(F_{N}, F^{-\infty}\right)$ ) can be computed from $F_{N}$ by means of the following recursive relation:

$$
\begin{aligned}
\left(P_{N}^{-1}\right)_{i j} & =\delta_{i j} \quad \text { if } i \geqq j, \\
& =\delta_{i j}-\sum_{i<l \leqq j} \int_{C_{0}} d \zeta \frac{\exp \left\{2 n_{i l}(N) \pi i(s-\zeta)\right\}}{1-\exp \{2 \pi i(s-\zeta)\}} I_{i l}^{N}(\zeta)\left(P_{N}^{-1}\right)_{l j} \quad \text { if } i<j
\end{aligned}
$$

where $I_{i l}^{N}$ is defined by (4.3.3).
The next, and final, proposition is concerned with the asymptotic behaviour of the matrix functions $F_{N}$.

Proposition 4.3.13. Let $N \in \mathbb{Z}$ and $S_{N}^{*}=\cup_{\theta_{N}<\theta<\theta_{N+1}} S_{\theta}$. We have

$$
F_{N} \in \operatorname{Gl}\left(n ; \mathscr{A}\left(S_{N}^{*}\right)\right)
$$

Moreover, $F_{N}$ is the unique solution of (4.1.2) which is analytic in a right half plane and possesses the properties mentioned in Theorem 4.3.8.

Proof. Let $\theta \in\left(\theta_{N}, \theta_{N+1}\right)$ and let

$$
S_{\theta}^{-}=S_{\theta} \cap \bar{S}_{\infty}
$$

Putting

$$
d_{h}-d_{j}=d_{h j}, \quad \mu_{h}-\mu_{j}+2\left(n_{h j}(N)-1\right) \pi i=\mu_{h j}^{N}
$$

for all $h, j \in\{1, \cdots, m\}$ and all $N \in \mathbb{Z}$, and using Theorem 4.3.8 we find

$$
\mid \stackrel{c}{\left.Y_{h}(s)\left(P_{N}^{+}\right)_{h j}(s)\right)_{j}^{c}(s)^{-1} \mid=\exp \left\{\left(d_{h j} s \log s+\mu_{h j}^{N} s\right)(1+o(1))\right\}, \quad s \rightarrow \infty, \quad s \in S_{\theta}^{-}\left(R_{1}\right), ~}
$$

for all $j \in\{1, \cdots, m\}$ and all $h<j$. By Definition 2.2.4,

$$
\operatorname{Re} s \log s e^{i \theta} \geqq C\left(\theta, R_{1}\right)
$$

for all $s \in S_{\theta}\left(R_{1}\right)$, hence

$$
\operatorname{Re}\left(d_{h j} s \log s+\mu_{h j}^{N} s\right) \leqq d_{h j} C\left(\theta, R_{1}\right)+\operatorname{Re}\left\{\left(\mu_{h j}^{N}-i d_{h j} \theta\right) s\right\}
$$

if $h<j$ and $s \in S_{\theta}\left(R_{1}\right)$. Now, $\theta \in\left(\theta_{N}, \theta_{N+1}\right)$ implies that

$$
0<d_{h j} \theta-\operatorname{Im} \mu_{h j}^{N}<2 \pi
$$

With the aid of the above inequalities we readily verify that

$$
\stackrel{c}{Y}(s)\left(P_{N}^{+}\right)_{h j}(s) \stackrel{c}{Y}{ }_{j}(s)^{-1} \sim 0, \quad s \rightarrow \infty, \quad s \in S_{\theta}^{-}(R)
$$

if $h<j$ and $R$ is a sufficiently large number. With (4.3.10) we conclude that

$$
F_{N}-F^{\infty} \in \mathrm{Gl}\left(n ; \mathscr{A}_{0}\left(S_{\theta}^{-}\right)\right)
$$

In a similar manner we prove that

$$
F_{N}-F^{-\infty} \in \operatorname{Gl}\left(n ; \mathscr{A}_{0}\left(S_{\theta} \cap \bar{S}_{-\infty}\right)\right)
$$

As $F^{\infty}$ and $F^{-\infty}$ are represented asymptotically by the series $\sum_{h=0}^{\infty} F_{h} s^{-h / p}$ as $s \rightarrow \infty$ in $\bar{S}_{\infty}\left(R_{1}\right)$ and $\bar{S}_{-\infty}\left(R_{1}\right)$, respectively, it remains to be shown that $F_{N}$ admits the same asymptotic expansion as $s \rightarrow \infty$ in a "strip" of the form $S_{\theta}(R) \cap\{s \in \mathbb{C}:|\operatorname{Im} s| \leqq R\}$, where $R$ is a suitable positive number. This follows immediately from a Phragmén-Lindelöf-type of argument (cf. [15, p. 180]). Thus we conclude that $F_{N} \in \mathrm{Gl}\left(n ; \mathscr{A}\left(S_{\theta}\right)\right)$ for all $\theta \in\left(\theta_{N}, \theta_{N+1}\right)$ and, consequently, $F_{N} \in \operatorname{Gl}\left(n ; \mathscr{A}\left(S_{N}^{*}\right)\right)$. Since here we have not used any properties of $F_{N}$, except for those mentioned in Theorem 4.3.8, the second statement now follows from Theorem 2.4.1.

In conclusion we can say that, unless $P_{N-1}=P_{N}$ or $P_{N}=P_{N+1}$, the asymptotic sets $S_{N}^{*}$ mentioned in Proposition 4.3 .13 are maximal in the following sense: for every $N \in \mathbb{Z}$ there exists a (unique) matrix function $F_{N} \in \mathrm{Gl}\left(n ; \mathscr{A}\left(S_{N}^{*}\right)\right)$ with the property that $A^{F_{N}}=\stackrel{c}{A}$, whereas $F_{N} \notin \mathrm{Gl}\left(n ; \mathscr{A}\left(S_{\theta_{N}}\right)\right)$ and $F_{N} \notin \mathrm{Gl}\left(n ; \mathscr{A}\left(S_{\theta_{N+1}}\right)\right)$. Analogously, there exist maximal asymptotic sets $\tilde{S}_{N}$, defined by

$$
\tilde{S}_{N}=\bigcup_{\theta_{N}<\theta<\theta_{N+1}} e^{i \pi} S_{\theta+\pi}, \quad N \in \mathbb{Z}
$$

and unique matrix functions $\tilde{F}_{N} \in \operatorname{Gl}\left(n ; \mathscr{A}\left(\tilde{S}_{N}\right)\right)$ such that $A^{\tilde{F}_{N}}=\stackrel{c}{A}$. The Stokes phenomenon in the class of difference equations considered in this section can be completely described by determining the connection matrices of $\left(F_{N}, F_{N+1}\right)$ and $\left(\tilde{F}_{N}, \tilde{F}_{N+1}\right), N \in \mathbb{Z}$, and the connection matrices $P^{\infty}$ and $P^{-\infty}$ defined below Definition 4.2.1.
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#### Abstract

By using a theorem of Sturm type the authors show that the approximations obtained by truncating the asymptotic series for the real zeros of the Airy functions $\mathrm{Ai}(x)$ or $\mathrm{Bi}(x)$ are in fact lower and upper bounds. A lower bound for the zeros of the derivatives of these functions is also derived.
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1. Introduction. It is well known that the Airy functions $\mathrm{Ai}(x)$ and $\operatorname{Bi}(x)$ play an important rôle in the asymptotic theory of differential equations (see Olver [7, Chap. 11]). They satisfy the so-called Airy differential equation

$$
\begin{equation*}
y^{\prime \prime}-x y=0, \tag{1.1}
\end{equation*}
$$

which arises naturally as an approximation to the general second-order differential equation reduced to the normal form [5, p. B4].

The functions $\mathrm{Ai}(x)$ and $\operatorname{Bi}(x)$ have infinitely many real zeros on the negative axis:

$$
0>a_{1}>a_{2}>\cdots \quad \text { and } \quad 0>b_{1}>b_{2}>\cdots,
$$

respectively.
For these zeros the following asymptotic expansions, due to Miller [5], hold:

$$
\begin{align*}
& a_{n} \cong-f\left(\lambda_{n}\right),  \tag{1.2}\\
& b_{n} \cong-f\left(\mu_{n}\right), \tag{1.3}
\end{align*}
$$

where

$$
\begin{align*}
& \lambda_{n}=\frac{3(4 n-1) \pi}{8}, \quad \mu_{n}=\frac{3(4 n-3) \pi}{8}, \quad n=1,2, \cdots, \\
& f(z)=z^{2 / 3}\left(1+\frac{5}{48 z^{2}}-\frac{5}{36 z^{4}}+\frac{77125}{82944 z^{6}}-\frac{108056875}{6967296 z^{8}}+\frac{162375596875}{334430208 z^{10}}+\cdots\right) . \tag{1.4}
\end{align*}
$$

These approximations, even if truncated to the first terms, give good numerical results also for moderate values of $n$, but do not furnish any information about the error. Moreover,

$$
\begin{equation*}
a_{1}=-2.33810741 \cdots, \quad b_{1}=-1.17371322 \cdots, \tag{1.5}
\end{equation*}
$$

and, as $n \rightarrow \infty$,

$$
\begin{equation*}
a_{n} \cong-\left[\frac{3}{8}(4 n-1) \pi\right]^{2 / 3}, \quad b_{n} \cong-\left[\frac{3}{8}(4 n-3) \pi\right]^{2 / 3} . \tag{1.6}
\end{equation*}
$$

For the properties of the Airy functions, we refer to Miller [5], Olver [7], and Abramowitz and Stegun [1].

[^18]One- and two-term asymptotic representations for the zeros $a_{n}$, with bounds for the error term, can be found in a paper of Hethcote [2]. In a more recent paper, Laforgia [4] has found an analogous one-term asymptotic representation for the zeros $b_{n}$.

Inequalities for the zeros $a_{n}$ and $b_{n}$ can be obtained by means of the following theorem of Sturm type, due to Hethcote [3].

Theorem 1.1. Let $c_{n}$ and $d_{n}, n=1,2, \cdots$, be the zeros (in increasing order) of $u(x)$ and $v(x)$, respectively, which are nontrivial solutions of $u^{\prime \prime}+p(x) u=0$ and $v^{\prime \prime}+$ $q(x) v=0$ with continuous $p(x)$ and $q(x)$. If $c_{n}-d_{n} \rightarrow 0$ as $n \rightarrow \infty, p(x) \geqq q(x)$ and either $p(x)$ or $q(x)$ is nonincreasing, then $c_{n} \geqq d_{n}$ for $n=1,2, \cdots$.

By applying this theorem, Hethcote [3] has found the following inequalities for the $n$th zero $a_{n}$ of the function $\operatorname{Ai}(x)$ :

$$
\begin{equation*}
-\left(\lambda_{n}+\frac{3}{2} \arctan \frac{5}{48 \lambda_{n}}\right)^{2 / 3} \leqq a_{n} \leqq-\lambda_{n}^{2 / 3}, \tag{1.7}
\end{equation*}
$$

where $\lambda_{n}=3(4 n-1) \pi / 8$ and $n=1,2, \cdots$.
The Hethcote result shows that $a_{n}$ is greater than the two-term approximation obtained by truncating asymptotic expansion (1.2). Indeed, it is easily verified that

$$
\begin{equation*}
a_{n} \geqq-\left(\lambda_{n}+\frac{3}{2} \arctan \frac{5}{48 \lambda_{n}}\right)^{2 / 3}>-\lambda_{n}^{2 / 3}\left(1+\frac{5}{32 \lambda_{n}^{2}}\right)^{2 / 3}>-\lambda_{n}^{2 / 3}\left(1+\frac{5}{48 \lambda_{n}^{2}}\right) . \tag{1.8}
\end{equation*}
$$

The aim of this paper is to improve (1.7) by means of Theorem 1.1. We also derive, in a similar way, lower and upper bounds for the zeros $b_{n}, n=1,2, \cdots$, of the function $\mathrm{Bi}(x)$, by truncating the asymptotic series (1.3).

The main results are stated in the following theorem.
Theorem 1.2. The error in stopping at any of the first five terms of Miller's expansions (1.2) and (1.3) is bounded by the next term and has the same sign. Furthermore, the following inequalities hold:

$$
a_{n}>-F\left(\lambda_{n}\right), \quad b_{n}>-F\left(\mu_{n}\right),
$$

where

$$
\begin{aligned}
& \lambda_{n}=\frac{3(4 n-1) \pi}{8}, \quad \mu_{n}=\frac{3(4 n-3) \pi}{8}, \quad n=1,2, \cdots, \\
& F(z)=z^{2 / 3}\left(1+\frac{5}{48 z^{2}}-\frac{5}{36 z^{4}}+\frac{77125}{82944 z^{6}}-\frac{108056875}{6967296 z^{8}}+\frac{162375596875}{334430208 z^{10}}\right) .
\end{aligned}
$$

To establish these results, it is necessary to prove, step by step, that the approximations obtained by considering an even or odd number of terms in the asymptotic series (1.2) and (1.3) are in fact lower and upper bounds, respectively. The essence of each successive step is quite similar, but details are progressively more complicated. So, in the following two sections, we will give only the outline of the proof for the first of the required results related to the zeros $a_{n}$ of $\mathrm{Ai}(x)$ that improve the Hethcote inequality (1.8).

We have established the complete proof of Theorem 1.2 by using the symbolic system MAPLE, as we will explain at the end of $\S 3$.
2. The comparison equation. In order to apply Theorem 1.1 we will refer to, instead of (1.1), the differential equation

$$
\begin{equation*}
u^{\prime \prime}+\left(1+\frac{5}{36 \xi^{2}}\right) u=0 \tag{2.1}
\end{equation*}
$$

which is satisfied by the functions

$$
\begin{align*}
& A(\xi)=\left(\frac{3}{2} \xi\right)^{1 / 6} \mathrm{Ai}\left[-\left(\frac{3}{2} \xi\right)^{2 / 3}\right], \\
& B(\xi)=\left(\frac{3}{2} \xi\right)^{1 / 6} \mathrm{Bi}\left[-\left(\frac{3}{2} \xi\right)^{2 / 3}\right] . \tag{2.2}
\end{align*}
$$

If $\alpha_{n}$ and $\beta_{n}, n=1,2, \cdots$, denote the positive zeros (in increasing order) of $A(\xi)$ and $B(\xi)$, respectively, then we have

$$
\begin{equation*}
\alpha_{n}=\frac{2}{3}\left(-a_{n}\right)^{3 / 2}, \quad \beta_{n}=\frac{2}{3}\left(-b_{n}\right)^{3 / 2}, \quad n=1,2, \cdots . \tag{2.3}
\end{equation*}
$$

Hence, from the asymptotic expansions (1.2) and (1.3), we get

$$
\begin{equation*}
\alpha_{n} \cong T\left(\lambda_{n}\right), \quad \beta_{n} \cong T\left(\mu_{n}\right), \tag{2.4}
\end{equation*}
$$

where $\lambda_{n}$ and $\mu_{n}$ have the previous values (1.4), and

$$
T(z)=\frac{2}{3} z\left(1+\frac{5}{32 z^{2}}-\frac{1255}{6144 z^{4}}+\frac{272075}{196608 z^{6}}-\frac{4084035425}{176160768 z^{8}}+\frac{4098107432375}{5637144576 z^{10}}+\cdots\right) .
$$

Furthermore, (1.5) and (1.6) give

$$
\alpha_{1}=2.383446612 \cdots, \quad \beta_{1}=0.8477186453 \cdots,
$$

and, as $n \rightarrow \infty$,

$$
\alpha_{n} \cong \frac{\pi}{4}(4 n-1), \quad \beta_{n} \cong \frac{\pi}{4}(4 n-3) .
$$

The differential equation (2.1) will be compared with the differential equation

$$
\begin{equation*}
v^{\prime \prime}+G(\xi) v=0 \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
G(\xi)=\frac{1}{2} \frac{g^{\prime \prime \prime}}{g^{\prime}}-\frac{3}{4}\left(\frac{g^{\prime \prime}}{g^{\prime}}\right)^{2}+g^{\prime 2} \tag{2.6}
\end{equation*}
$$

which is satisfied by

$$
\begin{equation*}
v(\xi)=\left(g^{\prime}\right)^{-1 / 2} \cos g(\xi) \tag{2.7}
\end{equation*}
$$

As we will see, (2.1) and (2.5) are "very close" for a proper choice of the function $g(\xi)$. For this choice it will be necessary to take into account that the asymptotic expansions (2.4) yield

$$
\begin{equation*}
\lambda_{n} \cong S\left(\alpha_{n}\right), \quad \mu_{n} \cong S\left(\beta_{n}\right) \tag{2.8}
\end{equation*}
$$

where

$$
S(z)=\frac{3}{2} z\left(1-\frac{5}{72 z^{2}}+\frac{1105}{31104 z^{4}}-\frac{82825}{746496 z^{6}}+\frac{1282031525}{1504935936 z^{8}}-\frac{1683480621875}{139314069504 z^{10}} \cdots\right) .
$$

3. The first approximation for the zeros of $\mathbf{A i}(\boldsymbol{x})$. In this section we will prove the following inequality for the zeros $a_{n}$ of $\mathrm{Ai}(x)$ :

$$
\begin{equation*}
a_{n}<-\lambda_{n}^{2 / 3}\left(1+\frac{5}{48 \lambda_{n}^{2}}-\frac{5}{36 \lambda_{n}^{4}}\right) . \tag{3.1}
\end{equation*}
$$

For this purpose we use in (2.6)

$$
\begin{equation*}
g(\xi)=\xi-\frac{5}{72 \xi}+\frac{1105}{31104 \xi^{3}}-\frac{\pi}{4}, \tag{3.2}
\end{equation*}
$$

as suggested by (2.8). From (2.6) we obtain

$$
G(\xi)-\left(1+\frac{5}{36 \xi^{2}}\right)=\frac{y^{3}}{\left[g^{\prime}(y)\right]^{2}} p(y)
$$

where $y=5 / 72 \xi^{2}$ and

$$
p(y)=\frac{221^{4}}{10^{4}} y^{5}-\frac{221^{3}}{250} y^{4}-\frac{103 \cdot 221^{2}}{125} y^{3}-\frac{10487 \cdot 221}{250} y^{2}+\frac{194801}{100} y-3313 .
$$

So, we easily get

$$
G(\xi)-\left(1+\frac{5}{36 \xi^{2}}\right)<0
$$

for $\xi>\eta$, with $\eta=0.335 \cdots$.
Now we note that the function (2.7), with $g(\xi)$ given by (3.2), has infinitely many positive zeros $\xi_{n}, n=1,2, \cdots$, belonging to the interval $\eta<\xi<\infty$. Hence, observing that

$$
\lim _{n \rightarrow \infty} \xi_{n}=+\infty, \quad \lim _{n \rightarrow \infty}\left(\xi_{n}-\alpha_{n}\right)=0
$$

and that the coefficient of $u$ in (2.1) is a continuous decreasing function in $0<\xi<\infty$, we see that the conditions required in Theorem 1.1 are satisfied. Thus we may conclude that

$$
\xi_{n} \leqq \alpha_{n} \quad \text { for } n \geqq 1
$$

Now we consider the equation

$$
\begin{equation*}
\xi-\frac{5}{72 \xi}+\frac{1105}{31104 \xi^{3}}-\frac{\pi}{4}=(2 n-1) \frac{\pi}{2} . \tag{3.3}
\end{equation*}
$$

This can be written in the form

$$
\xi=\psi_{n}(\xi)
$$

with

$$
\psi_{n}(\xi)=\frac{5}{72 \xi}-\frac{1105}{31104 \xi^{3}}+\frac{2}{3} \lambda_{n},
$$

where $\lambda_{n}$ is defined in (1.4).
We observe that the root of (3.3), which we have previously denoted by $\xi_{n}$, lies in the interval $\sqrt{221} / 12<\xi<\infty$, where the function $\psi_{n}(\xi)$ decreases. Since from (1.8) and (2.3)

$$
\alpha_{n}<\delta_{n} \equiv \frac{2}{3} \lambda_{n}\left(1+\frac{5}{32 \lambda_{n}^{2}}\right),
$$

we have $\xi_{n} \leqq \alpha_{n}<\delta_{n}$, and consequently,

$$
\alpha_{n} \geqq \psi_{n}\left(\xi_{n}\right)>\psi_{n}\left(\delta_{n}\right)
$$

Then, taking into account that

$$
\alpha_{n}>\frac{2}{3} \lambda_{n}\left(1+\frac{5}{32 \lambda_{n}^{2}}-\frac{1255}{6144 \lambda_{n}^{4}}\right),
$$

we obtain

$$
a_{n}<-\lambda_{n}^{2 / 3}\left(1+\frac{5}{32 \lambda_{n}^{2}}-\frac{1255}{6144 \lambda_{n}^{4}}\right)^{2 / 3} .
$$

Finally, by observing that

$$
0<\frac{5}{32 \lambda_{n}^{2}}-\frac{1255}{6144 \lambda_{n}^{4}}<1
$$

and using a well-known inequality [6, p. 35], i.e.,

$$
(1+h)^{\alpha}>1+\alpha h+\binom{\alpha}{2} h^{2}, \quad 0<h<1, \quad 0<\alpha<1,
$$

we establish (3.1).
Now, to complete the proof of Theorem 1.2 it is necessary to repeat the previous procedure three times. Since the algebraic calculations become progressively harder, we have overcome this difficulty by using a symbolic mathematical system. Therefore, rather than go into full details, we will limit ourselves to some remarks.

First, we add a term to $g(\xi)$. Consequently, using the same notation,
(a) We find the function $G(\xi)$ and, to apply the Hethcote theorem, we prove that the difference $G(\xi)-\left(1+\left(5 / 36 \xi^{2}\right)\right)$ does not change sign in the interval of the zeros.
(b) We prove that, in the same interval, the function $\psi_{n}(\xi)$ is always decreasing.
(c) We reach a new inequality by evaluating $\psi_{n}(\xi)$ in the bound previously established.
The most important functions and the inequalities arising at each step of our proof are:

1. First step.

$$
\begin{aligned}
& g(\xi)=\xi-\frac{5}{72 \xi}+\frac{1105}{31104 \xi^{3}}-\frac{82825}{746496 \xi^{5}}-\frac{\pi}{4}, \\
& G(\xi)-\left(1+\frac{5}{36 \xi^{2}}\right)=\frac{y^{4}}{\left[g^{\prime}(y)\right]^{2}} p_{1}(y), \\
& a_{n}>-\lambda_{n}^{2 / 3}\left(1+\frac{5}{48 \lambda_{n}^{2}}-\frac{5}{36 \lambda_{n}^{4}}+\frac{77125}{82944 \lambda_{n}^{6}}\right) .
\end{aligned}
$$

2. Second step.

$$
\begin{aligned}
& g(\xi)=\xi-\frac{5}{72 \xi}+\frac{1105}{31104 \xi^{3}}-\frac{82825}{746496 \xi^{5}}+\frac{1282031525}{1504935936 \xi^{7}}-\frac{\pi}{4}, \\
& G(\xi)-\left(1+\frac{5}{36 \xi^{2}}\right)=\frac{y^{5}}{\left[g^{\prime}(y)\right]^{2}} p_{2}(y), \\
& a_{n}<-\lambda_{n}^{2 / 3}\left(1+\frac{5}{48 \lambda_{n}^{2}}-\frac{5}{36 \lambda_{n}^{4}}+\frac{77125}{82944 \lambda_{n}^{6}}-\frac{108056875}{6967296 \lambda_{n}^{8}}\right) .
\end{aligned}
$$

3. Third step.

$$
\begin{aligned}
& g(\xi)=\xi-\frac{5}{72 \xi}+\frac{1105}{31104 \xi^{3}}-\frac{82825}{746496 \xi^{5}}+\frac{1282031525}{1504935936 \xi^{7}}-\frac{1683480621875}{139314069504 \xi^{9}}-\frac{\pi}{4}, \\
& G(\xi)-\left(1+\frac{5}{36 \xi^{2}}\right)=\frac{y^{6}}{\left[g^{\prime}(y)\right]^{2}} p_{3}(y), \\
& a_{n}>-\lambda_{n}^{2 / 3}\left(1+\frac{5}{48 \lambda_{n}^{2}}-\frac{5}{36 \lambda_{n}^{4}}+\frac{77125}{82944 \lambda_{n}^{6}}-\frac{108056875}{6967296 \lambda_{n}^{8}}+\frac{162375596875}{334430208 \lambda_{n}^{10}}\right),
\end{aligned}
$$

where $y=5 / 72 \xi^{2}$ and

$$
\begin{aligned}
p_{1}(y)= & \frac{51281261}{100}-\frac{27372926}{125} y+\frac{7794996033}{500} y^{2}-\frac{50103718291}{250} y^{3} \\
& -\frac{7012956328919}{10000} y^{4}+\frac{8691232890407}{500} y^{5}+\frac{5244570435487}{200} y^{6}
\end{aligned}
$$

$$
\begin{aligned}
& -\frac{8036308150637}{20} y^{7}+\frac{120471895488961}{16} y^{8}, \\
& p_{2}(y)=-538713799 / 4+\frac{14820773151}{1000} y-\frac{22493384194527}{5000} y^{2} \\
& +\frac{3278666826931429}{8000} y^{3}-\frac{1046709128741315107}{100000} y^{4} \\
& -\frac{1261062200876664583}{50000} y^{5}+\frac{63904681252050534991}{50000} y^{6} \\
& -\frac{65735260766514133374699}{1000000} y^{7}-\frac{201944954419818577655571}{2000000} y^{8} \\
& +\frac{51451761784634525153637151}{20000000} y^{9}-\frac{446783909020831299739690853}{4000000} y^{10} \\
& +\frac{6915678312435105438853099514641}{1600000000} y^{11} \text {, } \\
& p_{3}(y)=\frac{53751522223401}{1000}+\frac{20773109330799}{2500} y \\
& +\frac{11109302866435629}{8000} y^{2}-\frac{10150465536010571741}{50000} y^{3} \\
& +\frac{5891049024457820012593}{200000} y^{4}-\frac{124822663524782054290243}{100000} y^{5} \\
& -\frac{1915502133858050816171199}{1000000} y^{6} \\
& +\frac{17640498460982180295968469}{125000} y^{7} \\
& -\frac{275535841743189774672030148599}{20000000} y^{8} \\
& +\frac{2407238710365594019145408696631}{2000000} y^{9} \\
& +\frac{2714794473352765497329024782474641}{1600000000} y^{10} \\
& -\frac{8743352521135634635371369160970219}{16000000} y^{11} \\
& +\frac{4879371953642767944759121947186563}{1280000} y^{12} \\
& -\frac{8017389739675545363259673692504139}{25600} y^{13} \\
& +\frac{84223328375724498468133493019784801}{4096} y^{14} .
\end{aligned}
$$

4. Bounds for the zeros of $\mathbf{B i}(\boldsymbol{x})$. In this section we will consider again the differential equation (2.1), but we will refer to the second solution, i.e., to the function $B(\xi)$ defined in (2.2). Let us remember that we have denoted by $\beta_{n}, n=1,2, \cdots$, the positive increasing zeros of $B(\xi)$ that are related to the zeros $b_{n}, n=1,2, \cdots$, by the second relation in (2.3).

The procedure for deriving inequalities satisfied by the zeros $b_{n}$ is perfectly analogous to that used for the zeros $a_{n}$. We give only a sketch of this procedure.

In the first instance, let us consider the simple case

$$
g(\xi)=\xi+\frac{\pi}{4}
$$

Here it is very easy to verify that Theorem 1.1 can be applied. So we obtain

$$
\begin{equation*}
\beta_{n} \geqq \frac{2}{3} \mu_{n}, \quad n=1,2, \cdots, \tag{4.1}
\end{equation*}
$$

i.e.,

$$
b_{n} \leqq-\mu_{n}^{2 / 3}, \quad n=1,2, \cdots .
$$

The next step is to choose

$$
g(\xi)=\xi-\frac{5}{72 \xi}+\frac{\pi}{4}
$$

We observe that

$$
G(\xi)-\left(1+\frac{5}{36 \xi^{2}}\right)>0 \quad \text { if } \xi>0
$$

and that, from (4.1), the zeros $\beta_{n}$ lie in the interval $((\pi / 4),+\infty)$.
Now, as in $\S 3$, it is possible to obtain a lower bound for $b_{n}$ by applying Theorem 1.1, that is,

$$
b_{n}>-\mu_{n}^{2 / 3}\left(1+\frac{5}{48 \mu_{n}^{2}}\right), \quad n=1,2, \cdots .
$$

The next steps parallel the ones for the function $\mathrm{Ai}(x)$.
5. A bound for the zeros of $\mathbf{A i}^{\prime}(\boldsymbol{x})$ and $\mathbf{B i}^{\prime}(\boldsymbol{x})$. To complete the study of the zeros of the Airy functions, it is natural to ask whether the same analysis can be adapted to establish similar bounds for the zeros $a_{n}^{\prime}$ and $b_{n}^{\prime}$ of the derivatives $\mathrm{Ai}^{\prime}(x)$ and $\mathrm{Bi}^{\prime}(x)$.

In fact, it is well known that the following asymptotic expansions due to Miller hold:

$$
a_{n}^{\prime} \cong-\bar{f}\left(\mu_{n}\right), \quad b_{n}^{\prime} \cong-\bar{f}\left(\lambda_{n}\right),
$$

where

$$
\bar{f}(z)=z^{2 / 3}\left(1-\frac{7}{48 z^{2}}+\frac{35}{288 z^{4}}-\cdots\right)
$$

while $\mu_{n}$ and $\lambda_{n}$ are given by (1.4).
Unfortunately we can prove only the following theorem.
Theorem 5.1. For the zeros $a_{n}^{\prime}$ and $b_{n}^{\prime}$ of the derivatives of the Airy functions $\mathrm{Ai}^{\prime}(x)$ and $\mathrm{Bi}^{\prime}(x)$, respectively, the following inequalities hold:

$$
\begin{equation*}
a_{n}^{\prime} \geqq-\left[\frac{3}{8}(4 n-3) \pi\right]^{2 / 3}, \quad b_{n}^{\prime} \geqq-\left[\frac{3}{8}(4 n-1) \pi\right]^{2 / 3}, \quad n=1,2, \cdots . \tag{5.1}
\end{equation*}
$$

Indeed, if we denote by $\alpha_{n}^{\prime}, n=1,2, \cdots$, the positive zeros (in increasing order) of the function

$$
\bar{A}(\xi)=\left(\frac{3}{2} \xi\right)^{-1 / 6} \mathrm{Ai}^{\prime}\left[-\left(\frac{3}{2} \xi\right)^{2 / 3}\right],
$$

which satisfies the differential equation

$$
\begin{equation*}
u^{\prime \prime}+\left(1-\frac{7}{36 \xi^{2}}\right) u=0 \tag{5.2}
\end{equation*}
$$

we have

$$
\alpha_{n}^{\prime} \cong \frac{2}{3} \mu_{n}\left(1-\frac{7}{32 \mu_{n}^{2}}+\frac{1169}{6144 \mu_{n}^{4}}+\cdots\right),
$$

and consequently

$$
\mu_{n} \cong \frac{3}{2} \alpha_{n}^{\prime}\left(1+\frac{7}{72 \alpha_{n}^{\prime 2}}-\frac{1463}{31104 \alpha_{n}^{\prime \prime}}+\cdots\right) .
$$

As in the previous section, we first compare (5.2) with the differential equation (2.5), by assuming that in (2.6)

$$
g(\xi)=\xi+\frac{\pi}{4} .
$$

We find that $G(\xi)=1$, and so we can apply the Hethcote theorem and easily establish the first of the two inequalities (5.1).

Then, if we add a term to $g(\xi)$, i.e.,

$$
g(\xi)=\xi+\frac{7}{72 \xi}+\frac{\pi}{4}
$$

we find

$$
G(\xi)=\left(1-\frac{7}{72 \xi^{2}}\right)^{2}-\frac{1512}{\left(72 \xi^{2}-7\right)^{2}}
$$

Since in this case $G(\xi)$ is an increasing function, the conditions required in Theorem 1.1 are not satisfied.

The same remarks hold for the zeros of $\mathrm{Bi}^{\prime}(x)$.
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#### Abstract

The spherical harmonics of degree less than or equal to $k$ in $R^{n-1}$ are used to generate the spherical harmonics of degree $k$ in $R^{n}$.
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A homogeneous polynomial of degree $k$ in the real variables, $x_{1}, x_{2}, \cdots, x_{n}$, that satisfies Laplace's equation,

$$
\frac{\partial^{2} H}{\partial x_{1}^{2}}+\frac{\partial^{2} H}{\partial x_{2}^{2}}+\cdots+\frac{\partial^{2} H}{\partial x_{n}^{2}}=0,
$$

is called a spherical harmonic of degree $k$ in $R^{n}$.
The set of all spherical harmonics of degree $k$ in $R^{n}$ forms a vector space over the field of complex numbers. We denote this vector space by $H_{n}^{k}$. Let $d_{n}^{k}=\operatorname{dim} H_{n}^{k}$. Then

$$
d_{n}^{k}=(n+2 k-2) \frac{(n+k-3)!}{k!(n-2)!}
$$

[2, p. 140]. An elementary argument by induction on $k$ shows that

$$
d_{n}^{k}=\sum_{j=0}^{k} d_{n-1}^{j}, \quad n=3,4,5, \cdots .
$$

This dimensional equality suggests a deep relationship between the spherical harmonics of degree less than or equal to $k$ in $R^{n-1}$ and the spherical harmonics of degree $k$ in $R^{n}$. We investigate this relationship here.

Let $\sum_{n-1}$ denote the unit sphere in $R^{n}$, and $\langle f, g\rangle$ be the usual inner product on $\sum_{n-1}$. That is,

$$
\begin{equation*}
\langle f, g\rangle=\int_{\sum_{n-1}} f(x) g(x) d x \tag{1}
\end{equation*}
$$

where

$$
\sum_{n-1}=\left\{\left(x_{1}, x_{2}, \cdots, x_{n}\right): x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}=1\right\} \subset R^{n} .
$$

Spherical harmonics of different degrees are orthogonal with respect to the inner product (1) [2, p. 144]. Thus, letting $\left\{P_{j}^{1}, P_{j}^{2}, \cdots, P_{j}^{d_{n-1}^{\prime}}\right\}$ be orthonormal bases for each of the vector spaces $H_{n-1}^{j}$, on taking the union of these bases over $j \leqq k$ we obtain a set of $d_{n}^{k}$ orthonormal spherical harmonics that forms a basis for the vector space of harmonic polynomials of degree not exceeding $k$ in $R^{n-1}$. Re-indexing, we let $\left\{P_{1}, P_{2}, \cdots, P_{d_{n}^{k}}\right\}$ denote such a basis.

The following theorem shows how the spherical harmonics in $R^{n-1}$ can be used to generate the spherical harmonics in $R^{n}, n=2,3,4, \cdots$.

[^19]Theorem. Let $P_{1}, P_{2}, \cdots, P_{d_{n}^{k}}$ be orthonormal spherical harmonics in $R^{n-1}$ of degree less than or equal to $k$. If $x=\left(x_{1}, x_{2}, \cdots, x_{n}\right) \in R^{n}$, and $t=\left(t_{1}, t_{2}, \cdots, t_{n-1}\right) \in$ $\sum_{n-2}$, then

$$
\left(x_{1}+i x_{2} t_{1}+i x_{3} t_{2}+\cdots+i x_{n} t_{n-1}\right)^{k}=\sum_{j=1}^{d_{n}^{k}} Y_{k}^{j}(x) P_{j}(t),
$$

where $Y_{k}^{j}, j=1,2, \cdots, d_{n}^{k}$, are homogeneous harmonic polynomials of degree $k$ in $R^{n}$, and $\left\langle Y_{k}^{j}, Y_{k}^{l}\right\rangle=0$ if $j \neq l$.

Proof. Consider the multinomial expansion

$$
\left(x_{1}+i x_{2} t_{1}+\cdots+i x_{n} t_{n-1}\right)^{k}=\sum_{\nu=1}^{l} c_{\nu} x^{\alpha_{\nu}} t^{\beta_{\nu}} .
$$

Here $\alpha_{\nu}=\left(\alpha_{1}^{\nu}, \alpha_{2}^{\nu}, \cdots, \alpha_{n}^{\nu}\right)$, and $x^{\alpha_{\nu}}=x_{1}^{\alpha_{1}^{\nu}} x_{2}^{\alpha_{\nu}^{\nu}} \cdots x_{n}^{\alpha_{n}^{\nu}}$, and similarly for $t^{\beta_{\nu}}$. When restricted to the unit sphere $\sum_{n-2}$, any polynomial of degree $j$ in $t_{1}, t_{2}, \cdots, t_{n-1}$ is a linear combination of spherical harmonics of degree not exceeding $j$ [2, p. 140]. Thus, on restricting $t$ to the unit sphere, each monomial $t^{\beta_{\nu}}$ can be written as a linear combination of the spherical harmonics $P_{1}, P_{2}, \cdots, P_{d_{n}^{k}}$. A rearrangement then yields

$$
\left(x_{1}+i x_{2} t_{1}+\cdots+i x_{n} t_{n-1}\right)^{k}=\sum_{j=1}^{d_{n}^{k}} Y_{k}^{j}(x) P_{j}(t) .
$$

The $Y_{k}^{j}$ are clearly homogeneous polynomials of degree $k$ in $x_{1}, x_{2}, \cdots, x_{n}$. Further, since $t_{1}^{2}+t_{2}^{2}+\cdots+t_{n-1}^{2}=1$, they are harmonic. To see that these $Y_{k}^{j}$ are orthogonal, consider the function

$$
\begin{aligned}
G(u, b) & =\int_{\Sigma_{n-1}}\left(\xi_{1} u_{1}+\xi_{2} u_{2}+\cdots+\xi_{n} u_{n}\right)^{k}\left(\xi_{1} b_{1}+\xi_{2} b_{2}+\cdots+\xi_{n} b_{n}\right)^{k} d \xi \\
& =\int_{\Sigma_{n-1}}(u, \xi)^{k}(b, \xi)^{k} d \xi .
\end{aligned}
$$

The function $G$ is an orthogonal invariant. That is, $G(O u, O b)=G(u, b)$ for any orthogonal transformation $O$ of $R^{n}$. Thus, there exists a polynomial $\Phi(\lambda, \mu, \nu)$ such that

$$
G(u, b)=\Phi[(u, u),(u, b),(b, b)]
$$

[1, pp. 244-245]. Further, since $G(u, b)$ is homogeneous and of degree $k$ in the components of $u$ and $b$, it follows that

$$
\Phi[(u, u),(u, b),(b, b)]=\sum c_{\alpha \beta \gamma}(u, u)^{\alpha}(u, b)^{\beta}(b, b)^{\gamma}
$$

where the sum is over all nonnegative integers $\alpha, \beta, \gamma$ such that $2 \alpha+\beta=k$ and $2 \gamma+\beta=k$. Thus we have the polynomial equation

$$
\begin{equation*}
\sum c_{\alpha \beta \gamma}(u, u)^{\alpha}(u, b)^{\beta}(b, b)^{\gamma}=\int_{\sum_{n-1}}(u, \xi)^{k}(b, \xi)^{k} d \xi \tag{2}
\end{equation*}
$$

Now let

$$
\begin{aligned}
& u=\left(1, i t_{1}, i t_{2}, \cdots, i t_{n-1}\right), \quad t \in \sum_{n-2}, \\
& b=\left(1,-i s_{1},-i s_{2}, \cdots,-i s_{n-1}\right), \quad s \in \sum_{n-2} .
\end{aligned}
$$

Then $(u, u)=(b, b)=0$, and (2) becomes

$$
\begin{aligned}
c_{k}(u, b)^{k} & =\int_{\sum_{n-1}}\left(\xi_{1}+i \xi_{2} t_{1}+\cdots+i \xi_{n} t_{n-1}\right)^{k}\left(\xi_{1}-i \xi_{2} s_{1}-\cdots-i \xi_{n} s_{n-1}\right)^{k} d x \\
& =\int_{\sum_{\sum_{n-1}}}\left[\sum_{j=1}^{d_{n}^{k}} Y_{k}^{j}(x) P_{j}(t)\right]\left[\sum_{l=1}^{d_{n}^{k}} \overline{Y_{k}^{l}(x) P_{l}(s)}\right] d x \\
& =\sum_{j=1}^{d_{n}^{k}} \sum_{l=1}^{d_{n}^{k}}\left[\int_{\sum_{n-1}} Y_{k}^{j}(x) \overline{Y_{k}^{l}(x)} d x\right] P_{j}(t) \overline{P_{l}(s)} .
\end{aligned}
$$

But

$$
(u, b)^{k}=\left(1+s_{1} t_{1}+s_{2} t_{2}+\cdots+s_{n-1} t_{n-1}\right)^{k} .
$$

Further, appealing to the fact that any polynomial of degree $j$ when restricted to the unit sphere is a linear combination of spherical harmonics of degree not exceeding $j$, and using the Funk-Hecke theorem [1, p. 247], it follows that

$$
\left(1+s_{1} t_{1}+s_{2} t_{2}+\cdots+s_{n-1} t_{n-1}\right)^{k}=\sum_{j=1}^{d_{n}^{k}} \lambda_{j} P_{j}(t) \overline{P_{j}(s)}
$$

where the $\lambda_{j}$ are constants. Thus we have

$$
\sum_{j=1}^{d_{n}^{k}} \sum_{l=1}^{d_{n}^{k}}\left[\int_{\sum_{n-1}} Y_{k}^{j}(\xi) \overline{Y_{k}^{l}(\xi)} d \xi\right] P_{j}(t) \overline{P_{l}(s)}=c_{k} \sum_{j=1}^{d_{n}^{k}} \lambda_{j} P_{j}(t) \overline{P_{j}(s)},
$$

from which it follows that

$$
\int_{\Sigma_{n-1}} Y_{k}^{j}(\xi) \overline{Y_{k}^{l}(\xi)} d \xi=0 \quad \text { for } j \neq l
$$

This completes the proof.
It is perhaps interesting to note that the generating function given in the preceding theorem produces the same spherical harmonics in $R^{2}$ as does taking the real and imaginary parts of $(x+i y)^{k}$. Laplace's equation in $R^{1}$ is $\partial^{2} H / \partial x^{2}=0$, and thus the only harmonic functions in $R^{1}$ are 1 and $t$. These are the spherical harmonics in $R^{1}$. The unit sphere in $R^{1}$ has equation $t^{2}=1$, and the result of the theorem in this case is

$$
(x+i y t)^{k}=Y_{k}^{1}(x, y) \cdot 1+Y_{k}^{2}(x, y) \cdot t .
$$

Thus, $\quad Y_{k}^{1}(x, y)=\operatorname{Re}\left\{(x+i y)^{k}\right\} \quad$ and $\quad Y_{k}^{2}(x, y)=i \operatorname{Im}\left\{(x+i y)^{k}\right\}$. Our dimensioninvariant result therefore suggests that use of the complex $i=\sqrt{-1}$ provides a simple means of generating the spherical harmonics in $R^{2}$ only because $i$ behaves as does $t$ when $t$ is restricted to the unit sphere $t^{2}=1$.

The result of our theorem can be used to develop integral operators for harmonic functions in $R^{n}$ [3]. That is, if $x=\left(x_{1}, x_{2}, \cdots, x_{n}\right) \in R^{n}$ and $H(x)$ satisfies

$$
\frac{\partial^{2} H}{\partial x_{1}^{2}}+\frac{\partial^{2} H}{\partial x_{2}^{2}}+\cdots+\frac{\partial^{2} H}{\partial x_{n}^{2}}=0, \quad\|x\|<R,
$$

then there exists a function $h(z, t)$, analytic in the complex variable $z$ in the disk $|z|<R$, and continuous in $t \in R^{n-1}$ on the unit sphere $\|t\|=1$, such that

$$
\begin{aligned}
H(x) & =F_{n}(h) \\
& =\int_{t=1} h\left(x_{1}+i x_{2} t_{1}+i x_{3} t_{2}+\cdots+i x_{n} t_{n-1}, t\right) d t
\end{aligned}
$$

In the case $n=3$, this integral operator reduces to the Bergman $B_{3}$ integral operator [4].

In view of the inductive relation that obtains for the spherical harmonics in increasing dimensions, it appears that the generating function presented here is, in a sense, natural. It is certainly far simpler than classical generating functions for the spherical harmonics [5]. In particular, the simplicity of this generating function makes it easy to construct the spherical harmonics in rectangular coordinates, as polynomials in their variables. This can be done by hand, or using a symbol manipulation computer language such as MACSYMA.
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#### Abstract

The Laplace-Beltrami eigenvalue equation $H \Phi=\lambda \Phi$ on the $n$-sphere is studied, with an added vector potential term motivated by the differential equations for the polynomial Lauricella functions $F_{A}$. The operator $H$ is self-adjoint with respect to the natural inner product induced on the sphere and, in certain special coordinates, it admits a spectral decomposition with eigenspaces composed entirely of polynomials. The eigenvalues are degenerate but the degeneracy can be broken through use of the possible separable coordinate systems on the $n$-sphere. Then a basis for each eigenspace can be selected in terms of the simultaneous eigenfunctions of a family of commuting second-order differential operators that also commute with $H$. The results provide a multiplicity of $n$-variable orthogonal and biorthogonal families of polynomials that generalize classical results for one and two variable families of Jacobi polynomials on intervals, disks, and paraboloids.
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1. Introduction. Orthogonal polynomials in one variable which also satisfy second-order ordinary differential or difference equations have proven extraordinarily useful in the development of special function theory and in the practical approximation of functions (e.g., Askey [2]). Orthogonal and biorthogonal families of polynomials in several variables which satisfy second-order partial differential or difference equations are similarly very useful but there is as yet no general theory and more examples are needed. In this paper we will study such families which are related to the LaplaceBeltrami eigenvalue equation on the $n$-sphere. Our procedure provides a uniform setting within which to classify several known examples related to the $n$-sphere and to generate many new examples. Our approach falls within the theory of Dunkl's differential-difference operators (Dunkl, [5], [6]); the main contribution of our paper is to point out the power of separation of variable methods in this theory. (Note: There is also a considerable literature on discrete analogues of the Laplace-Beltrami eigenvalue equation on the sphere in which the symmetry groups are finite, e.g., Stanton [25].)

It was shown by Lam and Tratnik [21] that the Lauricella functions

$$
\Phi=F_{A}\left[\begin{array}{cc}
M+G-1 ; & -m_{1}, \cdots,-m_{n}  \tag{1.1}\\
\gamma_{1}, \cdots, \gamma_{n}
\end{array}, x_{1}, \cdots, x_{n}\right]
$$

and

[^20]\[

(1-x)^{M} F_{A}\left[$$
\begin{array}{cc}
-M-\gamma_{n+1}+1 ; & -m_{1}, \cdots,-m_{n}  \tag{1.2}\\
\gamma_{1}, \cdots, \gamma_{n}
\end{array}
$$ ;-\frac{x_{1}}{1-x}, \cdots,-\frac{x_{n}}{1-x}\right]
\]

form a biorthogonal polynomial family where $m_{i}=0,1,2, \cdots, M=\sum_{k=1}^{n} m_{i}, G=$ $\sum_{\ell=1}^{n+1} \gamma_{\ell}, x=\sum_{k=1}^{n} x_{i}$, and the $\gamma_{\ell}$ are positive real numbers. (We will derive the inner product later.) Here, the Lauricella function $F_{A}$ is defined by the series

$$
\left.\begin{array}{rl}
F_{A} & {\left[\begin{array}{c}
a ; \\
b_{1}, \cdots, b_{n} \\
c_{1}, \cdots, c_{n}
\end{array} ; z_{1}, \cdots, z_{n}\right.}
\end{array}\right] .
$$

where

$$
(a)_{m}=\left\{\begin{array}{cc}
1 & \text { if } m=0 \\
a(a+1) \cdots(a+m-1) & \text { if } m \geq 1
\end{array}\right.
$$

As is easily verified by adding the standard partial differential equations for the $F_{A}$ (Appell and Kampe de Feriet [1]), these polynomial functions $\Phi$ satisfy the eigenvalue equation

$$
\begin{equation*}
H \Phi=-M(M+G-1) \Phi \tag{1.4}
\end{equation*}
$$

where

$$
\begin{equation*}
H=\sum_{i, j=1}^{n}\left(x_{i} \delta_{i j}-x_{i} x_{j}\right) \partial_{x_{i} x_{j}}+\sum_{i=1}^{n}\left(\gamma_{i}-G x_{i}\right) \partial_{x_{i}} \tag{1.5}
\end{equation*}
$$

Here $\delta_{i j}$ is the Kronecker delta. Note that $H$ maps polynomials of maximum order $m_{i}$ in $x_{i}$ to polynomials of the same type. It is easy to see that as the $m_{i}$ range over all nonnegative integers the functions (1.1) form a basis for the space of all polynomials in variables $x_{1}, \cdots, x_{n}$, and that the spectrum of $H$ acting on this space is exactly

$$
\{-M(M+G-1): M=0,1,2, \cdots\}
$$

(For $n=2$ equation (1.4) appears in the classification by Krall and Sheffer [20] of all second-order partial differential operators such that the $M$ th order orthogonal polynomials in two variables, with respect to some weight function, are eigenfunctions of the operator.) We will look for other bases of solutions to equation (1.4), both orthogonal and biorthogonal with respect to a natural inner product.

Equation (1.4) is closely related to the Laplace-Beltrami eigenvalue equation on the $n$-sphere (Eisenhart [7]). To see this, consider the contravariant metric determined by the second derivative terms in $H$ :

$$
\begin{equation*}
g^{i j}=\delta_{i j} x_{i}-x_{i} x_{j}, \quad 1 \leq i, j \leq n . \tag{1.6}
\end{equation*}
$$

Then $\operatorname{det}\left(g^{i j}\right)=g^{-1}=x_{1} x_{2} \cdots x_{n}(1-x)$ and

$$
\begin{equation*}
g_{i j}=\frac{1}{1-x}+\frac{\delta_{i j}}{x_{i}} \tag{1.7}
\end{equation*}
$$

Note that

$$
\sum_{j=1}^{n} g^{i j} g_{j k}=\delta_{k}^{i}= \begin{cases}1 & \text { if } i=k \\ 0 & \text { otherwise }\end{cases}
$$

Thus

$$
d s^{2}=\sum_{i, j=1}^{n} g_{i j} d x_{i} d x_{j}
$$

determines a metric on a Riemannian space with associated Laplace-Beltrami operator

$$
\begin{equation*}
\Delta_{n}=\frac{1}{\sqrt{g}} \sum_{i, j=1}^{n} \partial_{x_{i}}\left(g^{i j} \sqrt{g} \partial_{x_{j}}\right) . \tag{1.8}
\end{equation*}
$$

A straightforward computation yields

$$
\begin{equation*}
H=\Delta_{n}+\Lambda_{n} \tag{1.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda_{n}=\sum_{j=1}^{n}\left[\gamma_{j}-\frac{1}{2}+\left(\frac{n+1}{2}-G\right) x_{j}\right] \partial_{x_{j}} \tag{1.10}
\end{equation*}
$$

Thus if $\gamma_{1}=\cdots=\gamma_{n+1}=\frac{1}{2}$ then $H \equiv \Delta_{n}$, but in general $H$ differs from $\Delta_{n}$ by the first-order differential operator $\Lambda_{n}$.

To identify the Riemannian space we introduce Cartesian coordinates $z_{0}, z_{1}, \cdots, z_{n}$ in $n+1$ dimensional Euclidean space and restrict these coordinates by the conditions

$$
\begin{align*}
& z_{0}^{2}=1-\sum_{i=1}^{n} x_{i}=1-x \\
& z_{1}^{2}=x_{1} \\
& z_{2}^{2}=x_{2}  \tag{1.11}\\
& \quad \vdots \\
& z_{n}^{2}=x_{n}
\end{align*}
$$

Note that $z_{0}^{2}+z_{1}^{2}+\cdots+z_{n}^{2}=1$. Defining a metric $d s^{2}$ by

$$
d s^{2}=\sum_{m=0}^{n}\left(d z_{m}\right)^{2}
$$

we find

$$
\begin{equation*}
d s^{2}=\frac{1}{4} \sum_{i, j=1}^{n}\left(\frac{1}{1-x}+\frac{\delta_{i j}}{x_{i}}\right) d x_{i} d x_{j} . \tag{1.12}
\end{equation*}
$$

Thus the space corresponds to a portion of the $n$-sphere $S^{n}$. We can consider the coordinates $\left\{x_{i}\right\}$ for $0 \leq x_{i}$ and $x \leq 1$ as covering the portion of the $n$-sphere given by $0 \leq z_{i}, \sum_{k=1}^{n} z_{k}^{2}=1$.

We can transfer the Schrödinger equation (1.4) with vector potential $\Lambda_{n}$ to one with a scalar potential $V_{n}$ through the use of a multiplier transformation $\rho$. Setting $\Phi(\mathbf{x})=\rho(\mathbf{x}) \Psi(\mathbf{x})$ for a nonzero scalar function $\rho$ we find

$$
\begin{aligned}
\left(\Delta_{n}+\Lambda_{n}\right) \Phi & =-M(M+G-1) \Phi \\
& \Longleftrightarrow\left(\Delta_{n}+V_{n}(\mathbf{x})\right) \Psi=-M(M+G-1) \Psi
\end{aligned}
$$

provided

$$
\begin{equation*}
\rho^{-1}=x_{1}^{\gamma_{1} / 2-1 / 4} \cdots x_{n}^{\gamma_{n} / 2-1 / 4}(1-x)^{\gamma_{n+1} / 2-1 / 4} . \tag{1.13}
\end{equation*}
$$

A straightforward but tedious computation gives for the scalar potential:

$$
\begin{align*}
V_{n}= & -\frac{1}{4} \sum_{i=1}^{n} \frac{\left(\gamma_{i}-\frac{1}{2}\right)\left(\gamma_{i}-\frac{3}{2}\right)}{x_{i}}-\frac{1}{4} \frac{\left(\gamma_{n+1}-\frac{1}{2}\right)\left(\gamma_{n+1}-\frac{3}{2}\right)}{1-x}  \tag{1.14}\\
& +\frac{1}{4}\left[(1-G)^{2}-1-\frac{(n-3)(n+1)}{4}\right]
\end{align*}
$$

or, in terms of Cartesian coordinates,

$$
\begin{align*}
V_{n}= & -\frac{1}{4} \sum_{i=1}^{n} \frac{\left(\gamma_{i}-\frac{1}{2}\right)\left(\gamma_{i}-\frac{3}{2}\right)}{z_{i}^{2}}-\frac{1}{4} \frac{\left(\gamma_{n+1}-\frac{1}{2}\right)\left(\gamma_{n+1}-\frac{3}{2}\right)}{z_{0}^{2}}  \tag{1.15}\\
& +\frac{1}{4}\left[(1-G)^{2}-1-\frac{(n-3)(n+1)}{4}\right] .
\end{align*}
$$

The equation $H^{\prime} \Psi \equiv\left(\Delta_{n}+V_{n}\right) \Psi=\lambda \Psi$ has a natural Riemannian metric

$$
\begin{equation*}
d \omega=g^{\frac{1}{2}} d x_{1} \cdots d x_{n}=x_{1}^{-\frac{1}{2}} \cdots x_{n}^{-\frac{1}{2}}(1-x)^{-\frac{1}{2}} d x_{1} \cdots d x_{n} \tag{1.16}
\end{equation*}
$$

(Eisenhart [7]). Furthermore, the operator $H^{\prime}=\rho^{-1} H \rho=\Delta_{n}+V_{n}$ is formally selfadjoint with respect to the inner product

$$
\begin{equation*}
\left\langle\Psi_{1}, \Psi_{2}\right\rangle=\int \cdots \int_{x_{i}>0, x<1} \Psi_{1}(\mathbf{x}) \overline{\Psi_{2}}(\mathbf{x}) d \omega \tag{1.17}
\end{equation*}
$$

where $\Psi_{1}, \Psi_{2}$ are twice continuously differentiable functions of the $x_{j}$ which take complex values:

$$
\left\langle H^{\prime} \Psi_{1}, \Psi_{2}\right\rangle=\left\langle\Psi_{1}, H^{\prime} \Psi_{2}\right\rangle
$$

This induces an inner product on the space of polynomial functions $\Phi(\mathbf{x})=\rho \Psi$, with respect to which $H$ is self-adjoint:

$$
\begin{align*}
&\left(\Phi_{1}, \Phi_{2}\right) \equiv\left\langle\Psi_{1}, \Psi_{2}\right\rangle \\
&=\int \cdots \int_{x_{i}>0, x<1} \Phi_{1}(\mathbf{x}) \overline{\Phi_{2}}(\mathbf{x}) \rho^{-2}(\mathbf{x}) d \omega \\
&=\int \cdots \int_{x_{i}>0, x<1} \Phi_{1} \overline{\Phi_{2}} d \tilde{\omega},  \tag{1.18}\\
& d \tilde{\omega}=x_{1}^{\gamma_{1}-1} \ldots x_{n}^{\gamma_{n}-1}(1-x)^{\gamma_{n+1}-1} d x_{1} \ldots d x_{n}, \\
&\left(H \Phi_{1}, \Phi_{2}\right)=\left(\Phi_{1}, H \Phi_{2}\right) .
\end{align*}
$$

(Indeed, $H$ is clearly formally self-adjoint and the boundary terms obviously vanish for the $\gamma_{i}$ sufficiently large. The result can then be extended to all $\gamma_{i}>0$ by analytic continuation.) Thus ( $\cdot, \cdot)$ is the natural inner product associated with equation (1.4).

A first-order symmetry operator for the equation $H \Phi=\lambda \Phi$ is a differential operator

$$
K=\sum_{i=1}^{n} f_{i}(\mathbf{x}) \partial_{x_{i}}+g(\mathbf{x})
$$

such that

$$
[H, K] \equiv H K-K H=0
$$

(Miller [22]). The first-order symmetry operators form a real Lie algebra under addition of operators, multiplication of an operator by a real scalar, and the commutator bracket $[A, B]=A B-B A$. If $\gamma_{1}=\gamma_{2}=\cdots=\gamma_{n+1}=\frac{1}{2}$ then $H=\Delta_{n}$ and it is well known (Eisenhart [7], [8]) that the Lie algebra of real symmetry operators of $\Delta_{n}$ is so $(n+1)$, with dimension $n(n+1) / 2$ and a basis of the form $\left\{L_{\ell k}\right\}$ where $0 \leq \ell<k \leq n$ and $L_{\ell k}=-L_{k \ell}$. Explicitly,

$$
\begin{equation*}
L_{\ell k}=z_{\ell} \partial_{z_{k}}-z_{k} \partial_{z_{\ell}} \tag{1.19}
\end{equation*}
$$

and

$$
\begin{align*}
& L_{i j}=2 \sqrt{x_{i} x_{j}}\left(\partial_{x_{j}}-\partial_{x_{i}}\right), \quad 1 \leq i, j \leq n \\
& L_{0 i}=2 \sqrt{x_{i}(1-x)} \partial_{x_{i}}, \quad 1 \leq i \leq n \tag{1.20}
\end{align*}
$$

Furthermore, all real second-order differential operators $S$ that commute with $\Delta_{n}$ can be expressed as linear combinations over $\mathbb{R}$ of real constants, elements $L_{\ell k}$ and elements $L_{\ell k} L_{\ell^{\prime} k^{\prime}}$. For $\gamma_{1}, \cdots, \gamma_{n+1}$ arbitrary, however, we have the following lemma.

Lemma 1. If $K$ is a first-order operator such that $[K, H]=0$ then $K=c$, multiplication by the real constant $c$. The second-order operators

$$
\begin{align*}
S_{i j} & \equiv 4 x_{i} x_{j}\left(\partial_{x_{i}}-\partial_{x_{j}}\right)^{2}+4\left(\gamma_{i} x_{j}-\gamma_{j} x_{i}\right)\left(\partial_{x_{i}}-\partial_{x_{j}}\right) \\
& =L_{i j}^{2}+4\left[\left(\gamma_{i}-\frac{1}{2}\right) x_{j}-\left(\gamma_{j}-\frac{1}{2}\right) x_{i}\right]\left(\partial_{x_{i}}-\partial_{x_{-} j}\right) \\
& =S_{j i}, \quad 1 \leq i<j \leq n, \tag{1.21}
\end{align*}
$$

$$
\begin{aligned}
S_{0 i} & \equiv 4 x_{i}(1-x) \partial_{x_{i}}^{2}+4\left[\gamma_{i}(1-x)-\gamma_{n+1} x_{i}\right] \partial_{x_{i}} \\
& =L_{0 i}^{2}+4\left[\left(\gamma_{i}-\frac{1}{2}\right)(1-x)-\left(\gamma_{n+1}-\frac{1}{2}\right) x_{i}\right] \partial_{x_{i}} \\
& =S_{i 0}, \quad 1 \leq i \leq n,
\end{aligned}
$$

do commute with $H:\left[S_{i j}, H\right]=\left[S_{0 i}, H\right]=0$. Also

$$
\begin{equation*}
8 H \equiv \sum_{i, j=1}^{n} S_{i j}+2 \sum_{i=1}^{n} S_{0 i} . \tag{1.23}
\end{equation*}
$$

We conjecture, but have not proven, that linear combinations of the $S_{i j}$ and $S_{0 i}$ are the only second-order operators commuting with $H$.

If $S$ is a second-order symmetry operator for $H$ then $S^{\prime}=\rho^{-1} S \rho$ is a second-order symmetry for $H^{\prime}=\Delta_{n}+V_{n}$ and, necessarily, $S^{\prime}=\Upsilon+f$ where $\Upsilon$ is a second-order symmetry for $\Delta_{n}$ and $f$ is a real-valued function. Thus $S^{\prime}$ is a formally self-adjoint operator with respect to the inner product $\langle\cdot, \cdot\rangle$ and $S$ is formally self-adjoint with respect to $(\cdot, \cdot)$.
2. Orthogonal bases of separable solutions. In the paper (Kalnins and Miller [13]) and in the book (Kalnins [11]) all separable coordinates for the equation $\Delta_{n} \Psi=\lambda \Psi$ are constructed, where $\Delta_{n}$ is the Laplace-Beltrami operator on $S^{n}$. It is shown that all separable coordinates are orthogonal and that for each separable coordinate system the corresponding separated solutions are characterized as simultaneous eigenfunctions of a set of $n$ second-order commuting symmetry operators for $\Delta_{n}$. These operators are real linear combinations of the symmetries $L_{i j}^{2}, 1 \leq i<j \leq n+1$, where $L_{i j}$ is a rotational generator in $\operatorname{so}(n+1)$. For $n=2$ there are two separable systems (ellipsoidal and spherical coordinates), while for $n=3$ there are six systems. The number of separable systems grows rapidly with $n$, but all systems can be constructed through a simple graphical procedure. (In general, the possible separable systems are the various polyspherical coordinates (Vilenkin [26]), the basic ellipsoidal coordinates, and combinations of polyspherical and ellipsoidal coordinates.) Moreover, the equation $\left(\Delta_{n}+V_{n}\right) \Psi=\lambda \Psi$, where the scalar potential takes the form

$$
\begin{equation*}
V_{n}=\sum_{i=1}^{n} \frac{\alpha_{i}}{z_{i}^{2}}+\frac{\alpha_{0}}{z_{0}^{2}}, \quad \alpha_{0}, \alpha_{1}, \cdots, \alpha_{n} \text { const. } \tag{2.1}
\end{equation*}
$$

is separable in all the coordinate systems in which the Laplace-Beltrami eigenvalue equation is separable. (That is, $V_{n}$ of this form is a Stäckel multiplier for all separable coordinate systems on $S^{n}$; see Boyer, Kalnins, and Miller [3].) Indeed, the equation
with potential (2.1) is separable in general ellipsoidal coordinates. Since all other coordinates are limiting cases of ellipsoidal coordinates, the conclusion follows. (Note: If each $\alpha_{j}=-\frac{1}{4} k_{j}\left(k_{j}+m_{j}-1\right)$ where $k_{j}$ and $m_{j}$ are nonnegative integers with $m_{j} \geq 1$, then the equation $\left(\Delta_{n}+V_{n}\right) \Psi=\lambda \Psi$ can be viewed as a resriction of the Laplace-Beltrami eigenvalue equation $\left(\Delta_{M}+V_{M}\right) \Psi^{\prime}=\lambda \Psi^{\prime}$ on the $N$-sphere where $N=\sum_{j=0}^{n} m_{j}+n$, in which the variable dependence on the subspheres $S^{m_{j}}$ has already been factored out. Moreover, using the canonical equation technique found in Kalnins, Manocha, and Miller [12] we can show that all solutions of the above equation for general $\gamma_{i}$ are solutions of the flat-space wave equation in $2 n+2$ dimensions with signature $(n+1, n+1)$. Thus the conformal symmetry algebra of the wave equation can be expected to transform solutions of the eigenvalue equations among themselves. Lemma 2 and Corollary 1 below are examples of this action.)

The results of Kalnins and Miller, characterizing separable systems by symmetry operators, can easily be translated to the present case. In those references (for $V_{n}=0$ ) the symmetry operators are given explicitly as linear combinations of the symmetries $L_{i j}^{2}$. The results for the potential (1.14) are similar: $L_{i j}^{2}$ is replaced by $S_{i j}^{\prime}=\rho^{-1} S_{i j} \rho$ and takes the same linear combinations. Moreover, since the defining symmetry operators for a separable system are real linear combinations of the $L_{i j}^{2}$ plus scalar functions, they are formally self-adjoint with respect to the inner product $\langle\cdot, \cdot\rangle$.

These results can now easily be extended to results for solutions of

$$
\begin{equation*}
\left(\Delta_{n}+\Lambda_{n}\right) \Phi=\lambda \Phi \tag{2.2}
\end{equation*}
$$

through the mappings

$$
\begin{align*}
& \Delta_{n}+\Lambda_{n}=\rho\left(\Delta_{n}+V_{n}\right) \rho^{-1} \\
& S_{i j}=\rho S_{i j}^{\prime} \rho^{-1}  \tag{2.3}\\
& \Phi=\rho \Psi
\end{align*}
$$

Thus all separable solutions $\Psi$ map to $R$-separable solutions $\Phi$ of (2.2) (Miller [22]). The $R$-separable coordinates and solutions are determined by commuting symmetry operators $S$ of $\Delta_{n}+\Lambda_{n}$ which are obtained from expressions in Kalnins and Miller [13] or Kalnins [11], where each occurrence of $L_{i j}^{2}$ is replaced by $S_{i j}$. The defining symmetry operators are all formally self-adjoint with respect to the inner product $(\cdot, \cdot)$. Finally, since each $S_{i j}$ maps polynomials of maximum order $m_{k}$ in $x_{k}$ to polynomials of the same type, it follows that a basis of separated solutions can be expressed as polynomials in the $x_{i}$. Since the symmetry operators are self-adjoint, the basis of simultaneous eigenfunctions can be chosen to be orthogonal.

We conclude from this argument that every separable coordinate system for the Laplace-Beltrami eigenvalue equation on the $n$-sphere yields an orthogonal basis of polynomial solutions of equation (1.4), hence an orthogonal basis for all $n$-variable polynomials with inner product (1.18).

As an example we work out the separation equations for spherical coordinates $\left\{u_{i}\right\}$ on $S^{n}$ :

$$
\begin{aligned}
& z_{0}^{2}=1-x=1-u_{n} \\
& z_{1}^{2}=x_{1}=u_{1} u_{2} \ldots u_{n} \\
& z_{2}^{2}=x_{2}=\left(1-u_{1}\right) u_{2} \ldots u_{n}
\end{aligned}
$$

$$
\begin{align*}
& z_{n-1}^{2}=x_{n-1}=\left(1-u_{n-2}\right) u_{n-1} u_{n}  \tag{2.4}\\
& z_{n}^{2}=x_{n}=\left(1-u_{n-1}\right) u_{n}
\end{align*}
$$

(Note that in terms of angles $\left\{\theta_{i}\right\}$ we usually set $u_{i}=\sin ^{2} \theta_{i}$.) It follows that

$$
u_{j}=\left\{\begin{array}{cc}
w_{j} / w_{j+1}, & j=1, \cdots, n-1  \tag{2.5}\\
w_{n}, & j=n
\end{array}\right.
$$

where

$$
w_{\ell}=\sum_{i=1}^{\ell} x_{i}
$$

In terms of the $\left\{u_{i}\right\}$, the operator (1.5) becomes

$$
\begin{equation*}
H=\sum_{i=1}^{n} \frac{1}{u_{i+1} \cdots u_{n}}\left[u_{i}\left(1-u_{i}\right) \partial_{u_{i}}^{2}+\left(\sum_{j=1}^{i} \gamma_{j}-\left(\sum_{p=1}^{i+1} \gamma_{p}\right) u_{i}\right) \partial_{u_{i}}\right] \tag{2.6}
\end{equation*}
$$

Equation (1.4) is separable in these coordinates with separation equations

$$
\begin{align*}
& u_{1}\left(1-u_{1}\right) \partial_{u_{1}}^{2} \Theta_{1}+\left[\gamma_{1}-\left(\gamma_{1}+\gamma_{2}\right) u_{1}\right] \partial_{u_{1}} \Theta_{1}=c_{1} \Theta_{1}  \tag{2.7}\\
& {\left[\frac{c_{k-1}}{u_{k}}+u_{k}\left(1-u_{k}\right) \partial_{u_{k}}^{2}\right] \Theta_{k}+\left[\sum_{j=1}^{k} \gamma_{j}-\left(\sum_{p=1}^{k+1} \gamma_{p}\right) u_{k}\right] \partial_{u_{k}} \Theta_{k}=c_{k} \Theta_{k}} \\
& k=2,3, \cdots, n
\end{align*}
$$

Here $\Theta=\prod_{k=1}^{n} \Theta_{k}\left(u_{k}\right)$ and the $c_{i}$ are the separation constants, with $c_{n}=-M(M+$ $G-1)$.

Noting that the hypergeometric equation

$$
u(1-u) \frac{d^{2} g}{d u^{2}}+[c-(a+b+1) u] \frac{d g}{d u}-a b g=0
$$

admits the solution

$$
g={ }_{2} F_{1}\left(\begin{array}{c}
a, \quad b \\
c
\end{array} \quad u\right)=\sum_{m=1}^{\infty} \frac{(a)_{m}(b)_{m}}{(c)_{m} m!} u^{m}
$$

a polynomial for $a=0,-1,-2, \cdots$, and requiring that $\Theta$ be a polynomial in the $\left\{x_{i}\right\}$ we obtain the solutions
$\Theta_{1}\left(u_{1}\right)={ }_{2} F_{1}\left(\begin{array}{cc}-\ell_{1}, & \ell_{1}+\gamma_{1}+\gamma_{2}-1 \\ \gamma_{1}\end{array} ; u_{1}\right)$
$c_{1}=-\ell_{1}\left(\ell_{1}+\gamma_{1}+\gamma_{2}-1\right)$,
$\Theta_{k}\left(u_{k}\right)=u_{k}^{\ell_{1}+\ell_{2}+\cdots+\ell_{k-1}}{ }_{2} F_{1}\left(\begin{array}{cc}-\ell_{k}, & 2\left(\ell_{1}+\cdots+\ell_{k-1}\right)+\ell_{k}+\gamma_{1}+\cdots+\gamma_{k+1}-1 \\ 2\left(\ell_{1}+\cdots+\ell_{k-1}\right)+\gamma_{1}+\cdots+\gamma_{k}\end{array}\right)$,
$c_{k}=-\left(\ell_{1}+\cdots+\ell_{k}\right)\left(\ell_{1}+\cdots+\ell_{k}+\gamma_{1}+\cdots+\gamma_{k+1}-1\right)$,

$$
k=2,3, \cdots, n
$$

where $\sum_{i=1}^{n} \ell_{i}=M$ and $\ell_{i}=0,1,2 \cdots$. This determines $\Theta$ to within a normalization factor.

In the special case $n=2$ we have the result of (Proriol [23]) and of (Karlin and McGregor [14]):

$$
\begin{align*}
\Theta_{\ell_{1}, \ell_{2}}\left(x_{1}, x_{2}\right)= & F_{1}\left(\begin{array}{cc}
-\ell_{1}, & \ell_{1}+\gamma_{1}+\gamma_{2}-1 \\
\gamma_{1} & \frac{x_{1}}{x_{1}+x_{2}}
\end{array}\right)\left(x_{1}+x_{2}\right)^{\ell_{1}} \\
& \times{ }_{2} F_{1}\left(\begin{array}{cc}
-\ell_{2}, & 2 \ell_{1}+\ell_{2}+\gamma_{1}+\gamma_{2}+\gamma_{3}-1 \\
2 \ell_{1}+\gamma_{1}+\gamma_{2}
\end{array} x_{1}+x_{2}\right)  \tag{2.9}\\
& \sim P_{\ell_{2}}^{\left(\gamma_{3}-1, \gamma_{1}+\gamma_{2}+2 \ell_{1}-1\right)}\left(2 x_{1}+2 x_{2}-1\right)\left(x_{1}+x_{2}\right)^{\ell_{1}} \\
& \times P_{\ell_{1}}^{\left(\gamma_{2}-1, \gamma_{1}-1\right)}\left(\frac{2 x_{1}}{x_{1}+x_{2}}-1\right),
\end{align*}
$$

where $P_{k}^{(\alpha, \beta)}(x)$ is a Jacobi polynomial.
Returning to the general case, we have the eigenvalue equations

$$
\begin{equation*}
S_{\ell} \Theta_{\ell}=c_{\ell} \Theta_{\ell}, \quad \ell=1, \cdots, n \tag{2.10}
\end{equation*}
$$

where

$$
\begin{align*}
& S_{1}=u_{1}\left(1-u_{1}\right) \partial_{u_{1}}^{2}+\left[\gamma_{1}-\left(\gamma_{1}+\gamma_{2}\right) u_{1}\right] \partial_{u_{1}}, \\
& S_{k}=\frac{1}{u_{k}} S_{k-1}+u_{k}\left(1-u_{k}\right) \partial_{u_{k}}^{2}+\left[\gamma_{1}+\cdots+\gamma_{k}-\left(\gamma_{1}+\cdots+\gamma_{k+1}\right) u_{k}\right] \partial_{u_{k}}  \tag{2.11}\\
& \quad k=2,3, \cdots, n
\end{align*}
$$

and $S_{n}=H$. Furthermore, $\left[S_{i}, S_{j}\right]=0$ and the $S_{i}$ are self-adjoint with respect to the inner product $(\cdot, \cdot)$. It follows immediately that

$$
\left(\Theta_{\ell}, \Theta_{\mathbf{m}}\right)=0
$$

unless $\ell_{1}=m_{1}, \ell_{2}=m_{2}, \cdots, \ell_{n}=m_{n}$. The measure $d \tilde{\omega}$ becomes in these coordinates $d \tilde{\omega}=u_{1}^{\gamma_{1}-1} u_{2}^{\gamma_{1}+\gamma_{2}-1} \cdots u_{n}^{\gamma_{1}+\cdots+\gamma_{n}-1}\left(1-u_{1}\right)^{\gamma_{2}-1}\left(1-u_{2}\right)^{\gamma_{3}-1} \cdots\left(1-u_{n}\right)^{\gamma_{n+1}-1} d u_{1} \cdots d u_{n}$,
where $0<u_{i}<1$. In terms of the symmetries $S_{i j}, S_{0 i},(1.21)-(1.22)$, we have

$$
\begin{align*}
& S_{k}=\frac{1}{8} \sum_{i, j=1}^{k+1} S_{i j}, \quad k=1, \cdots, n-1  \tag{2.12}\\
& S_{n}=H=\frac{1}{8}\left(\sum_{h, p=0}^{n} S_{h p}\right),
\end{align*}
$$

where we set $S_{h h}=0$.
3. Orthogonal bases for another space of polynomials. Now we make the change of coordinates $x_{i}=y_{i}^{2}, 1 \leq i \leq n$, and look for solutions of (1.4) that are polynomials in the $y_{i}$. In general, $H$ does not map polynomials in the $y_{i}$ to polynomials, but in the special case $\gamma_{1}=\gamma_{2}=\cdots=\gamma_{n}=\frac{1}{2}, G=\gamma_{n+1}+n / 2=$ $s / 2+(n+1) / 2$, we have

$$
\begin{equation*}
H=\frac{1}{4} \sum_{i, j=1}^{n}\left(\delta_{i j}-y_{i} y_{j}\right) \partial_{y_{i} y_{j}}+\frac{1}{2}\left(\frac{1}{2}-G\right) \sum_{j=1}^{n} y_{j} \partial_{y_{j}} \tag{3.1}
\end{equation*}
$$

and $H$ does map polynomials to polynomials of at most the same degree. Moreover, the differential operators

$$
\begin{equation*}
L_{i j}=-L_{j i}=y_{i} \partial_{y_{j}}-y_{j} \partial_{y_{i}}, \quad 1 \leq i<j \leq n \tag{3.2}
\end{equation*}
$$

commute with $H$ and form a basis for the symmetry algebra so $(n)$. The special second-order symmetries take the form $S_{i j}=L_{i j}^{2}, 1 \leq i<j \leq n$, and

$$
S_{0 i}=L_{0 i}^{2}-2\left(G-\frac{1}{2}\right) y_{i} \partial_{y_{i}}=\left(1-\sum_{j=1}^{n} y_{j}^{2}\right) \partial_{y_{i}}^{2}-2 G y_{i} \partial_{y_{i}}
$$

and clearly map polynomials to polynomials of at most the same degree. The measure takes the form

$$
\begin{equation*}
d \tilde{\omega}=\left(1-y_{1}^{2}-\cdots-y_{n}^{2}\right)^{s / 2-(1 / 2)} d y_{1} \cdots d y_{n} \tag{3.3}
\end{equation*}
$$

where $-1 \leq y_{i} \leq 1$ and

$$
\begin{equation*}
\rho^{-1}=\left(1-y_{1}^{2}-\cdots-y_{n}^{2}\right)^{s / 4} \tag{3.4}
\end{equation*}
$$

Again, $H$ and the $S_{\ell k}$ are formally self-adjoint with respect to the inner product

$$
\begin{equation*}
\left(\Phi_{1}, \Phi_{2}\right)=\int \cdots \int_{\sum y_{i}^{2}<1} \Phi_{1}(\mathbf{y}) \overline{\Phi_{2}}(\mathbf{y}) d \tilde{\omega} \tag{3.5}
\end{equation*}
$$

where $\Phi_{1}, \Phi_{2}$ are polynomials in the $y_{i}$.
Every separable coordinate system for the equation

$$
\begin{equation*}
H \Phi=-M(M+G-1) \Phi, \quad 2 M \text { a nonnegative integer, } \tag{3.6}
\end{equation*}
$$

where $H$ is given by (3.1) yields an orthogonal basis of multivariable polynomials with respect to the inner product $(\cdot, \cdot)$. (For $n=2$ this equation is also on the list of Krall and Sheffer [20].) Indeed, for spherical coordinates $u_{i}=\sin ^{2} \theta_{i}$ we obtain the orthogonal basis of polynomials in $\mathbf{y}$ :

$$
\begin{align*}
& e^{ \pm 2 i \ell_{1} \theta_{1}} \prod_{k=2}^{n-1}\left[\sin \theta_{k}\right]^{2\left(\ell_{1}+\cdots+\ell_{k-1}\right)} C_{2 \ell_{k}}^{2\left(\ell_{1}+\cdots+\ell_{k-1}\right)+(k-1) / 2}\left(\cos \theta_{k}\right)  \tag{3.7}\\
& \quad \times u_{n}^{\ell_{1}+\cdots+\ell_{n-1}}{ }_{2} F_{1}\left(\begin{array}{cc}
-\ell_{n}, & 2\left(\ell_{1}+\cdots+\ell_{n-1}\right)+\ell_{n}+(n-1) / 2+s / 2 \\
2\left(\ell_{1}+\cdots+\ell_{n-1}\right)+n / 2
\end{array}\right)
\end{align*}
$$

where $2 \ell_{i}=0,1,2, \cdots$ for $1 \leq i \leq n-1, \ell_{n}=0,1,2, \cdots$, and the $C_{k}^{\lambda}(x)$ are Gegenbauer polynomials

$$
C_{k}^{\lambda}(x)=\frac{(2 \lambda)_{k}}{k!}{ }_{2} F_{1}\left(\begin{array}{c}
-k, \quad k+2 \lambda \\
\lambda+\frac{1}{2}
\end{array} ; \frac{1}{2}-x / 2\right)
$$

(Erdélyi et al. [9]). (The eigenvalues are defined as before.)
Using the results of [11] or [13], many other orthogonal bases can be worked out. Moreover, the symmetry group $\mathrm{SO}(n)$ permits the derivation of addition theorems for the basis elements, related to the addition theorem for Gegenbauer polynomials and Koornwinder's addition theorem [15]-[17].

Next we relate the Cartesian coordinates $z_{\ell}$ and the $y_{a}$ via

$$
\begin{align*}
& z_{0}^{2}=y_{1}^{2} \\
& z_{1}^{2}=y_{2}^{2} \\
& \quad \vdots  \tag{3.8}\\
& z_{n-1}^{2}=y_{n}^{2} \\
& z_{n}^{2}=1-y_{1}^{2}-\cdots-y_{n}^{2},
\end{align*}
$$

a simple permutation of the relations (2.4), so that the (separable) spherical coordinates $v_{i}$ are associated with the $y_{a}$ through

$$
\begin{gather*}
v_{1}=\frac{y_{2}^{2}}{y_{2}^{2}+y_{3}^{2}}, \quad v_{2}=\frac{y_{2}^{2}+y_{3}^{2}}{y_{2}^{2}+y_{3}^{2}+y_{4}^{2}}, \quad \cdots, \quad v_{n-2}=\frac{y_{2}^{2}+\cdots+y_{n-1}^{2}}{y_{2}^{2}+\cdots+y_{n}^{2}} \\
v_{n-1}=\frac{y_{2}^{2}+\cdots+y_{n}^{2}}{1-y_{1}^{2}}, \quad v_{n}=1-y_{1}^{2} \tag{3.9}
\end{gather*}
$$

From the point of view of separability for the Laplace-Beltrami eigenvalue equation, these $v_{i}$ coordinates are equivalent to the $u_{i}$ coordinates introduced earlier, since one system can be obtained from the other through the action of an element of the $\mathrm{SO}(n+1)$ symmetry group for this equation. However, the term $\Lambda_{n}$ breaks this
symmetry so that from the viewpoint of the eigenvalue equation for $H$, with $\gamma_{1}=$ $\gamma_{2}=\cdots \gamma_{n}=\frac{1}{2}$, these are distinct coordinates. The separation equations for the $v_{i}$ are identical to those for the $u_{i}$ if we interchange $\gamma_{n}=\frac{1}{2}$ and $\gamma_{n+1}=s / 2+\frac{1}{2}$. For $n=2$ the orthogonal basis of polynomials is

$$
\begin{equation*}
C_{2 \ell_{1}}^{s / 2}\left(\sin \theta_{1}\right) C_{2 \ell_{2}}^{2 \ell_{1}+s / 2+\frac{1}{2}}\left(\cos \theta_{2}\right) \sin ^{2 \ell_{1}} \theta_{2} \tag{3.10}
\end{equation*}
$$

where $\ell_{1}, \ell_{2}=0, \frac{1}{2}, 1, \frac{3}{2}, \cdots, \ell_{1}+\ell_{2}=N$ and $v_{j}=\sin ^{2} \theta_{j}$. This is in agreement with the basis of Koschmieder [18], [19].

For $n>2$ we have an orthogonal basis of polynomials of the form $\Theta=\prod_{k=1}^{n} \Theta_{k}$, where
$\Theta_{1}=e^{ \pm 2 i \ell_{1} \theta_{1}}, \quad \ell_{1}=0,1 / 2,1,3 / 2, \cdots$,
$\Theta_{k}=\left[\sin \theta_{k}\right]^{2\left(\ell_{1}+\cdots+\ell_{k-1}\right)} C_{2 \ell_{k}}^{2\left(\ell_{1}+\cdots+\ell_{k-1}\right)+(k-1) / 2}\left(\cos \theta_{k}\right)$

$$
\ell_{k}=0, \frac{1}{2}, 1, \cdots, \quad 1<k<n-1
$$

$\Theta_{n-1}=v_{n-1}^{\ell_{1}+\cdots+\ell_{n-2}}{ }_{2} F_{1}\left(\begin{array}{cc}-\ell_{n-1}, & 2\left(\ell_{1}+\cdots+\ell_{n-2}\right)+\ell_{n-1}+(n-2) / 2+s / 2 \\ 2\left(\ell_{1}+\cdots+\ell_{n-2}\right)+(n-1) / 2\end{array} v_{n-1}\right)$

$$
\ell_{n-1}=0,1,2, \cdots,
$$

$\Theta_{n}=\left[\sin \theta_{n}\right]^{2\left(\ell_{1}+\cdots+\ell_{n-1}\right)} C_{2 \ell_{n}}^{2\left(\ell_{1}+\cdots+\ell_{n-1}\right)+(n-1) / 2+s / 2}\left(\cos \theta_{n}\right)$

$$
\ell_{n}=0, \frac{1}{2}, 1, \cdots
$$

where $\ell_{1}+\cdots+\ell_{n}=M$ and $v_{j}=\sin ^{2} \theta_{j}$.
4. The "mixed" case. Next we consider the more general mixed case with variables $x_{1}, \cdots, x_{n_{1}}, y_{1}, \cdots, y_{n_{2}}, n_{1}+n_{2}=n$, where

$$
\begin{aligned}
& z_{0}^{2}=1-\sum_{i=1}^{n_{1}} x_{i}-\sum_{a=1}^{n_{2}} y_{a}^{2} \\
& z_{1}^{2}=x_{1}
\end{aligned}
$$

(4.1)

$$
\begin{gather*}
\vdots  \tag{4.1}\\
z_{n_{1}}^{2}=x_{n_{1}} \\
z_{n_{1}+1}^{2}=y_{1}^{2} \\
\vdots \\
z_{n}^{2}=y_{n_{2}}^{2}
\end{gather*}
$$

and look for polynomial solutions in $x_{i}, y_{a}$ of the equation

$$
\begin{equation*}
H \Phi(\mathbf{x}, \mathbf{y})=-M(M+G-1) \Phi(\mathbf{x}, \mathbf{y}) \tag{4.2}
\end{equation*}
$$

where $\gamma_{n_{1}+1}=\gamma_{n_{1}+2}=\cdots=\gamma_{n}=\frac{1}{2}$ and

$$
\begin{align*}
H= & \frac{1}{4} \sum_{a, b}\left(\delta_{a b}-y_{a} y_{b}\right) \partial_{y_{a} y_{b}}+\sum_{i, j}\left(\delta_{i j} x_{i}-x_{i} x_{j}\right) \partial_{x_{i} x_{j}} \\
& -\sum_{a, i} y_{a} x_{i} \partial_{y_{a} x_{i}}+\sum_{i}\left(\gamma_{i}-G x_{i}\right) \partial_{x_{i}}+\frac{1}{2} \sum_{a}\left(\frac{1}{2}-G\right) y_{a} \partial_{y_{a}},  \tag{4.3}\\
G= & \frac{n_{2}+1}{2}+\sum_{i} \gamma_{i}+\frac{s}{2}, \quad 2 M \text { a nonnegative integer. }
\end{align*}
$$

For reference,

$$
\begin{align*}
\Delta_{n}= & \frac{1}{4} \sum_{a, b}\left(\delta_{a b}-y_{a} y_{b}\right) \partial_{y_{a} y_{b}}+\sum_{i, j}\left(\delta_{i j} x_{i}-x_{i} x_{j}\right) \partial_{x_{i} x_{j}} \\
& -\sum_{a, i} y_{a} x_{i} \partial_{y_{a} x_{i}}+\frac{1}{2} \sum_{i}\left(1-(n+1) x_{i}\right) \partial_{x_{i}}-\frac{n}{4} \sum_{a} y_{a} \partial_{y_{a}},  \tag{4.4}\\
\Lambda_{n}= & \sum_{i}\left[\gamma_{i}-\frac{1}{2}+\left(\frac{n+1}{2}-G\right) x_{i}\right] \partial_{x_{i}}+\frac{1}{2} \sum_{a}\left(\frac{n+1}{2}-G\right) y_{a} \partial_{y_{a}} .
\end{align*}
$$

Note that $H$ maps polynomials in $x_{i}, y_{a}$ to polynomials of at most the same order. The induced measure is

$$
\begin{align*}
& d \tilde{\omega}=x_{2}^{\gamma_{1}-1} \cdots x_{n_{2}}^{\gamma_{n_{1}-1}}\left(1-\sum x_{i}-\sum y_{a}^{2}\right)^{s / 2-\frac{1}{2}} d x_{1} \cdots d x_{n_{1}} d y_{1} \cdots d y_{n_{2}} \\
& 0<x_{i}, \quad-1<y_{a}<1, \quad \sum_{i} x_{i}+\sum_{a} y_{a}^{2}<1 \tag{4.5}
\end{align*}
$$

and

$$
\rho^{-1}=x_{1}^{\gamma_{1} / 2-1 / 4} \cdots x_{n_{1}}^{\gamma_{n_{1}} / 2-1 / 4}\left(1-\sum_{i} x_{i}-\sum_{a} y_{a}^{2}\right)^{s / 4}
$$

Equation (4.2) admits the symmetry algebra so $\left(n_{2}\right)$ with basis

$$
L_{a b}=-L_{b a}=y_{a} \partial_{y_{b}}-y_{b} \partial_{y_{a}}, \quad 1 \leq a<b \leq n_{2}
$$

The operators $H$ and $S_{m k}$ are formally self-adjoint on the space of polynomials in $x_{i}$, $y_{a}$ with respect to the inner product

$$
\left(\Phi_{1}, \Phi_{2}\right)=\int \cdots \int_{0<x_{i}, \sum_{i} x_{i}+\sum_{a} y_{a}^{2}<1} \Phi_{1}(\mathbf{x}, \mathbf{y}) \overline{\Phi_{2}}(\mathbf{x}, \mathbf{y}) d \tilde{\omega}
$$

However, in general the $S_{m k}$ do not map a polynomial to one of the same or lower order in each variable, e.g.,

$$
S_{i a}=4 x_{i} y_{a}^{2} \partial_{x_{i}}^{2}+x_{i} \partial_{y_{a}}^{2}-4 x_{i} y_{a} \partial_{x_{i} y_{a}}+4 \gamma_{i} y_{a}^{2} \partial_{x_{i}}-2 x_{i} \partial_{x_{i}}-2 \gamma_{i} y_{a} \partial_{y_{a}}
$$

although they do map polynomials to polynomials. It is still true that each symmetry operator $S$ maps a polynomial eigenspace of $H$ into itself.

It follows that all separable coordinate systems for the $n$-sphere yield bases of orthogonal polynomials in the mixed case (indeed multiple sets of such bases, depending on the ordering of the variables $x_{i}, y_{a}$ ). For example, if we choose spherical coordinates $u_{\ell}=\sin ^{2} \theta_{\ell}$ in the form

$$
u_{\ell}=\frac{w_{\ell}}{w_{\ell+1}}
$$

where

$$
w_{\ell}=\left\{\begin{array}{cl}
\sum_{i=1}^{\ell} x_{i}, & \ell=1, \cdots, n_{1}  \tag{4.6}\\
\sum_{i=1}^{n_{1}} x_{i}+\sum_{a=1}^{\ell-n_{1}} y_{a}^{2}, & \ell=n_{1}+1, \cdots, n_{1}+n_{2} \\
1, & \ell=n_{1}+n_{2}+1
\end{array}\right.
$$

we find the orthogonal basis of polynomials:

$$
\Theta=\prod_{k=1}^{n} \Theta_{k}\left(u_{k}\right)
$$

where

$$
\begin{align*}
& \Theta_{k}\left(u_{k}\right)=u_{k}^{\ell_{1}+\cdots+\ell_{k-1}}{ }_{2} F_{1}\left(\begin{array}{cc}
-\ell_{k}, & 2\left(\ell_{1}+\cdots+\ell_{k-1}\right)+\ell_{k}+\gamma_{1}+\cdots+\gamma_{k+1}-1 \\
2\left(\ell_{1}+\cdots+\ell_{k-1}\right)+\gamma_{1}+\cdots+\gamma_{k}
\end{array}\right.  \tag{4.7}\\
& c_{k}=-\left(\ell_{1}+\cdots+\ell_{k}\right)\left(\ell_{1}+\cdots+\ell_{k}+\gamma_{1}+\cdots+\gamma_{k+1}-1\right), \\
& \Theta_{k}\left(u_{k}\right)=\left[\sin \theta_{k}\right]^{2\left(\ell_{1}+\cdots+\ell_{k-1}\right)} C_{2 \ell_{k}}^{2\left(\ell_{1}+\cdots+\ell_{k-1}\right)+\sum_{i=1}^{k} \gamma_{i}-\frac{1}{2}}\left(\cos \theta_{k}\right), \\
& c_{k}=-\left(\ell_{1}+\cdots+\ell_{k}\right)\left(\ell_{1}+\cdots+\ell_{k}+\gamma_{1}+\cdots+\gamma_{k+1}-1\right), \\
& k=n_{1}, \\
& \\
& \Theta_{n}\left(u_{n}\right)=u_{n}^{\ell_{1}+\cdots+\ell_{n-1}}{ }_{2} F_{2}\left(\begin{array}{cc}
-\ell_{n}, & 2\left(\ell_{1}+\cdots+\ell_{n-1}\right)+\ell_{n}+G-2 \\
2\left(\ell_{1}+\cdots+\ell_{n-1}\right)+G-s / 1-\frac{1}{2}
\end{array} ; u_{n}\right) .
\end{align*}
$$

Here $\ell_{1}, \cdots, \ell_{n_{1}}, \ell_{n}$ and $2 \ell_{n_{1}+1}, \cdots, 2 \ell_{n_{1}+n_{2}-1}$ are nonnegative integers. (Recall that $\gamma_{n_{1}+1}=\gamma_{n_{1}+2}=\cdots=\gamma_{n_{1}+n_{2}}=\frac{1}{2}$.)
5. Biorthogonal families of polynomials on $S^{n}$. We begin this section with a simplified proof of the biorthogonality of the polynomials (1.1) and (1.2) with respect to the inner product $(\cdot, \cdot)_{\gamma}$; see (1.18), (1.19). Let $\mathscr{S}_{\gamma}$ be the space of all polynomials in $x_{1}, \cdots, x_{n}$ with respect to this inner product and let $\mathscr{H}_{\gamma, M}$ be the subspace of $\mathscr{S}_{\gamma}$ consisting of solutions $\Phi$ to the eigenvalue equation

$$
\begin{equation*}
H \Phi=-M(M+G-1) \Phi \tag{5.1}
\end{equation*}
$$

where $H$ is given by (1.5). Since the functions

$$
D_{\mathbf{m}}^{\gamma}(\mathbf{x})=F_{A}\left[\begin{array}{cc}
M+G-1 ; & -m_{1}, \cdots,-m_{n}  \tag{5.2}\\
\gamma_{1}, \cdots, \gamma_{n}
\end{array} ; x_{1}, \cdots, x_{n}\right]
$$

clearly satisfy (5.1) for $M=\sum_{i=1}^{n} m_{i}$ and since the highest order monomial in these solutions is $x_{1}^{m_{1}} \cdots x_{n}^{m_{n}}$ it follows that the $D_{\mathbf{m}}^{\gamma}$ for $m_{1}+\cdots+m_{n} \equiv m=M$ form
a basis for $\mathscr{H}_{\gamma, M}$ and, as the $m_{i}$ range over all nonnegative integers, a basis for $\mathscr{S}_{\gamma}$. (Note: $\operatorname{dim} \mathscr{H}_{\gamma, M}=\binom{M+n-1}{n-1}$.) Since $H$ is self-adjoint we have $\mathscr{H}_{\gamma, M} \perp \mathscr{H}_{\gamma, M^{\prime}}$ for $M^{\prime} \neq M$. Thus

$$
\begin{equation*}
\left(D_{\mathbf{m}^{\prime}}^{\gamma}, D_{\mathbf{m}}^{\gamma}\right)_{\gamma}=0 \quad \text { for } m^{\prime} \neq m \tag{5.3}
\end{equation*}
$$

It is simple to verify the recurrence relation

$$
\begin{equation*}
\partial_{x_{i}} D_{\mathbf{m}}^{\gamma}(\mathbf{x})=\frac{(M+G-1)\left(-m_{i}\right)}{\gamma_{i}} D_{\hat{\mathbf{m}}}^{\hat{\gamma}}(\mathbf{x}) \tag{5.4}
\end{equation*}
$$

where

$$
\begin{align*}
& \hat{\gamma}_{j}= \begin{cases}\gamma_{j} & \text { for } j \neq i, 1 \leq j \leq n \\
\gamma_{i}+1 & \text { for } j=i \\
\gamma_{n+1}+1 & \text { for } j=n+1\end{cases} \\
& \hat{m}_{j}= \begin{cases}m_{j} & \text { for } j \neq i, 1 \leq j \leq n \\
m_{i}-1 & \text { for } j=i\end{cases}  \tag{5.5}\\
& \hat{M}=M-1, \quad \hat{G}=G+2 .
\end{align*}
$$

We can consider $P_{i}=\partial_{x_{i}}$ as an operator

$$
P_{i}: \mathscr{S}_{\gamma} \rightarrow \mathscr{S}_{\hat{\gamma}} .
$$

Indeed we have the following lemma.
Lemma 2. $P_{i},(1 \leq i \leq n)$, maps $\mathscr{H}_{\gamma, M}$ onto $\mathscr{H}_{\hat{\gamma}, \hat{M}}$.
Proof. The proof is immediate from (5.4). For a basis free proof we can easily verify the operator identity

$$
\begin{equation*}
\hat{H} P_{i}=G P_{i}+P_{i} H \tag{5.6}
\end{equation*}
$$

where $\hat{H}$ is the operator $H$ with the $\gamma_{j}$ replaced by $\hat{\gamma}_{j}$. Then if $H \Phi=-M(M+G-1) \Phi$ we have $\hat{H}\left(P_{i} \Phi\right)=-\hat{M}(\hat{M}+\hat{G}-1)\left(P_{i} \Phi\right)$. The null space of $P_{i}$ acting on $\mathscr{H}_{\gamma, M}$ is of dimension $\binom{M+n-2}{n-2}$ for $n \geq 2$, hence the dimension of the range of $P_{i}$ is

$$
\binom{M+n-1}{n-1}-\binom{M+n-2}{n-2}=\binom{M+n-2}{n-1}=\operatorname{dim} \mathscr{H}_{\hat{\gamma}, \hat{M}}
$$

Corollary 1. The operator $P_{i}-P_{j}$ maps $\mathscr{H}_{\gamma, M}$ into $\mathscr{H}_{\tilde{\gamma}, \tilde{M}}$, where $1 \leq i<j \leq n$ and

$$
\begin{aligned}
& \tilde{\gamma}_{k}= \begin{cases}\gamma_{k} & \text { for } 1 \leq k \leq n+2, k \neq i, j \\
\gamma_{i}+1 & \text { for } k=i \\
\gamma_{j}+1 & \text { for } k=j\end{cases} \\
& \tilde{M}=M-1, \quad \tilde{G}=G+2 .
\end{aligned}
$$

Proof.

$$
\tilde{H}\left(P_{i}-P_{j}\right)=G\left(P_{i}-P_{j}\right)+\left(P_{i}-P_{j}\right) H
$$

Thus if $H \Phi=-M(M+G-1) \Phi$ we have

$$
\tilde{H}\left(\left[P_{i}-P_{j}\right] \Phi\right)=-\tilde{M}(\tilde{M}+\tilde{G}-1)\left[P_{i}-P_{j}\right] \Phi
$$

The operator $P_{i}$ induces an adjoint operator $P_{i}^{*}: \mathscr{S}_{\hat{\gamma}} \rightarrow \mathscr{S}_{\gamma}$, defined by

$$
\left(P_{i}^{*} \Phi, \Phi^{\prime}\right)_{\gamma}=\left(\Phi, P_{i} \Phi^{\prime}\right)_{\hat{\gamma}}
$$

for all $\Phi \in \mathscr{S}_{\hat{\gamma}}, \Phi^{\prime} \in \mathscr{S}_{\gamma}$. A straightforward computation yields

$$
\begin{equation*}
P_{i}^{*}=-x_{i}(1-x) \partial_{x_{i}}-\gamma_{i}(1-x)+\gamma_{n+1} x_{i} . \tag{5.7}
\end{equation*}
$$

Theorem 1. $P_{i}^{*}$ is a 1-1 map of $\mathscr{H}_{\hat{\gamma}, \hat{M}}$ into $\mathscr{H}_{\gamma, M}$.
Proof. Taking the adjoint of the relation (5.4) we obtain

$$
P_{i}^{*} \hat{H}=G P_{i}^{*}+H P_{i}^{*}
$$

Furthermore, $P_{i}^{*}$ is 1-1 since $P_{i}$ is onto.
Let

$$
C_{\mathbf{m}}^{\gamma}(\mathbf{x})=\left(P_{1}^{*}\right)^{m_{1}} \cdots\left(P_{n}^{*}\right)^{m_{n}} 1 \in \mathscr{S}_{\gamma}
$$

be the result of applying $m_{n}$ operators $P_{n}^{*}, \cdots, m_{1}$ operators $P_{1}^{*}$, one at a time, to the function $1 \in \mathscr{S}_{\gamma^{\prime}}$, where

$$
\begin{aligned}
& \gamma_{i}^{\prime}=\gamma_{i}+m_{i}, \quad 1 \leq i \leq n, \\
& \gamma_{n+1}^{\prime}=\gamma_{n+1}+m .
\end{aligned}
$$

(Each time an operator $P_{j}^{*}$ is applied it lowers $\gamma_{j}$ and $\gamma_{n+1}$ by 1 and leaves the other $\gamma_{k}$ 's unchanged. The order in which these operators are applied makes no difference in the result.) It follows from the recurrence relation

$$
\left.\begin{array}{c}
(5.8) \quad\left(x_{i} \sum_{j=1}^{n} x_{j} \partial_{x_{j}}-x_{i} \partial_{x_{i}}+x_{i}\left(-M-\gamma_{n+1}+1\right)-\gamma_{i}+1\right) \\
\times F_{A}\left[\begin{array}{c}
-M-\gamma_{n+1}+1 ;-m_{1}, \cdots,-m_{n} \\
\gamma_{1}, \cdots, \gamma_{n}
\end{array}\right) \\
=\left(1-x_{1}, \cdots, x_{n}\right]
\end{array}\right] \begin{gathered}
\left.-(M+1)-\left(\gamma_{n+1}-1\right)+1 ;-m_{1}, \cdots,-\left(m_{i}+1\right), \cdots,-m_{n} ; x_{1}, \cdots, x_{n}\right]  \tag{5.9}\\
\gamma_{1}, \cdots, \gamma_{i}-1, \cdots, \gamma_{n}
\end{gathered}
$$

and a simple induction argument that
$C_{\mathbf{m}}^{\gamma}(\mathbf{x})=c_{\gamma, m}(1-x)^{M} F_{A}\left[\begin{array}{c}-M-\gamma_{n+1}+1 ;-m_{1}, \cdots,-m_{n} \\ \gamma_{1}, \cdots, \gamma_{n}\end{array} ;-\frac{x_{1}}{1-x}, \cdots,-\frac{x_{n}}{1-x}\right]$,
where $c_{\gamma, m}$ is a nonzero constant. It follows from Theorem 1 that the $C_{\mathbf{m}}^{\gamma}$ belong to $\mathscr{H}_{\gamma, M}$ for $M=m_{1}+\cdots+m_{n}$. Since there are $\binom{M+n-1}{n-1}$ of these functions for fixed $M$ and since they are clearly linearly independent, they form a basis for $\mathscr{H}_{\gamma, M}$.

Now consider the inner product

$$
\left(C_{\mathbf{m}}^{\gamma}, D_{\mathbf{m}^{\prime}}^{\gamma}\right)_{\gamma}
$$

If $m=M \neq m^{\prime}=M^{\prime}$ the inner product vanishes, since $\mathscr{H}_{\gamma, M} \perp \mathscr{H}_{\gamma, M^{\prime}}$. If $m=m^{\prime}$ but $\mathbf{m} \not \equiv \mathbf{m}^{\prime}$ then $m_{i}>m_{i}^{\prime}$ for some $i$. Thus

$$
\left(C_{\mathbf{m}}^{\gamma}, D_{\mathbf{m}^{\prime}}^{\gamma}\right)_{\gamma}=\kappa\left(1, P_{1}^{m_{1}} \cdots P_{n}^{m_{n}} D_{\mathbf{m}^{\prime}}^{\gamma}\right)_{\gamma^{\prime}}=0
$$

since $P_{i}^{m_{i}} D_{\mathbf{m}^{\prime}}^{\gamma}=0$. (Here, $\kappa$ is a nonzero constant.) We conclude that the set $\left\{C_{\mathbf{m}}^{\gamma}, D_{\mathbf{m}^{\prime}}^{\gamma}\right\}$ is biorthogonal. (This family is a generalization of biorthogonal polynomials in two variables studied by Appell and Kampé de Fériet [1] and extended by Fackerell and Littler [10].)

Note that the norm of the weight function is

$$
\begin{align*}
& \int_{0}^{1} d x_{1} \int_{0}^{1-x_{1}} d x_{2} \cdots \int_{0}^{1-x_{1}-\cdots-x_{n-1}} d x_{n}\left[\prod_{k=1}^{n} x_{k}^{\gamma_{k}-1}\right](1-x)^{\gamma_{n+1}-1}  \tag{5.10}\\
&=(1,1)_{\gamma}=\frac{\left[\prod_{k=1}^{n+1} \Gamma\left(\gamma_{k}\right)\right]}{\Gamma(G)}
\end{align*}
$$

The relation

$$
\left(P_{i}^{*} C_{\tilde{\mathbf{m}}^{\gamma}}^{\hat{\gamma}}, D_{\mathbf{m}^{\prime}}^{\gamma}\right)_{\gamma}=\left(C_{\dot{\mathbf{m}}}^{\hat{\gamma}}, P_{i} D_{\mathbf{m}^{\prime}}^{\gamma}\right)_{\hat{\gamma}}
$$

yields (for $\mathbf{m}=\mathbf{m}^{\prime}$ ) the recurrence relation

$$
\left(C_{\mathbf{m}}^{\gamma}, D_{\mathbf{m}}^{\gamma}\right)_{\gamma}=-\frac{m_{i}(M+G-1)}{\gamma_{i}}\left(C_{\hat{\mathbf{m}}}^{\hat{\gamma}}, D_{\hat{\mathbf{m}}}^{\hat{\gamma}}\right)_{\hat{\gamma}} .
$$

The normalization of the biorthogonal basis can be obtained from this result and (5.10).

Now we extend the biorthogonality relations to the full $n$-sphere. We make the change of variables

$$
x_{k}=y_{k}^{2}, \quad k=1,2, \cdots, n
$$

in (5.10) and extend the domain of integration to negative values of $y_{k}$, since the integrand is even in all variables, to get

$$
\begin{gather*}
\int_{-1}^{1} d y_{1} \int_{-\sqrt{1-y_{1}^{2}}}^{\sqrt{1-y_{1}^{2}}} d y_{2} \cdots \int_{-\sqrt{1-y_{1}^{2}-\cdots-y_{n-1}^{2}}}^{\sqrt{1-y_{1}^{2}-\cdots-y_{n-1}^{2}}} d y_{n} \\
\cdot\left[\prod_{k=1}^{n}\left(y_{k}^{2}\right)^{\gamma_{k}-1 / 2}\right]\left(1-y_{1}^{2}-\cdots-y_{n}^{2}\right)^{s / 2-1 / 2} \\
=(1,1)_{\gamma}^{\prime}=\frac{\left[\prod_{k=1}^{n} \Gamma\left(\gamma_{k}\right)\right] \Gamma\left(\frac{s}{2}+\frac{1}{2}\right)}{\Gamma\left(\gamma_{1}+\cdots+\gamma_{n}+\frac{s}{2}+\frac{1}{2}\right)} . \tag{5.11}
\end{gather*}
$$

Here we have set $\gamma_{n+1}=\frac{s}{2}+\frac{1}{2}$. (This is a generalization of the weight function for the biorthogonal family $\left\{V_{m}^{(s)}(\mathbf{x}), U_{m}^{(s)}(\mathbf{x})\right\}$ on the $n$-sphere of [1], which is obtained by setting $\gamma_{1}=\cdots=\gamma_{n}=\frac{1}{2}$.) Under this change of variables the polynomials $\left\{C_{\mathbf{m}}^{\gamma}, D_{\mathbf{m}^{\prime}}^{\gamma}\right\}$ become
$U_{2 m}^{(\gamma, s)}(\mathbf{y})=\left(1-y_{1}^{2}-\cdots-y_{n}^{2}\right)^{M}$
$\times F_{A}\binom{\left.-M-s / 2+\frac{1}{2} ;-m_{1}, \cdots,-m_{n} ; \frac{-y_{1}^{2}}{1-y_{1}^{2}-\cdots-y_{n}^{2}}, \cdots, \frac{-y_{n}^{2}}{1-y_{1}^{2}-\cdots-y_{n}^{2}}\right), ~}{\gamma_{1}, \cdots, \gamma_{n}}$,
$V_{2 m}^{(\gamma, s)}(\mathbf{y})=F_{A}\left(\begin{array}{r}M+\gamma_{1}+\cdots+\gamma_{n}+s / 2-\frac{1}{2} ; \\ \gamma_{1}, \cdots, \gamma_{n}\end{array} \quad-m_{1}, \cdots,-m_{n} ; y_{1}^{2}, \cdots, y_{n}^{2}\right)$.
In the special case $\gamma_{2}=\cdots=\gamma_{n}=\frac{1}{2}$ these are exactly the $U_{m}^{(s)}(\mathbf{y})$ and $V_{m}^{(s)}(\mathbf{y})$ of [1, p. 269]. (To see this transform $m_{k} \rightarrow m_{k}^{\prime} / 2$, reverse the order of the sums in $F_{A}$ by transforming the summation indices as $j_{k} \rightarrow m_{k}^{\prime} / 2-j_{k}$, and then use the reflection formula $\Gamma(z) \Gamma(1-z)=\pi / \sin (\pi z)$ to represent these polynomials in terms of $F_{B}$, as given on p . 269.) The biorthogonality demonstration given above immediately implies

$$
\begin{equation*}
\left(V_{2 m}^{(\gamma, s)}, U_{2 m^{\prime}}^{(\gamma, s)}\right)_{\gamma}^{\prime} \sim \prod_{k=1}^{n} \delta_{m_{k} m_{k}^{\prime}} \tag{5.13}
\end{equation*}
$$

where

$$
\begin{align*}
(V, U)_{\gamma}^{\prime}= & \int \cdots \int_{y_{1}^{2}+\cdots+y_{n}^{2}<1}\left[\prod_{k=1}^{n}\left(y_{k}^{2}\right)^{\gamma_{k}-1 / 2}\right]  \tag{5.14}\\
& \cdot\left(1-y_{1}^{2}-\cdots-y_{n}^{2}\right)^{s / 2-1 / 2} V(\mathbf{y}) \bar{U}(\mathbf{y}) d y_{1} \cdots d y_{n}
\end{align*}
$$

Also, since the operator $H$ is self-adjoint with respect to this inner product and since $U_{m}^{(s)}$ and $V_{m}^{(s)}$ are eigenfunctions of $H$ we have

$$
\begin{equation*}
\left(V_{2 m}^{(\gamma, s)}, V_{2 m^{\prime}}^{(\gamma, s)}\right)_{\gamma}^{\prime}=\left(U_{2 m}^{(\gamma, s)}, U_{2 m^{\prime}}^{(\gamma, s)}\right)_{\gamma}^{\prime}=0 \quad \text { if } M \neq M^{\prime} \tag{5.15}
\end{equation*}
$$

Here, $U_{2 m}^{(s)}(\mathbf{y})$ and $V_{2 m}^{(s)}(\mathbf{y})$ are strictly even degree in all the variables $y_{k}$ with total degree $2 M$. We define odd degree polynomials as follows:

$$
\begin{align*}
& V_{2 m+1}^{(\gamma, s)}(\mathbf{y}) \equiv\left[\prod_{k \in Q} y_{k}\right] V_{2 m}^{\left(\gamma^{\prime}, s\right)}(\mathbf{y}) \\
& U_{2 m+1}^{(\gamma, s)}(\mathbf{y}) \equiv\left[\prod_{k \in Q} y_{k}\right] U_{2 m}^{\left(\gamma^{\prime}, s\right)}(\mathbf{y}) \tag{5.16}
\end{align*}
$$

where $Q$ is any subset of $(1,2, \cdots, n)$, and

$$
\begin{align*}
& \gamma_{k}^{\prime}=\gamma_{k}+1 \quad \text { if } k \in Q \\
& \gamma_{k}^{\prime}=\gamma_{k} \quad \text { if } k \notin Q \tag{5.17}
\end{align*}
$$

Since the weight function is even in all variables and the odd degree polynomials are odd in the variables $y_{k}, k \in Q$, we immediately deduce by parity

$$
\begin{align*}
& \left(V_{2 m+1}^{(\gamma, s)}, V_{2 m^{\prime}}^{(\gamma, s)}\right)_{\gamma}^{\prime}=\left(U_{2 m+1}^{(\gamma, s)}, U_{2 m^{\prime}}^{(\gamma, s)}\right)_{\gamma}^{\prime}=0 \\
& \left(V_{2 m+1}^{(\gamma, s)}, U_{2 m^{\prime}}^{(\gamma, s)}\right)_{\gamma}^{\prime}=\left(V_{2 m}^{(\gamma, s)}, U_{2 m^{\prime}+1}^{(\gamma, s)}\right)_{\gamma}^{\prime}=0 \tag{5.18}
\end{align*}
$$

Also, $\left(V_{2 m+1}^{(\gamma, s)}, U_{2 m+1}^{(\gamma, s)}\right)_{\gamma}^{\prime}$ vanishes by parity unless both polynomials are odd in exactly the same variables, in which case it is easy to verify that

$$
\begin{equation*}
\left(V_{2 m+1}^{(\gamma, s)}, U_{2 m^{\prime}+1}^{(\gamma, s)}\right)_{\gamma}^{\prime}=\left(V_{2 m+1}^{\left(\gamma^{\prime}, s\right)}, U_{2 m^{\prime}+1}^{\left(\gamma^{\prime}, s\right)}\right)_{\gamma^{\prime}}^{\prime} \sim \prod_{k=1}^{n} \delta_{m_{k} m_{k}^{\prime}} \tag{5.19}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\left(V_{2 m+1}^{(\gamma, s)}, V_{2 m^{\prime}+1}^{(\gamma, s)}\right)_{\gamma}^{\prime}=\left(U_{2 m+1}^{(\gamma, s)}, U_{2 m^{\prime}}^{(\gamma, s)}\right)_{\gamma}^{\prime}=0 \quad \text { if } M \neq M^{\prime} \tag{5.20}
\end{equation*}
$$

Theorem 2. Let

$$
\begin{aligned}
V_{m}^{(\gamma, s)}(\mathbf{y}) & \equiv\left\{\begin{array}{l}
V_{2 q}^{(\gamma, s)}(\mathbf{y}) \\
V_{2 q+1}^{(\gamma, s)}(\mathbf{y}),
\end{array}\right. \\
U_{m}^{(\gamma, s)}(\mathbf{y}) & \equiv\left\{\begin{array}{l}
U_{2 q}^{(\gamma, s)}(\mathbf{y}) \\
U_{2 q+1}^{(\gamma, s)}(\mathbf{y})
\end{array}\right.
\end{aligned}
$$

Then

$$
\begin{aligned}
& \left(V_{m}^{(\gamma, s)}, U_{m^{\prime}}^{(\gamma, s)}\right)_{\gamma}^{\prime} \sim \prod_{k=1}^{n} \delta_{m_{k} m_{k}^{\prime}}, \\
& \left(V_{m}^{(\gamma, s)}, V_{m^{\prime}}^{(\gamma, s)}\right)_{\gamma}^{\prime}=\left(U_{m}^{(\gamma, s)}, U_{m^{\prime}}^{(\gamma, s)}\right)_{\gamma}^{\prime}=0 \quad \text { if } M \neq M^{\prime}
\end{aligned}
$$

In the case $n=1$ the biorthogonal polynomials are orthogonal:

$$
\begin{align*}
& V_{2 m}^{(\gamma, s)}(y)=U_{2 m}^{(\gamma, s)}(y)={ }_{2} F_{1}\left(\begin{array}{c}
m+\gamma+s / 2-\frac{1}{2},-m \\
\gamma
\end{array} y^{2}\right),  \tag{5.21}\\
& V_{2 m+1}^{(\gamma, s)}(y)=U_{2 m+1}^{(\gamma, s)}(y)=y_{2} F_{1}\left(\begin{array}{c}
m+\gamma+s / 2+\frac{1}{2},-m \\
\gamma+1
\end{array} y^{2}\right) .
\end{align*}
$$

The measure on the interval $-1 \leq y \leq 1$ is

$$
d \omega(y)=\left(y^{2}\right)^{\gamma-1 / 2}\left(1-y^{2}\right)^{s / 2-1 / 2} d y
$$

For $\gamma=\frac{1}{2}$ these are exactly the Gegenbauer polynomials. For general $\gamma$ they are a generalization of these polynomials [4, p. 256].

The same construction with $U_{m}=V_{m}$ can be carried out for all the orthogonal systems of polynomials in the variables $x_{k}$ as found in $\S 2$ to obtain orthogonal polynomials in the variables $y_{k}$ on the full $n$-sphere. In general, something is lost in this construction, however. The polynomials $U_{m}=V_{m}$ are (except for the even case) no longer eigenfunctions of $H$. Indeed, we have the following lemma.

Lemma 3. Let $\Phi(\mathbf{y})$ be a polynomial eigenfunction of $H$ :

$$
H \Phi=-M(M+G-1) \Phi
$$

in the coordinates $y_{k}$, where $x_{k}=y_{k}^{2}, 1 \leq k \leq n$, and let $Q$ be a subset of $\{1,2, \cdots, n\}$ with $|Q|>0$ elements. Then $\Psi_{Q} \equiv\left[\prod_{i \in Q} y_{i}\right] \Phi(\mathbf{y})$ is an eigenfunction of the operator $H^{\prime}$ corresponding to parameters $\gamma_{k}^{\prime}, \gamma_{n+1}^{\prime}, G^{\prime}$ if and only if

$$
\gamma_{k}=\frac{3}{2} \quad \text { for } k \in Q
$$

and

$$
\begin{aligned}
& \gamma_{k}^{\prime}=\frac{1}{2} \quad \text { for } k \in Q \\
& \gamma_{k}^{\prime}=\gamma_{k} \quad \text { for } k \notin Q \\
& G^{\prime}=G-|Q|, \quad M^{\prime}=M+\frac{|Q|}{2}
\end{aligned}
$$

Then

$$
H^{\prime} \Psi_{Q}=-M^{\prime}\left(M^{\prime}+G^{\prime}-2\right) \Psi_{Q}
$$

It follows from this result that in the case where $\gamma_{1}=\cdots=\gamma_{n}=\frac{1}{2}$, the construction leading to Theorem 2 yields the biorthogonal polynomials $U_{m}^{(s)}(\mathbf{y})$ and $V_{m}^{(s)}(\mathbf{y})$ of [1]. These polynomials are all eigenfunctions of $H$. Similarly, for $\gamma_{1}=\cdots=\gamma_{n}=\frac{1}{2}$ the same construction applied to the families of orthogonal polynomials in $x_{k}$, found in $\S 2$, leads to the families of orthogonal polynomials in $y_{k}$, found in $\S 3$, all eigenfunctions of $H$.

As a referee has kindly pointed out, Lemma 3 can be generalized if we use Dunkl's differential-difference operator [5]. In the coordinates $y_{i}$ and for general $\gamma_{1}, \cdots, \gamma_{n+1}$,

Dunkl's operator $\tilde{H}$ is defined as

$$
\begin{aligned}
& \tilde{H} p(\mathbf{y})=\frac{1}{4}\left[\sum_{i, j=1}^{n}\left(\delta_{i j}-y_{i} y_{j}\right) \partial_{y_{i} y_{j}} p+(1-2 G) \sum_{j=1}^{n} y_{j} \partial_{y_{j}} p\right. \\
&\left.+\sum_{j=1}^{n}\left(\gamma_{j}-\frac{1}{2}\right)\left(\frac{2}{y_{j}} \partial_{y_{j}} p-\frac{p(\mathbf{y})-p\left(\cdots,-y_{j}, \cdots\right)}{y_{j}^{2}}\right)\right] .
\end{aligned}
$$

(This differs from the operator (1.5) with $x_{j}=y_{j}^{2}$ only in the last term.) The eigenvalue equation is

$$
\tilde{H} p(\mathbf{y})=-M(M+G-1) p(\mathbf{y})
$$

Note that $\tilde{H}$ always maps polynomials in the $y_{i}$ to polynomials and that $\tilde{H} p \equiv H p$ for polynomials $p$ which are even in each of the variables $y_{j}$ and $\tilde{H} \equiv H$ if $\gamma_{j}=\frac{1}{2}$ for all $j$. Furthermore, since the operators $I_{j}$, which map $p(\mathbf{y})$ to $p\left(y_{1}, \cdots,-y_{j}, \cdots, y_{n}\right)$ for $j=1, \cdots, n$, commute with $\tilde{H}$, we can assume, without loss of generality, that each eigenfunction is either even or odd in every one of its variables $y_{j}$. We have the following generalization of Lemma 3.

Lemma $3^{\prime}$. Let $\Phi(\mathbf{y})$ be a polynomial eigenfunction of $\tilde{H}$ :

$$
\tilde{H} \Phi=-M(M+G-1) \Phi
$$

in the coordinates $y_{k}$, where $x_{k}=y_{k}^{2}, 1 \leq k \leq n$, and let $Q$ be a subset of $\{1,2, \cdots, n\}$ with $|Q|>0$ elements. Then $\Psi_{Q} \equiv\left[\prod_{i \in Q} y_{i}\right] \Phi(\mathbf{y})$ is an eigenfunction of the operator $\tilde{H}^{\prime}$ corresponding to parameters $\gamma_{k}^{\prime}, \gamma_{n+1}^{\prime}, G^{\prime}$ if and only if

$$
\gamma_{k}^{\prime}=\gamma_{k}-1 \quad \text { for } k \in Q
$$

and

$$
\begin{aligned}
& \gamma_{k}^{\prime}=\gamma_{k} \quad \text { for } k \notin Q, \\
& G^{\prime}=G-|Q|, \quad M^{\prime}=M+\frac{|Q|}{2} .
\end{aligned}
$$

Then

$$
\tilde{H}^{\prime} \Psi_{Q}=-M^{\prime}\left(M^{\prime}+G^{\prime}-1\right) \Psi_{Q}
$$

Similar comments apply to the "mixed" case in $\S 6$.
6. The "mixed" biorthogonal case. Using the techniques introduced in $\S 5$ we can now easily determine a biorthogonal basis of polynomials in the mixed case with coordinates (4.1). We set

$$
\begin{aligned}
& n_{1}+n_{2}=n, \quad x \equiv \sum_{k=1}^{n_{1}} x_{k}, \quad y^{2} \equiv \sum_{k=1}^{n_{2}} y_{k}^{2}, \\
& M \equiv \sum_{k=1}^{n_{1}} m_{k}, \quad \tilde{M} \equiv \sum_{k=1}^{n_{2}} \tilde{m}_{k} .
\end{aligned}
$$

The basic building blocks are the polynomials

$$
\begin{align*}
C_{m, 2 \tilde{m}}^{(\gamma, s)}(\mathbf{x}, \mathbf{y})= & \left(1-x-y^{2}\right)^{M+\tilde{M}} F_{A}  \tag{6.1}\\
& \cdot\left(\begin{array}{c}
-M-\tilde{M}-s / 2+\frac{1}{2} ;-m_{k},-\tilde{m}_{k} \\
\gamma_{k}, \quad s_{k}
\end{array} \frac{-x_{k}}{1-x-y^{2}}, \frac{-y_{k}^{2}}{1-x-y^{2}}\right)
\end{align*}
$$

and

$$
\begin{align*}
& D_{m, 2 \tilde{m}}^{(\gamma, s)}(\mathbf{x}, \mathbf{y})=  \tag{6.2}\\
& F_{A}\left(\begin{array}{c}
\left.M+\tilde{M}+\gamma_{1}+\cdots+\gamma_{n_{1}}+s_{1}+\cdots+s_{n_{2}}+s / 2-\frac{1}{2} ;-m_{k},-\tilde{m}_{k} ; x_{k}, y_{k}^{2}\right) . \\
\gamma_{k}, \quad s_{k}
\end{array}\right.
\end{align*}
$$

The weight function is

$$
\begin{equation*}
w(\mathbf{x}, \mathbf{y})=\left[\prod_{k=1}^{n_{1}} x_{k}^{\gamma_{k}-1}\right]\left[\prod_{k=1}^{n_{2}}\left(y_{k}^{2}\right)^{s_{k}-1 / 2}\right]\left(1-x-y^{2}\right)^{s / 2-1 / 2} \tag{6.3}
\end{equation*}
$$

with $\gamma_{k}, s_{k}>0$ and $s>-1$. The inner product is

$$
\begin{equation*}
\left\langle\Phi_{2}, \Phi_{2}\right\rangle_{\gamma, s}=\int \cdots \int_{0<x_{i}, x+y^{2}<1} \Phi_{1}(\mathbf{x}, \mathbf{y}) \overline{\Phi_{2}}(\mathbf{x}, \mathbf{y}) w(\mathbf{x}, \mathbf{y}) d x_{1} \cdots d x_{n_{1}} d y_{1} \cdots d y_{n_{2}} \tag{6.4}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\langle 1,1\rangle_{\gamma, s}=\frac{\left[\prod_{k=1}^{n_{1}} \Gamma\left(\gamma_{k}\right)\right]\left[\prod_{k=1}^{n_{2}} \Gamma\left(s_{k}\right)\right] \Gamma(s / 2+1 / 2)}{\Gamma\left(\gamma_{1}+\cdots+\gamma_{n_{1}}+s_{1}+\cdots+s_{n_{2}}+s / 2+1 / 2\right)} \tag{6.5}
\end{equation*}
$$

It follows from the results immediately preceding (5.10) that the polynomial sets (6.1) and (6.2) are biorthogonal. However, since they are even functions of the $y_{k}$ they do not form a basis for all polynomial functions in the variables $x_{k}, y_{k}$. To construct such a basis we define functions

$$
\begin{align*}
& C_{m, 2 \tilde{m}+1}^{(\gamma, s)}(\mathbf{x}, \mathbf{y})=\left[\prod_{k \in Q} y_{k}\right] C_{m, 2 \tilde{m}}^{\left(\gamma, s_{k}+1, s\right)}(\mathbf{x}, \mathbf{y}), \\
& D_{m, 2 \tilde{m}+1}^{(\gamma, s)}(\mathbf{x}, \mathbf{y})=\left[\prod_{k \in Q} y_{k}\right] D_{m, 2 \tilde{m}}^{\left(\gamma, s_{k}+1, s\right)}(\mathbf{x}, \mathbf{y}) \tag{6.6}
\end{align*}
$$

where $Q$ is any nonempty subset of $\left(1,2, \cdots, n_{2}\right)$.
By parity we have

$$
\begin{aligned}
& \left\langle C_{m, 2 \tilde{m}+1}^{(\gamma, s)}, D_{m^{\prime}, 2 \tilde{m}^{\prime}}^{(\gamma, s)}\right\rangle_{\gamma, s}=0, \quad\left\langle C_{m, 2 \tilde{m}}^{(\gamma, s)}, D_{m^{\prime}, 2 \tilde{m}^{\prime}+1}^{(\gamma, s)}\right\rangle_{\gamma, s}=0, \\
& \left\langle C_{m, 2 \tilde{m}+1}^{(\gamma, s)}, D_{m^{\prime}, 2 \tilde{m}^{\prime}+1}^{(\gamma, s)}\right\rangle_{\gamma, s}=0 \quad \text { if } Q \neq Q^{\prime} .
\end{aligned}
$$

If $Q=Q^{\prime}$ a simple computation yields

$$
\left\langle C_{m, 2 \tilde{m}+1}^{(\gamma, s)}, D_{m^{\prime}, 2 \tilde{m}^{\prime}+1}^{(\gamma, s)}\right\rangle_{\gamma, s}=\left\langle C_{m, 2 \tilde{m}}^{\left(\gamma, s_{k}+1, s\right)}, D_{m^{\prime}, 2 \tilde{m}^{\prime}}^{\left(\gamma, s_{k}+1, s\right)}\right\rangle_{\gamma, s_{k}+1, s} \sim \prod_{k=1}^{n_{1}} \delta_{m_{k} m_{k}^{\prime}} \prod_{k=1}^{n_{2}} \delta_{\tilde{m}_{k}, \tilde{m}_{k}^{\prime}}
$$

Since $C_{m, 2 \tilde{m}}^{(\gamma, s)}$ and $D_{m, 2 \tilde{m}}^{(\gamma, s)}$ are eigenfunctions of $H$ there are additional orthogonality relations obeyed by the $C$ 's alone and by the $D$ 's alone. Collecting all these results, we have the following theorem.

Theorem 3. Let

$$
\begin{aligned}
C_{m, \tilde{m}}^{(\gamma, s)}(\mathbf{x}, \mathbf{y}) & \equiv\left\{\begin{array}{l}
C_{m, 2 \tilde{q}}^{(\gamma, s)}(\mathbf{x}, \mathbf{y}) \\
C_{m, 2 \tilde{q}+1}^{(\gamma, s)}(\mathbf{x}, \mathbf{y})
\end{array}\right. \\
D_{m, \tilde{m}}^{(\gamma, s)}(\mathbf{x}, \mathbf{y}) & \equiv\left\{\begin{array}{l}
D_{m, 2 \tilde{q}}^{(\gamma, s)}(\mathbf{x}, \mathbf{y}) \\
D_{m, 2 \tilde{q}+1}^{(\gamma, s)}(\mathbf{x}, \mathbf{y})
\end{array}\right.
\end{aligned}
$$

Then

$$
\begin{aligned}
&\left\langle C_{m, \tilde{m}}^{(\gamma, s)}, D_{m^{\prime}, \tilde{m}^{\prime}}^{(\gamma, s)}\right\rangle_{\gamma, s} \sim \prod_{k=1}^{n_{1}} \delta_{m_{k} m_{k}^{\prime}} \prod_{k=1}^{n_{2}} \delta_{\tilde{m}_{k} \tilde{m}_{k}^{\prime}}, \\
&\left\langle C_{m, \tilde{m}}^{(\gamma, s)}, C_{m^{\prime}, \tilde{m}^{\prime}}^{(\gamma,\rangle_{\gamma, s}}=0 \quad \text { if } M+\tilde{M} \neq M^{\prime}+\tilde{M^{\prime}}\right. \\
&\left\langle D_{m, \tilde{m}^{\prime}}^{(\gamma, s)}, D_{m^{\prime}, \tilde{m}^{\prime}}^{(\gamma, s)}\right\rangle_{\gamma, s}=0 \text { if } M+\tilde{M} \neq M^{\prime}+\tilde{M^{\prime}}
\end{aligned}
$$

In general, the biorthogonal polynomials listed in Theorem 3 are not eigenfunctions of $H$. However, in the case $s_{1}=\cdots=s_{n_{2}}=\frac{1}{2}$ it follows from Lemma 3 that each of the polynomials satisfies the eigenvalue equation

$$
H \Phi=-(M+\tilde{M})(M+\tilde{M}+G-1) \Phi
$$

where $G=\sum_{k=1}^{n_{1}} \gamma_{k}+\left(n_{2}+1\right) / 2+s$.
Similarly, the above procedure when applied to any one of the orthogonal bases discussed in $\S 2$ leads to an orthogonal polynomial basis with respect to the inner product $\langle\cdot, \cdot\rangle_{\gamma, s}$. Restriction to the case $s_{1}=\cdots=s_{n_{2}}=\frac{1}{2}$ yields eigenfunctions of $H$ and coincides with the results of $\S 4$.

## REFERENCES

[1] P. Appell and J. Kampé de Fériet, Fonctions Hypergéométriques et Hypersphériques - Polynomes D'Hermite, Gauthier-Villars et Cie, Paris, 1926.
[2] R. Askey, ed., Theory and Application of Special Functions, Academic Press, New York, 1975.
[3] C. P. Boyer, E. G. Kalnins, And W. Miller, Jr., Stäckel-equivalent integrable Hamiltonian systems, SIAM J. Math. Anal., 17 (1986), pp. 778-797.
[4] T. S. Chihara, An Introduction to Orthogonal Polynomials, Gordon and Breach, New York, 1978.
[5] C. F. DUNKL, Reflection groups and orthogonal polynomials on the sphere, Math. Z., 197 (1988), pp. 33-60.
[6] -, Harmonic polynomials and peak sets of refection groups, 1987.
[7] L. P. Eisenhart, Riemannian Geometry, Princeton University Press, Second edition, 1949.
[8] , Continuous Groups of Transformations, Dover Reprint, Dover, Delaware, 1961.
[9] A. Erdélyi, W. Magnus, F. Oberhettinger, and F. G. Tricomi, Higher Transcendental Functions, Vol. II, McGraw-Hill, New York, 1953.
[10] E. D. FACKERELL AND R. A. LITTLER, Polynomials biorthogonal to Appell's polynomials, Bull. Austral. Math. Soc., 11 (1974), pp. 181-195.
[11] E. G. KAlnins, Separation of Variables for Riemannian Spaces of Constant Curvature, Pitman, Monographs and Surveys in Pure and Applied Mathematics 28, Longman, Essex, England, 1986.
[12] E. G. Kalnis, Manocha, and W. Miller, Jr., Stud. Appl. Math., 62 (1980), pp. 143-173.
[13] E. G. KALNins AND W. Miller, JR., Separation of variables on $n$-dimensional Riemannian manifolds 1. The $n$-sphere $S_{n}$ and Euclidean $n$-space $R_{n}$, J. Math. Phys, 27 (1986), pp. 1721-1736.
[14] S. KARLIN AND J. MCGREGOR, On some stochastic models in genetics, Stochastic Models in Medicine and Biology, J. Gurland, ed., University of Wisconsin Press, Madison, WI, 1964, pp. 245-271.
[15] T. H. KOORNWINDER, The addition formula for Jacobi polynomials, I, Summary of results, Indag. Math., 34 (1972), pp. 188-191.
[16] , Jacobi polynomials, III. An analytic proof of the addition formula, SIAM J. Math. Anal., 6 (1975), pp. 533-543.
[17] —, Two-variable analogues of the classical orthogonal polynomials, Theory and Application of Special Functions, R. Askey, ed., Academic Press, New York, 1975, pp. 435-496.
[18] L. KOSCHMIEDER, Orthogonal polynomials on certain simple domains in the plane and in space, Tecnica Rev. Fac. Ci. Ex. Tec. Univ. Nac. Tucuman, 1 (1951), pp. 173-181. (In Spanish.)
[19] -, A generator of orthogonal polynomials in the circle and in the triangle, Rev. Mat. Hisp.-Amer., (4) 17 (1957), pp. 291-298. (In Spanish.)
[20] H. L. Krall and I. M. Sheffer, Orthogonal polynomials in two variables, Ann. Mat. Pura Appl., (4) 76 (1967), pp. 325-376.
[21] C. S. Lam and M. V. Tratnik, Conformally invariant operator-product expansions of any number of operators of arbitrary spin, Canad. J. Phys., 63 (1985), pp. 1427-1437.
[22] W. Miller, Jr., Symmetry and Separation of Variables, Addison-Wesley, Reading, MA, 1977.
[23] J. Proriol, Sur une famille de polynomes à deux variables orthogonaux dans un triangle, C. R. Acad. Sci. Paris, 245 (1957), pp. 2459-2461.
[24] L.J. Slater, Generalized Hypergeometric Functions, Cambridge University Press, Cambridge, 1966.
[25] D. Stanton, Orthogonal polynomials and Chevalley groups, Special Functions: Group Theoretical Aspects and Applications, R.A. Askey, T.H. Koornwinder, and W. Schempp, eds., D. Reidel, Boston, 1984, pp. 87-128.
[26] N. Vilenkin, Special Functions and the Theory of Group Representations, Amer. Math. Soc. Transl., American Mathematical Society, Providence, RI, 1968.

# THE ADDITION FORMULA FOR LITTLE $q$-LEGENDRE POLYNOMIALS AND THE SU(2) QUANTUM GROUP* 

TOM H. KOORNWINDER $\dagger$


#### Abstract

From the interpretation of little $q$-Jacobi polynomials as matrix elements of the irreducible unitary representations of the $S U(2)$ quantum group an addition formula is derived for the little $q$-Legendre polynomials. It involves an expansion in terms of Wall polynomials. A product formula for little $q$-Legendre polynomials follows by $q$-integration.
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1. Introduction. Quantum groups were recently introduced by Drinfeld [5] and Woronowicz [17]. Interesting examples are provided by deformation into a noncommutative Hopf algebra of some suitable commutative Hopf algebra of functions on a specific group. The most elementary nontrivial example comes from deformation of the algebra of polynomials on $S U(2)$ (cf. Woronowicz [18]). We denote the resulting quantum group by $S U_{\mu}(2)$.

It has been proved by Vaksman and Soibelman [15], Masuda et al. [11], [12], and Koornwinder [10] that the matrix elements of the irreducible unitary representations of the quantum group $S U_{\mu}(2)$ can be expressed in terms of the little $q$-Jacobi polynomials. In the present paper we use this interpretation to derive an addition formula for the little $q$-Legendre polynomials, i.e., for the $q$-analogues of the Legendre polynomials within the class of little $q$-Jacobi polynomials. The derivation of this formula is straightforward and analogous to a proof of the addition formula for Legendre polynomials using irreducible representations of $S U(2)$ (cf. Vilenkin [16, Chap. 3]). However, the resulting formula involves noncommuting variables. It is less easy to rewrite it equivalently as a formula involving only commuting variables. We can do this by using an infinite-dimensional irreducible *-representation of the Hopf algebra considered as a *-algebra. The result (Theorem 4.1) gives an expansion in terms of Wall polynomials (little $q$-Jacobi polynomials with the second parameter equal to zero).

Our addition formula somewhat resembles an addition formula for (continuous) $q$-ultraspherical polynomials derived by Rahman and Verma [14], but for that formula a (quantum) group-theoretic interpretation is not yet known. It would have been hard to find our formula without guidance from the quantum group. Indeed, that it is possible to obtain such a formula demonstrates the power and depth of the quantum group-theoretic interpretation of special functions. It turns out to be highly nontrivial to prove this formula analytically or to show that its limit case for $q \uparrow 1$ is the addition formula for Legendre polynomials. The analytic proof has been done by Rahman [13] and the limit result is proved by Van Assche and Koornwinder [2].

The contents of this paper are as follows. In $\S 2$ and 3 the preliminaries about $q$-hypergeometric orthogonal polynomials and quantum groups, respectively, are presented. The derivation of the addition formula is given in § 4. Finally, a product formula for little $q$-Legendre polynomials is derived from the addition formula in $\S 5$.

[^21]2. Some $\boldsymbol{q}$-hypergeometric orthogonal polynomials. Let $1 \neq q \in \mathbb{C}$. We use the familiar definitions and notation for $q$-shifted factorials and $q$-hypergeometric functions (cf. [6, Chap. 1], [10, § 2]). The little q-Jacobi polynomials
\[

p_{n}(x ; a, b \mid q):={ }_{2} \phi_{1}\left($$
\begin{array}{c}
q^{-n}, a b q^{n+1}  \tag{2.1}\\
a q
\end{array}
$$ ; q, q x\right)
\]

occur as part of a classification by Hahn [7] of orthogonal polynomials satisfying $q$-difference equations. Their detailed properties as orthogonal polynomials are given by Andrews and Askey [1]. For $a=b=1$ we will call these polynomials little $q$-Legendre polynomials.

The special little $q$-Jacobi polynomials obtained by putting $b:=0$ in (2.1) are known as Wall polynomials; cf. Chihara [3, § 5, Case I], [4, Chap. 6, § 11]:

$$
\begin{equation*}
p_{n}(x ; a, 0 \mid q)={ }_{2} \phi_{1}\left(q^{-n}, 0 ; a q ; q, q x\right) \tag{2.2}
\end{equation*}
$$

(Chihara uses another notation). We will put $a:=q^{\alpha}$. These polynomials can be viewed as one of the many $q$-analogues of the Laguerre polynomials in view of the limit formula

$$
\lim _{q \uparrow 1} p_{n}\left((1-q) x ; q^{\alpha}, 0 \mid q\right)=L_{n}^{\alpha}(x) / L_{n}^{\alpha}(0) .
$$

By specialization of the orthogonality relations for the little $q$-Jacobi polynomials we obtain the orthogonality relations for the Wall polynomials:

$$
\begin{equation*}
\frac{\left(q^{\alpha+1} ; q\right)_{\infty}}{(1-q)(q ; q)_{\infty}} \int_{0}^{1} p_{n}\left(t ; q^{\alpha}, 0 \mid q\right) p_{m}\left(t ; q^{\alpha}, 0 \mid q\right) t^{\alpha}(q t ; q)_{\infty} d_{q} t=\delta_{n, m} \frac{q^{n(\alpha+1)}(q ; q)_{n}}{\left(q^{\alpha+1} ; q\right)_{n}}, \tag{2.3}
\end{equation*}
$$

where the $q$-integral is defined by

$$
\int_{0}^{1} f(t) d_{q} t:=\sum_{k=0}^{\infty} f\left(q^{k}\right)\left(q^{k}-q^{k+1}\right),
$$

and where we suppose that $0<q<1$ and $\alpha>-1$. From [3, Forms. (5.1), (5.2)] together with (2.2) we obtain the three-term recurrence relation

$$
\begin{align*}
x p_{n}(x ; a, 0 \mid q)= & -q^{n}\left(1-a q^{n+1}\right) p_{n+1}(x ; a, 0 \mid q) \\
& +q^{n}\left(1+a-a q^{n}-a q^{n+1}\right) p_{n}(x ; a, 0 \mid q) \\
& -q^{n}\left(a-a q^{n}\right) p_{n-1}(x ; a, 0 \mid q),  \tag{2.4}\\
p_{-1}(x ; a, 0 \mid q)= & 0, \quad p_{0}(x ; a, 0 \mid q)=1 .
\end{align*}
$$

Put

$$
\begin{align*}
P_{n}\left(q^{k} ; q^{\alpha} \mid q\right):= & \left(\frac{\left(q^{\alpha+1} ; q\right)_{\infty}\left(q^{k+1} ; q\right)_{\infty}\left(q^{\alpha+1} ; q\right)_{n}}{(q ; q)_{\infty}(q ; q)_{n}}\right)^{1 / 2} \\
& \cdot(-1)^{n} q^{(k-n)(\alpha+1) / 2} p_{n}\left(q^{k} ; q^{\alpha}, 0 \mid q\right) . \tag{2.5}
\end{align*}
$$

Then (2.3) can be rewritten as

$$
\begin{equation*}
\sum_{k=0}^{\infty} P_{n}\left(q^{k} ; q^{\alpha} \mid q\right) P_{m}\left(q^{k} ; q^{\alpha} \mid q\right)=\delta_{n, m}, \quad n, m=0,1,2, \cdots . \tag{2.6}
\end{equation*}
$$

Since the orthogonality measure in (2.3) has compact support, the orthonormal system

$$
\left\{P_{n}\left(q^{k} ; q^{\alpha} \mid q\right)\right\}_{k=0,1,2, \cdots,} \quad n=0,1,2, \cdots,
$$

is complete in the Hilbert space $l^{2}$. Hence, we have also the dual orthogonality relations

$$
\begin{equation*}
\sum_{n=0}^{\infty} P_{n}\left(q^{k} ; q^{\alpha} \mid q\right) P_{n}\left(q^{l} ; q^{\alpha} \mid q\right)=\delta_{k, l}, \quad k, l=0,1,2, \cdots . \tag{2.7}
\end{equation*}
$$

We conclude this section with an expression of Wall polynomials in terms of a ${ }_{3} \phi_{2}$ :

$$
p_{n}\left(x ; q^{\alpha}, 0 \mid q\right)=\frac{(-1)^{n} q^{n(n+2 \alpha+1) / 2} x^{n}}{\left(q^{\alpha+1} ; q\right)_{n}}{ }_{3} \phi_{2}\left(\begin{array}{c}
q^{-n}, q^{-n-\alpha}, x^{-1}  \tag{2.8}\\
0,0
\end{array} q, q\right) .
$$

This follows by putting $b:=0$ in

$$
\begin{aligned}
{ }_{2} \phi_{1}\left(\begin{array}{c}
q^{-n}, a b q^{n+1} \\
a q
\end{array}{ }^{2 q, q x}\right) & =\left(q^{-n+1} x ; q\right)_{n_{2}} \phi_{2}\left(\begin{array}{c}
q^{-n}, q^{-n} b^{-1} \\
q a, q^{-n+1} x
\end{array} ; q, q^{n+2} a b x\right) \\
& =\frac{(q b ; q)_{n} q^{n(n-1) / 2}(-a q x)^{n}}{(q a ; q)_{n}}{ }_{3} \phi_{2}\left(\begin{array}{c}
q^{-n}, q^{-n} \alpha^{-1}, x^{-1} \\
q b, 0
\end{array} ; q, q\right) .
\end{aligned}
$$

Here we have used a transformation formula for ${ }_{2} \phi_{1}$ (cf. [6, Chap. 1]) in the first equality and reversion of summation order in the second equality (see also [8]).
3. The quantum group $\boldsymbol{S} \boldsymbol{U}_{\mu}$ (2). In the rest of this paper we fix $0 \neq \mu \in(-1,1)$. Let $\mathscr{A}$ be the unital $*$-algebra generated by the two elements $\alpha$ and $\gamma$ satisfying the relations

$$
\begin{aligned}
& \alpha \gamma=\mu \gamma \alpha, \quad \alpha \gamma^{*}=\mu \gamma^{*} \alpha, \quad \gamma \gamma^{*}=\gamma^{*} \gamma, \\
& \alpha^{*} \alpha+\gamma \gamma^{*}=I, \quad \alpha \alpha^{*}+\mu^{2} \gamma \gamma^{*}=I .
\end{aligned}
$$

Let $\Phi: \mathscr{A} \rightarrow \mathscr{A} \otimes \mathscr{A}$ be the unital $*$-homomorphism such that

$$
\Phi(\alpha)=\alpha \otimes \alpha-\mu \gamma^{*} \otimes \gamma, \quad \Phi(\gamma)=\gamma \otimes \alpha+\alpha^{*} \otimes \gamma
$$

Then $\Phi$ acts as a comultiplication and $\mathscr{A}$ thus becomes a Hopf algebra with involution which we say to be associated with the compact matrix quantum group $S U_{\mu}(2)$. In the limit for $\mu \uparrow 1, \mathscr{A}$ becomes the algebra of polynomials in the matrix elements of the natural representation of $S U(2)$, and the comultiplication is then induced by the group structure of $S U(2)$.

It is possible to embed the $*$-algebra $\mathscr{A}$ as a dense $*$-subalgebra of a $C^{*}$-algebra by a universal construction. The $C^{*}$-algebra approach is emphasized in particular by Woronowicz [17], [18]. In this paper we could work with the $C^{*}$-algebra, but only elements of the dense $*$-subalgebra $\mathscr{A}$ will be needed, so we will use this latter algebra. Other references for $S U_{\mu}(2)$ besides [17] and [18], are [5], [15], [11], and [12].

The irreducible unitary co-representations of $\mathscr{A}$ (which are called irreducible unitary representations of $S U_{\mu}(2)$ in [18] and [10]) have been completely classified [18], [9], [15], [11], [12], [10]. Up to equivalence, there is one such co-representation for each finite dimension. We will denote the co-representation of dimension $2 l+1$ by $t^{l, \mu}\left(l=0, \frac{1}{2}, 1, \cdots\right)$, and its matrix elements with respect to a suitable orthonormal basis corresponding to the quantum subgroup $U(1)$ by $t_{n, m}^{l, \mu}(n, m=-l,-l+1, \cdots, l)$. Then the co-representation property of $t^{l, \mu}$ is expressed by

$$
\begin{equation*}
\Phi\left(t_{n, m}^{\prime, \mu}\right)=\sum_{k=-l}^{l} t_{n, k}^{l, \mu} \otimes t_{k, m}^{l, \mu} \tag{3.1}
\end{equation*}
$$

The $t_{n, m}^{t, \mu}$ have been computed explicitly in terms of little $q$-Jacobi polynomials (cf. [15], [11], [12], [10]). Here we will only need the cases that $l=0,1,2, \cdots$ and $m$ or $n=0$. Put

$$
\begin{gather*}
p_{l, k}^{\mu}(x):=\left[\begin{array}{c}
l \\
k
\end{array}\right]_{\mu^{2}}^{1 / 2}\left[\begin{array}{c}
l+k \\
k
\end{array}\right]_{\mu^{2}}^{1 / 2} \mu^{-k(l-k)} p_{l-k}\left(x ; \mu^{2 k}, \mu^{2 k} \mid \mu^{2}\right)  \tag{3.2}\\
p_{l}^{\mu}(x):=p_{l, 0}^{\mu}(x)=p_{l}\left(x ; 1,1 \mid \mu^{2}\right) \tag{3.3}
\end{gather*}
$$

Here the notation (2.1) for the little $q$-Jacobi polynomials is used and (3.3) gives a little $q$-Legendre polynomial. Then (cf. [10, Thm. 5.3]), for $k=0,1, \cdots, l$,

$$
\begin{align*}
& t_{k, 0}^{\prime, \mu}=\left(\alpha^{*}\right)^{k} p_{l, k}^{\mu}\left(\gamma \gamma^{*}\right) \gamma^{k}, \\
& t_{0, k}^{\prime, \mu}=\left(\alpha^{*}\right)^{k} p_{l, k}^{\mu}\left(\gamma \gamma^{*}\right)\left(-\mu \gamma^{*}\right)^{k}, \\
& t_{-k, 0}^{\prime, \mu}=\left(-\mu \gamma^{*}\right)^{k} p_{l, k}^{\mu}\left(\gamma \gamma^{*}\right) \alpha^{k},  \tag{3.4}\\
& t_{0,-k}^{\prime, \mu}=\gamma^{k} p_{l, k}^{\mu}\left(\gamma \gamma^{*}\right) \alpha^{k} .
\end{align*}
$$

Hence

$$
\begin{equation*}
t_{0,0}^{l, \mu}=p_{l}^{\mu}\left(\gamma \gamma^{*}\right) \tag{3.5}
\end{equation*}
$$

The irreducible *-representations of the $*$-algebra $\mathscr{A}$ on a Hilbert space are classified in [15, Thm. 3.2]. There is a family of one-dimensional and a family of infinite-dimensional representations, both parametrized by the unit circle. We pick one of these infinite-dimensional representations: Let $\mathscr{H}$ be a Hilbert space with orthonormal basis $e_{0}, e_{1}, \cdots$. Put $e_{-1}, e_{-2}, \cdots:=0$. We define a $*$-representation of $\tau$ of $\mathscr{A}$ on $\mathscr{H}$ by specifying the action of the generators of $\mathscr{A}$ :

$$
\begin{align*}
& \tau(\alpha) e_{n}:=\left(1-\mu^{2 n}\right)^{1 / 2} e_{n-1}, \\
& \tau\left(\alpha^{*}\right) e_{n}:=\left(1-\mu^{2 n+2}\right)^{1 / 2} e_{n+1}, \\
& \tau(\gamma) e_{n}:=\mu^{n} e_{n},  \tag{3.6}\\
& \tau\left(\gamma^{*}\right) e_{n}:=\mu^{n} e_{n} .
\end{align*}
$$

4. Proof of the addition formula. Let $l=0,1,2, \cdots$. A special case of (3.1) is

$$
\Phi\left(t_{0,0}^{l, \mu}\right)=\sum_{k=-l}^{l} t_{0, k}^{l \mu} \otimes t_{k, 0}^{l, \mu}
$$

Hence, by (3.4) and (3.5),

$$
\begin{align*}
p_{l}^{\mu}\left(\Phi\left(\gamma \gamma^{*}\right)\right)= & p_{l}^{\mu}\left(\gamma \gamma^{*}\right) \otimes p_{l}^{\mu}\left(\gamma \gamma^{*}\right) \\
& +\sum_{k=1}^{l}\left(\alpha^{*}\right)^{k} p_{l, k}^{\mu}\left(\gamma \gamma^{*}\right)\left(-\mu \gamma^{*}\right)^{k} \otimes\left(\alpha^{*}\right)^{k} p_{l, k}^{\mu}\left(\gamma \gamma^{*}\right) \gamma^{k}  \tag{4.1}\\
& +\sum_{k=1}^{l} \gamma^{k} p_{l, k}^{\mu}\left(\gamma \gamma^{*}\right) \alpha^{k} \otimes\left(-\mu \gamma^{*}\right)^{k} p_{l, k}^{\mu}\left(\gamma \gamma^{*}\right) \alpha^{k} .
\end{align*}
$$

This formula might already be called an addition formula for little $q$-Legendre polynomials $p_{l}^{\mu}$. It involves noncommuting variables. In the limit, for $\mu \uparrow 1$, the variables commute and (4.1) becomes the classical addition formula for Legendre polynomials. In three steps we will rewrite (4.1) into a formula involving commuting variables: First, we represent (4.1) as an operator identity on the Hilbert space $\mathscr{H} \otimes \mathscr{H}$ by using the representation $\tau \otimes \tau$ (cf. (3.6)). Second, we let these operators act on the standard basis of $\mathscr{H} \otimes \mathscr{H}$. Thus we obtain a family of vector identities in $\mathscr{H} \otimes \mathscr{H}$. Third, we take inner products with respect to another suitable orthonormal basis of $\mathscr{H} \otimes \mathscr{H}$. This will yield a family of scalar identities.

Apply $\tau \otimes \tau$ to both sides of (4.1) and let both sides of the resulting operator equality act on $e_{x+y} \otimes e_{y}$. Then

$$
p_{l}^{\mu}\left((\tau \otimes \tau) \Phi\left(\gamma \gamma^{*}\right)\right) e_{x+y} \otimes e_{y}=p_{l}^{\mu}\left(\mu^{2 x+2 y}\right) p_{l}^{\mu}\left(\mu^{2 y}\right) e_{x+y} \otimes e_{y}
$$

$$
+\sum_{k=1}^{l}(-1)^{k} \mu^{k(x+2 y+1)}\left(\mu^{2(x+y+1)} ; \mu^{2}\right)_{k}^{1 / 2}\left(\mu^{2(y+1)} ; \mu^{2}\right)_{k}^{1 / 2}
$$

$$
\begin{align*}
& \cdot p_{l, k}^{\mu}\left(\mu^{2 x+2 y}\right) p_{l, k}^{\mu}\left(\mu^{2 y}\right) e_{x+y+k} \otimes e_{y+k}  \tag{4.2}\\
& +\sum_{k=1}^{l}(-1)^{k} \mu^{k(x+2 y-2 k+1)}\left(\mu^{2(x+y)} ; \mu^{-2}\right)_{k}^{1 / 2}\left(\mu^{2 y} ; \mu^{-2}\right)_{k}^{1 / 2} \\
& \cdot p_{l, k}^{\mu}\left(\mu^{2 x+2 y-2 k}\right) p_{l, k}^{\mu}\left(\mu^{2 y-2 k}\right) e_{x+y-k} \otimes e_{y-k} .
\end{align*}
$$

(Remember the convention that $e_{n}=0$ for $n<0$.)
In order to say more about the left-hand side of (4.2) we consider the action of

$$
\Phi\left(\gamma \gamma^{*}\right)=\left(\gamma \otimes \alpha+\alpha^{*} \otimes \gamma\right)\left(\gamma^{*} \otimes \alpha^{*}+\alpha \otimes \gamma^{*}\right)
$$

on $e_{x+y} \otimes e_{y}$. We obtain

$$
\begin{aligned}
(\tau \otimes \tau) & \left(\Phi\left(\gamma \gamma^{*}\right)\right) e_{x+y} \otimes e_{y} \\
= & \mu^{x+2 y+1}\left(1-\mu^{2 x+2 y+2}\right)^{1 / 2}\left(1-\mu^{2 y+2}\right)^{1 / 2} e_{x+y+1} \otimes e_{y+1} \\
& +\left(\mu^{2 x+2 y}+\mu^{2 y}-\mu^{2 x+4 y}-\mu^{2 x+4 y+2}\right) e_{x+y} \otimes e_{y} \\
& +\mu^{x+2 y-1}\left(1-\mu^{2 x+2 y}\right)^{1 / 2}\left(1-\mu^{2 y}\right)^{1 / 2} e_{x+y-1} \otimes e_{y-1} .
\end{aligned}
$$

Hence, if

$$
f:=\sum_{y=0}^{\infty} c_{y} e_{x+y} \otimes e_{y}
$$

belongs to $\mathscr{H} \otimes \mathscr{H}$, then

$$
(\tau \otimes \tau)\left(\Phi\left(\gamma \gamma^{*}\right)\right) f=\sum_{y=0}^{\infty}\left[c_{y-1} \mu^{x+2 y-1}\left(1-\mu^{2 x+2 y}\right)^{1 / 2}\left(1-\mu^{2 y}\right)^{1 / 2}\right.
$$

$$
\begin{align*}
& +c_{y}\left(\mu^{2 x+2 y}+\mu^{2 y}-\mu^{2 x+4 y}-\mu^{2 x+4 y+2}\right)  \tag{4.3}\\
& \left.+c_{y+1} \mu^{x+2 y+1}\left(1-\mu^{2 x+2 y+2}\right)^{1 / 2}\left(1-\mu^{2 y+2}\right)^{1 / 2}\right] e_{x+y} \otimes e_{y} .
\end{align*}
$$

Now choose

$$
c_{y}:=P_{y}\left(\mu^{2 z} ; \mu^{2 x} \mid \mu^{2}\right),
$$

where $P_{y}$ is defined in terms of Wall polynomials by (2.5). Then $f \in \mathscr{H} \otimes \mathscr{H}$ and, by (2.4), the expression in square brackets on the right-hand side of (4.3) is equal to $\mu^{2 z} c_{y}$. Define

$$
\begin{equation*}
f_{z}^{x}:=\sum_{y=0}^{\infty} P_{y}\left(\mu^{2 z} ; \mu^{2 x} \mid \mu^{2}\right) e_{x+y} \otimes e_{y} . \tag{4.4}
\end{equation*}
$$

Then, by the orthogonality relations (2.7), the vectors $\left\{f_{z}^{x}\right\}_{z=0,1,2, \ldots}$ form an orthonormal basis of

$$
\begin{equation*}
\bigoplus_{y=0}^{\infty} \mathbb{C} e_{x+y} \otimes e_{y} . \tag{4.5}
\end{equation*}
$$

We also have

$$
\begin{equation*}
(\tau \otimes \tau)\left(\Phi\left(\gamma \gamma^{*}\right)\right) f_{z}^{x}=\mu^{2 z} f_{z}^{x} \tag{4.6}
\end{equation*}
$$

Now take the inner product of both sides of (4.2) with respect to $f_{z}^{x}$ and apply (4.4), (4.6), and the self-adjointness of $\Phi\left(\gamma \gamma^{*}\right)$ acting on $\mathscr{H} \otimes \mathscr{H}$. Assume also the convention that $P_{n}:=0$ and $p_{n}:=0$ for $n<0$. Then we obtain

$$
\begin{aligned}
p_{l}^{\mu}\left(\mu^{2 z}\right) P_{y}\left(\mu^{2 z} ; \mu^{2 x} \mid \mu^{2}\right)= & p_{l}^{\mu}\left(\mu^{2 x+2 y}\right) p_{l}^{\mu}\left(\mu^{2 y}\right) P_{y}\left(\mu^{2 z} ; \mu^{2 x} \mid \mu^{2}\right) \\
& +\sum_{k=1}^{l}(-1)^{k} \mu^{k(x+2 y+1)}\left(\mu^{2(x+y+1)} ; \mu^{2}\right)_{k}^{1 / 2}\left(\mu^{2(y+1)} ; \mu^{2}\right)_{k}^{1 / 2} \\
& \cdot p_{l, k}^{\mu}\left(\mu^{2 x+2 y}\right) p_{l, k}^{\mu}\left(\mu^{2 y}\right) P_{y+k}\left(\mu^{2 z} ; \mu^{2 x} \mid \mu^{2}\right) \\
& +\sum_{k=1}^{l}(-1)^{k} \mu^{k(x+2 y-2 k+1)}\left(\mu^{2(x+y)} ; \mu^{-2}\right)_{k}^{1 / 2}\left(\mu^{2 y} ; \mu^{-2}\right)_{k}^{1 / 2} \\
& \cdot p_{l, k}^{\mu}\left(\mu^{2 x+2 y-2 k}\right) p_{l, k}^{\mu}\left(\mu^{2 y-2 k}\right) P_{y-k}\left(\mu^{2 z} ; \mu^{2 x} \mid \mu^{2}\right) .
\end{aligned}
$$

Finally substitute (3.2), (3.3), and (2.5) in (4.7) and replace $\mu^{2}$ by $q$. Then we obtain the following theorem.

Theorem 4.1 (addition formula for little $q$-Legendre polynomials). For $x, y, z=$ $0,1,2, \cdots$ we have

$$
\begin{align*}
p_{l}\left(q^{z} ;\right. & 1,1 \mid q) p_{y}\left(q^{z} ; q^{x}, 0 \mid q\right) \\
= & p_{l}\left(q^{x+y} ; 1,1 \mid q\right) p_{l}\left(q^{y} ; 1,1 \mid q\right) p_{y}\left(q^{z} ; q^{x}, 0 \mid q\right) \\
& +\sum_{k=1}^{l} \frac{(q ; q)_{x+y+k}(q ; q)_{l+k} q^{k(y-l+k)}}{(q ; q)_{x+y}(q ; q)_{l-k}(q ; q)_{k}^{2}} \\
& \cdot p_{l-k}\left(q^{x+y} ; q^{k}, q^{k} \mid q\right) p_{l-k}\left(q^{y} ; q^{k}, q^{k} \mid q\right) p_{y+k}\left(q^{z} ; q^{x}, 0 \mid q\right)  \tag{4.8}\\
& +\sum_{k=1}^{l} \frac{(q ; q)_{y}(q ; q)_{l+k} q^{k(x+y-l+1)}}{(q ; q)_{y-k}(q ; q)_{l-k}(q ; q)_{k}^{2}} \\
& \cdot p_{l-k}\left(q^{x+y-k} ; q^{k}, q^{k} \mid q\right) p_{l-k}\left(q^{y-k} ; q^{k}, q^{k} \mid q\right) p_{y-k}\left(q^{z} ; q^{x}, 0 \mid q\right)
\end{align*}
$$

Remark 4.1. We could have derived the final result (4.8) from (4.1) as well by using one of the other members of the series of infinite-dimensional irreducible *-representations of $\mathscr{A}$ as given by [15, Thm. 3.2]. The same result would also have been obtained by use of the faithful $*$-representation of $\mathscr{A}$ given in [18, Thm. 1.2]. Furthermore, it can be shown that formula (4.8) taken for all $x, y, z=0,1,2, \cdots$ and with $q=\mu^{2}$ is equivalent to (4.1).

Remark 4.2. It is possible to give a more conceptual interpretation of the occurrence of Wall polynomials in the addition formula. Namely, it can be shown that Wall polynomials have an interpretation as Clebsch-Gordan coefficients for the decomposition of the $*$-representation $(\tau \otimes \tau) \circ \Phi$ of $\mathscr{A}$ as a direct integral of irreducible $*$ representations of $\mathscr{A}$.
5. The product formula for little $\boldsymbol{q}$-Legendre polynomials. If we multiply both sides of (4.7) with $P_{y}\left(\mu^{2 z} ; \mu^{2 x} \mid \mu^{2}\right)$ and sum over $z$, then by (2.6) we obtain the product formula

$$
p_{l}^{\mu}\left(\mu^{2 x+2 y}\right) p_{l}^{\mu}\left(\mu^{2 y}\right)=\sum_{z=0}^{\infty} p_{l}^{\mu}\left(\mu^{2 x}\right)\left(P_{y}\left(\mu^{2 z} ; \mu^{2 x} \mid \mu^{2}\right)\right)^{2}
$$

After substituting (3.3), (2.5), and (2.8) and after replacing $x$ by $x-y$ and $\mu^{2}$ by $q$, we get the desired product formula.

Theorem 5.1. For $x, y=0,1,2, \cdots$ we have

$$
p_{l}\left(q^{x} ; 1,1 \mid q\right) p_{l}\left(q^{y} ; 1,1 \mid q\right)=(1-q) \sum_{z=0}^{\infty} p_{l}\left(q^{z} ; 1,1 \mid q\right) K\left(q^{x}, q^{y}, q^{z} \mid q\right) q^{z}
$$

with

$$
\begin{gathered}
K\left(q^{x}, q^{y}, q^{z} \mid q\right):=\frac{\left(q^{x+1} ; q\right)_{\infty}\left(q^{y+1} ; q\right)_{\infty}\left(q^{z+1} ; q\right)_{\infty} q^{x y+x z+y z}}{(q ; q)_{\infty}^{2}(1-q)} \\
\cdot\left\{{ }_{\left.{ }_{3} \phi_{2}\left(\begin{array}{c}
q^{-x}, q^{-y}, q^{-z} \\
0,0
\end{array} ; q, q\right)\right\}^{2} .}\right.
\end{gathered}
$$
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# ASYMPTOTIC BEHAVIOUR FOR WALL POLYNOMIALS AND THE ADDITION FORMULA FOR LITTLE $q$-LEGENDRE POLYNOMIALS* 
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#### Abstract

Wall polynomials $W_{n}(x ; b, q)$ are considered and their asymptotic behaviour is described when $q=c^{1 / n}$ and $n$ tends to infinity. The results are then used to derive the addition and product formulas for the Legendre polynomials from the recently obtained addition and product formulas for little $q$-Legendre polynomials.
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1. Introduction. The Wall polynomials $W_{n}(x ; b, q)$ are defined by the recurrence formula

$$
\begin{align*}
W_{n+1}(x ; b, q)=\{ & \left.x-\left[b+q-(1+q) b q^{n}\right] q^{n}\right\} W_{n}(x ; b, q)  \tag{1.1}\\
& -b\left(1-q^{n}\right)\left(1-b q^{n-1}\right) q^{2 n} W_{n-1}(x ; b, q), \quad n=0,1,2, \cdots
\end{align*}
$$

with initial values $W_{-1}=0$ and $W_{0}=1$. Clearly $W_{n}(x ; b, q)$ is a monic polynomial of degree $n$ in the variable $x$. Some properties of Wall polynomials are given in Chihara's book [4, p. 198]. These polynomials are closely related to the continued fraction

$$
1+\frac{x}{1}+\frac{(1-b) q x}{1}+\frac{(1-q) b q x}{1}+\frac{(1-b q) q^{2} x}{1}+\cdots,
$$

which was studied by H. S. Wall [16]. The Wall polynomials were also studied by Chihara [5] because they have a Brenke-type generating function, i.e.,

$$
\sum_{n=0}^{\infty} W_{n}(x ; b, q) \frac{z^{n}}{(b ; q)_{n}(q ; q)_{n}}=A(z) B(z x),
$$

where

$$
\begin{aligned}
& A(z)=\sum_{n=0}^{\infty}(-1)^{n} q^{n(n+1) / 2} \frac{z^{n}}{(q ; q)_{n}}=(z q ; q)_{\infty}, \\
& B(z)=\sum_{n=0}^{\infty} \frac{z^{n}}{(b ; q)_{n}(q ; q)_{n}} .
\end{aligned}
$$

We have used the notation

$$
\begin{aligned}
& (b ; q)_{n}=(1-b)(1-b q) \cdots\left(1-b q^{n-1}\right), \\
& (b ; q)_{\infty}=\lim _{n \rightarrow \infty}(b ; q)_{n}
\end{aligned}
$$

[^22]the latter limit exists whenever $|q|<1$. From this generating function we easily find
\[

$$
\begin{align*}
W_{n}(x ; b, q) & =(-1)^{n}(b ; q)_{n} q^{n(n+1) / 2} \sum_{k=0}^{n} \frac{(q ; q)_{n}}{(q ; q)_{n-k}(q ; q)_{k}} q^{k(k-1) / 2} \frac{\left(-q^{-n} x\right)^{k}}{(b ; q)_{k}}  \tag{1.2}\\
& =(-1)^{n}(b ; q)_{n} q^{n(n+1) / 2}{ }_{2} \phi_{1}\left(q^{-n}, 0 ; b ; q, x\right),
\end{align*}
$$
\]

where the $q$-hypergeometric (or basic hypergeometric [6]) function is defined by

$$
{ }_{r+1} \phi_{r}\left(a_{1}, \cdots, a_{r+1} ; b_{1}, \cdots, b_{r} ; q, z\right)=\sum_{k=0}^{\infty} \frac{\left(a_{1} ; q\right)_{k} \cdots\left(a_{r+1} ; q\right)_{k}}{\left(b_{1} ; q\right)_{k} \cdots\left(b_{r} ; q\right)_{k}} \frac{z^{k}}{(q ; q)_{k}}
$$

If $0<q<1$ and $0<b<1$ then the Wall polynomials are orthogonal with respect to a positive measure supported on the geometric sequence $\left\{q^{n}: n=1,2,3, \cdots\right\}$ and we have

$$
\sum_{k=0}^{\infty} W_{n}\left(q^{k+1} ; b, q\right) W_{m}\left(q^{k+1} ; b, q\right) \frac{b^{k}}{(q ; q)_{k}}=0, \quad n \neq m
$$

The orthonormal polynomials are given by

$$
\begin{equation*}
w_{n}(x ; b, q)=\frac{q^{-n(n+1) / 2}}{\sqrt{b^{n}(q ; q)_{n}(b ; q)_{n}}} W_{n}(x ; b, q), \tag{1.3}
\end{equation*}
$$

and they satisfy

$$
\begin{equation*}
(b ; q)_{\infty} \sum_{k=0}^{\infty} w_{n}\left(q^{k+1} ; b, q\right) w_{m}\left(q^{k+1} ; b, q\right) \frac{b^{k}}{(q ; q)_{k}}=\delta_{n, m}, \quad n, m \geqq 0 \tag{1.4}
\end{equation*}
$$

and the three-term recurrence relation (1.1) becomes

$$
\begin{equation*}
x w_{n}(x ; b, q)=a_{n+1} w_{n+1}(x ; b, q)+b_{n} w_{n}(x ; b, q)+a_{n} w_{n-1}(x ; b, q) \tag{1.5}
\end{equation*}
$$

with $w_{-1}=0, w_{0}=1$, and

$$
\begin{array}{ll}
a_{n}=a_{n}(b, q)=q^{n} \sqrt{b\left(1-q^{n}\right)\left(1-b q^{n-1}\right)}, & n=1,2,3, \cdots  \tag{1.6}\\
b_{n}=b_{n}(b, q)=q^{n}\left[b+q-(1+q) b q^{n}\right], & n=0,1,2, \cdots
\end{array}
$$

Sometimes it is convenient to use the notation

$$
\begin{equation*}
(b ; q)_{\infty} \sum_{k=0}^{\infty} f\left(q^{k+1}\right) \frac{b^{k}}{(q ; q)_{k}}=\int_{0}^{1} f(z) d \mu(z ; b, q), \quad f \in C[0,1] \tag{1.7}
\end{equation*}
$$

so that $\mu(\cdot ; b, q)$ is the orthogonality measure for the Wall polynomials $W_{n}(x ; b, q)$.
Recently Koornwinder [8] obtained the addition formula for little $q$-Legendre polynomials by using the fact that the matrix elements of the irreducible unitary representations of the quantum group $S_{\mu} U(2)$ (see, e.g., Woronowicz [17], [18]) can be expressed in terms of little $q$-Jacobi polynomials (Masuda et al. [9], Vaksman and Soibelman [13], Koornwinder [7]). The little $q$-Jacobi polynomials are defined in terms of $q$-hypergeometric functions by

$$
p_{n}(x ; a, b \mid q)={ }_{2} \phi_{1}\left(q^{-n}, a b q^{n+1} ; a q ; q, q x\right) .
$$

If $a=q^{\alpha}$ and $b=q^{\beta}$ then these little $q$-Jacobi polynomials approach the Jacobi polynomials $P_{n}^{(\alpha, \beta)}(1-2 x) / P_{n}^{(\alpha, \beta)}(1)$ as $q$ tends to 1[1], [3]. If $a=b=1$ then we have
the little $q$-Legendre polynomials. Notice that for $b=0$ we essentially have the Wall polynomials:

$$
\begin{align*}
p_{n}\left(\frac{x}{q} ; \frac{b}{q}, 0 \mid q\right) & =(-1)^{n} \frac{q^{-n(n+1) / 2}}{(b ; q)_{n}} W_{n}(x ; b, q)  \tag{1.8}\\
& =(-1)^{n}\left\{\frac{b^{n}(q ; q)_{n}}{(b ; q)_{n}}\right\}^{1 / 2} w_{n}(x ; b, q)
\end{align*}
$$

The addition formula for little $q$-Legendre polynomials is

$$
\begin{align*}
& p_{m}\left(q^{z} ; 1,1 \mid q\right) p_{y}\left(q^{z} ; q^{x}, 0 \mid q\right) \\
& \quad=p_{m}\left(q^{x+y} ; 1,1 \mid q\right) p_{m}\left(q^{y} ; 1,1 \mid q\right) p_{y}\left(q^{z} ; q^{x}, 0 \mid q\right) \\
& \quad+\sum_{k=1}^{m} \frac{(q ; q)_{x+y+k}(q ; q)_{m+k} q^{k(y-m+k)}}{(q ; q)_{x+y}(q ; q)_{m-k}(q ; q)_{k}^{2}} p_{m-k}\left(q^{x+y} ; q^{k}, q^{k} \mid q\right)  \tag{1.9}\\
& \quad \cdot p_{m-k}\left(q^{y} ; q^{k}, q^{k} \mid q\right) p_{y+k}\left(q^{z} ; q^{x}, 0 \mid q\right) \\
& \quad+\sum_{k=1}^{m} \frac{(q ; q)_{y}(q ; q)_{m+k} q^{k(x+y-m+1)}}{(q ; q)_{y-k}(q ; q)_{m-k}(q ; q)_{k}^{2}} p_{m-k}\left(q^{x+y-k} ; q^{k}, q^{k} \mid q\right) \\
& \quad \cdot p_{m-k}\left(q^{y-k} ; q^{k}, q^{k} \mid q\right) p_{y-k}\left(q^{z} ; q^{x}, 0 \mid q\right)
\end{align*}
$$

with $x, y, z=0,1,2, \cdots$. Rahman [11] has given an analytic proof of this addition formula while Rahman and Verma [12] have given similar formulas for the continuous $q$-ultraspherical polynomials. The right-hand side of the above formula can be considered as an expansion of the left-hand side in terms of Wall polynomials. For $q \uparrow 1$ we should get the familiar addition formula for Legendre polynomials (see, e.g., [2, pp. 29-38]), but this limit involves some interesting asymptotic formulas for the Wall polynomials $W_{n}\left(x ; b, c^{1 / n}\right)$ with $0<c<1$ and $n$ tending to infinity. This was the main reason for investigating such asymptotic formulas for Wall polynomials.

In § 2 we establish some weak asymptotics for Wall polynomials. In § 3 we show how the addition formula for Legendre polynomials can be obtained from the addition formula for little $q$-Legendre polynomials by letting $q \rightarrow 1$, and in $\S 4$ we obtain the familiar product formulas for Legendre polynomials from the product formulas for little $q$-Legendre polynomials.
2. Weak asymptotics for Wall polynomials. For little $q$-Jacobi polynomials $p_{n}(x ; a, b \mid q)$ we can put $a=q^{\alpha}$ and $b=q^{\beta}$ and let $q \uparrow 1$ to find Jacobi polynomials on [0, 1]. However, if either $a$ or $b$ is zero, which is exactly what happens for Wall polynomials, then the limit as $q \uparrow 1$ is $\left(1+(x /(a-1))^{n}\right.$. Therefore another approach is needed to handle the behaviour of Wall polynomials as $q \uparrow 1$. It turns out that we can find some relevant results if we consider the polynomials $W_{n}\left(x ; b, c^{1 / n}\right)$ for $n \rightarrow \infty$. We will prove a more general result for orthonormal polynomials $\left\{p_{k}(x ; n): k=0,1,2, \cdots\right.$; $n \in \mathbb{N}\}$, where $k$ is the degree of the polynomial and $n$ an extra (discrete) parameter. The recurrence formula for these polynomials is given by

$$
\begin{equation*}
x p_{k}(x ; n)=a_{k+1, n} p_{k+1}(x ; n)+b_{k, n} p_{k}(x ; n)+a_{k, n} p_{k-1}(x ; n), \tag{2.1}
\end{equation*}
$$

where $a_{k, n}>0, b_{k, n} \in \mathbb{R}, p_{0}(x ; n)=1$, and $p_{-1}(x ; n)=0$. Orthogonal polynomials with regularly varying recurrence coefficients [15] are of this type.

Theorem 1. Assume that $[r, s]$ is a finite interval that, for all $n$, contains the support of the orthogonality measure for $\left\{p_{k}(x ; n)\right\}$. Assume moreover that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} a_{n, n}=A>0, \quad \lim _{n \rightarrow \infty} b_{n, n}=B \in \mathbb{R} \tag{2.2}
\end{equation*}
$$

and that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(a_{k, n}^{2}-a_{k-1, n}^{2}\right)=0, \quad \lim _{n \rightarrow \infty}\left(b_{k, n}-b_{k-1, n}\right)=0 \tag{2.3}
\end{equation*}
$$

uniformly in $k$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{p_{n+1}(x ; n)}{p_{n}(x ; n)}=\rho\left(\frac{x-B}{2 A}\right), \tag{2.4}
\end{equation*}
$$

uniformly on compact sets of $\mathbb{C} \backslash r, s]$, where $\rho(x)=x+\sqrt{x^{2}-1}$ (the square root here is defined to be the one for which $|\rho(x)|>1$ for $x \in \mathbb{C} \backslash[-1,1])$.

Proof. Let $K$ be a compact set in $\mathbb{C} \backslash[r, s]$; then the distance between $K$ and $[r, s]$ is strictly positive. Denote this distance by $\delta>0$. A decomposition into partial fractions gives

$$
\frac{p_{k-1}(x ; n)}{p_{k}(x ; n)}=a_{k, n} \sum_{j=1}^{k} \frac{d_{j, k}}{x-x_{j, k}}
$$

where $\left\{x_{j, k}: 1 \leqq j \leqq k\right\}$ are the zeros of $p_{k}(x ; n)$ and $\left\{d_{j, k}: 1 \leqq j \leqq k\right\}$ are positive numbers adding up to 1 . Since all the zeros of $p_{k}(x ; n)$ are in $[r, s]$ we have $\left|x-x_{j, k}\right|>\delta$ for $x \in K$ and therefore

$$
\begin{equation*}
\left|\frac{p_{k-1}(x ; n)}{p_{k}(x, n)}\right|<\frac{a_{k, n}}{\delta} \tag{2.5}
\end{equation*}
$$

holds uniformly for $x \in K$. Consider the Turán determinant

$$
D_{k}(x ; n)=p_{k}^{2}(x ; n)-\frac{a_{k+1, n}}{a_{k, n}} p_{k+1}(x ; n) p_{k-1}(x ; n)
$$

By using the recurrence relation (2.1) we find

$$
\begin{gather*}
D_{k}(x ; n)=D_{k-1}(x ; n)+\frac{b_{k, n}-b_{k-1, n}}{a_{k, n}} p_{k}(x ; n) p_{k-1}(x ; n) \\
+\frac{a_{k, n}^{2}-a_{k-1, n}^{2}}{a_{k, n} a_{k-1, n}} p_{k-2}(x ; n) p_{k}(x ; n) \tag{2.6}
\end{gather*}
$$

(see [14, Thm. 4.10, p. 117]). If we define

$$
R_{k, n}(x)=\frac{D_{k}(x ; n)}{p_{k+1}(x ; n) p_{k}(x ; n)},
$$

then by (2.6)

$$
\begin{gathered}
\left|R_{k, n}(x)\right| \leqq\left|R_{k-1, n}(x)\right|\left|\frac{p_{k-1}(x ; n)}{p_{k+1}(x ; n)}\right|+\frac{\left|b_{k, n}-b_{k-1, n}\right|}{a_{k, n}}\left|\frac{p_{k-1}(x ; n)}{p_{k+1}(x ; n)}\right| \\
+\frac{\left|a_{k, n}^{2}-a_{k-1, n}^{2}\right|}{a_{k, n} a_{k-1, n}}\left|\frac{p_{k-2}(x ; n)}{p_{k+1}(x ; n)}\right|
\end{gathered}
$$

so that by (2.5) we have for $x \in K$

$$
\left|R_{k, n}(x)\right| \leqq \frac{a_{k, n} a_{k+1, n}}{\delta^{2}}\left|R_{k-1, n}(x)\right|+\left|b_{k, n}-b_{k-1, n}\right| \frac{a_{k+1, n}}{\delta^{2}}+\left|a_{k, n}^{2}-a_{k-1, n}^{2}\right| \frac{a_{k+1, n}}{\delta^{3}} .
$$

By the conditions imposed there exists a constant $C$ such that $a_{k, n}<C$ for every $n$ and $k$ (cf. [4, Chap. IV, Example 2.12]). Therefore, by (2.3),

$$
\left|R_{k, n}(x)\right| \leqq\left(\frac{C}{\delta}\right)^{2}\left|R_{k-1, n}(x)\right|+A_{n}, \quad x \in K
$$

where $A_{n} \rightarrow 0$ as $n \rightarrow \infty$. Iteration gives

$$
\left|R_{n, n}(x)\right| \leqq A_{n} \frac{(C / \delta)^{2 n}-1}{(C / \delta)^{2}-1}+\left|R_{0, n}(x)\right|(C / \delta)^{2 n}, \quad x \in K .
$$

If $\delta>C$ then obviously $R_{n, n}(x) \rightarrow 0$ as $n \rightarrow \infty$ (use $\left.\left|R_{0, n}\right|=\left|p_{0}(x ; n) / p_{1}(x ; n)\right|<a_{1, n} / \delta\right)$, which by (2.2), (2.3), and (2.5) leads to

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|\frac{p_{n}(x ; n)}{p_{n+1}(x ; n)}-\frac{p_{n-1}(x ; n)}{p_{n}(x ; n)}\right|=0, \tag{2.7}
\end{equation*}
$$

uniformly for $x \in K$ (provided $\delta>C$ ). By (2.5) the sequence of analytic functions $p_{n}(x ; n) / p_{n+1}(x ; n)$ is uniformly bounded on compact sets of $\mathbb{C} \backslash[r, s]$ and thus there exists a subsequence converging to some function $L(x)$, uniformly on $K$. Use the recurrence formula (2.1) and the properties (2.2), (2.3), and (2.7) to find that this limit satisfies

$$
x=\frac{A}{L(x)}+B+A L(x),
$$

and since $\left|p_{n}(x ; n) / p_{n+1}(x ; n)\right|<C / \delta<1$ for $x \in K$ by (2.5) we have

$$
\frac{1}{L(x)}=\rho\left(\frac{x-B}{2 A}\right) .
$$

This gives the result for $\delta>C$. This can be extended to hold for $\delta>0$ by using the Stieltjes-Vitali theorem (cf. [4, p. 121]) and the uniform bound (2.5).

Remark. The asymptotic behaviour actually holds uniformly on compact sets of $\mathbb{C} \backslash \Omega$, where $\Omega$ is the closure of the set of zeros of $p_{n}(x ; n)$ as $n$ runs through the integers. Clearly, $\Omega$ is a subset of $[r, s]$ since the zeros of $p_{n}(x ; n)$ are all inside the interval $[r, s]$. The condition that the joint supports of the orthogonality measures should be contained in the finite interval $[r, s]$ can also be relaxed. Only the zeros of $p_{k}(x ; n)(k \leqq n+1, n=0,1,2, \cdots)$ must lie in $[r, s]$.

Corollary 1. Suppose $0<b<1$ and $0<c<1$. Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{W_{n+k}\left(x ; b, c^{1 / n}\right)}{W_{n}\left(x ; b, c^{1 / n}\right)}=\left\{b(1-c)(1-b c) c^{2}\right\}^{k / 2} \rho^{k}\left(\frac{x-[b+1-2 b c] c}{2 c \sqrt{b(1-c)(1-b c)}}\right) \tag{2.8}
\end{equation*}
$$

uniformly on compact sets of $\mathbb{C} \backslash[0,1]$.
Proof. The proof follows immediately from

$$
\lim _{n \rightarrow \infty} \frac{W_{n+k}\left(x ; b, c^{1 / n}\right)}{W_{n+k-1}\left(x ; b, c^{1 / n}\right)}-\left\{b(1-c)(1-b c) c^{2}\right\}^{1 / 2} \rho\left(\frac{x-[b+1-2 b c] c}{2 c \sqrt{b(1-c)(1-b c)}}\right),
$$

which in turn can be proved by using Theorem 1 with recurrence coefficients $a_{k, n}=$ $a_{k}\left(b, c^{1 / n}\right)$ and $b_{k, n}=b_{k}\left(b, c^{1 / n}\right)$ given by (1.6).

Corollary 2. Suppose $0<b<1$ and $0<c<1$. Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{p_{n+k}\left(z ; b, 0 \mid c^{1 / n}\right)}{p_{n}\left(z ; b, 0 \mid c^{1 / n}\right)}=(-1)^{k}\left\{\frac{b(1-c)}{1-b c}\right\}^{k / 2} \rho^{k}\left(\frac{z-[b+1-2 b c] c}{2 c \sqrt{b(1-c)(1-b c)}}\right) \tag{2.9}
\end{equation*}
$$

uniformly for $z$ on compact subsets of $\mathbb{C} \backslash[0,1]$, where $p_{n}(x ; a, b \mid q)$ are the little $q$-Jacobi polynomials.

Proof. This follows immediately from (1.8) and Corollary 1.
It is important in the asymptotic formula (2.4) that the variable $x$ stays away from the zeros of $p_{n}(x ; n)$. On the set $\Omega$, the closure of the zeros of $p_{n}(x ; n)$, the orthogonal polynomials will oscillate. The following theorem gives a result about the weak convergence of measures involving the polynomials $p_{k}(x ; n)$ on $[r, s]$ in terms of their orthogonality measures.

Theorem 2. Assume that $[r, s]$ is a finite interval that, for all $n$, contains the support of the orthogonality measure $\mu_{n}$ for the orthonormal polynomials $\left\{p_{k}(x ; n): k=\right.$ $0,1,2, \cdots\}$. Assume, moreover, that for all $k \in \mathbb{Z}$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} a_{n+k, n}=A, \quad \lim _{n \rightarrow \infty} b_{n+k, n}=B \tag{2.10}
\end{equation*}
$$

then for every continuous function $f$ on $[r, s]$

$$
\lim _{n \rightarrow \infty} \int_{r}^{s} f(z) p_{n}(z ; n) p_{n+k}(z ; n) d \mu_{n}(z)=\frac{1}{\pi} \int_{B-2 A}^{B+2 A} \frac{f(z) T_{k}((z-B) /(2 A))}{\sqrt{4 A^{2}-(z-B)^{2}}} d z,
$$

where $T_{n}(x)$ are the Chebyshev polynomials of the first kind.
Proof. We follow the ideas of Nevai and Dehesa [10, Lemma 3]. Let $m$ be a positive integer and apply the recurrence formula (2.1) repeatedly to get

$$
z^{m} p_{n}(z ; n)=\sum_{\substack{-1 \leq k_{i} \leq 1 \\ i=1,2, \cdots, m}} \alpha_{n, n+k_{1}} \alpha_{n+k_{1}, n+k_{1}+k_{2}} \cdots \alpha_{n+k_{1}+\cdots+k_{m-1}, n+k_{1}+\cdots+k_{m}} p_{n+k_{1}+\cdots+k_{m}}(z ; n),
$$

where

$$
\alpha_{j, k}= \begin{cases}a_{j, n} & \text { if } k=j-1 \\ b_{j, n} & \text { if } k=j, \\ a_{j+1, n} & \text { if } k=j+1\end{cases}
$$

Hence

$$
\int_{r}^{s} z^{m} p_{n}(z ; n) p_{n+k}(z ; n) d \mu_{n}(z)=\sum_{\substack{-1 \leq k_{i \leq 1} \leq 1 \\ i=1,2, \ldots, m \\ k_{1}+\cdots+k_{m}=k}} \alpha_{n, n+k_{1}} \alpha_{n+k_{1}, n+k_{1}+k_{2}} \cdots \alpha_{n+k_{1}+\cdots+k_{m-1}, n+k} .
$$

Because of this equation and by (2.10) it follows that the limit as $n \rightarrow \infty$ of $\int_{r}^{s} z^{m} p_{n}(z ; n) p_{n+k}(z ; n) d \mu_{n}(z)$ is the same as the limit of

$$
\frac{1}{2 A^{2} \pi} \int_{B-2 A}^{B+2 A} z^{m} U_{n}\left(\frac{z-B}{2 A}\right) U_{n+k}\left(\frac{z-B}{2 A}\right) \sqrt{4 A^{2}-(z-B)^{2}} d z
$$

since the Chebyshev polynomials of the second kind $U_{n}((z-B) / 2 A)$ are the orthogonal polynomials with constant recurrence coefficients $a_{n}=A$ and $b_{n}=B$. Use the identity

$$
U_{n}(x) U_{n+k}(x)=\frac{1}{2} \frac{T_{k}(x)-T_{2 n+k+2}(x)}{1-x^{2}}
$$

to find

$$
\begin{aligned}
\frac{1}{2 A^{2} \pi} & \int_{B-2 A}^{B+2 A} z^{m} U_{n}\left(\frac{z-B}{2 A}\right) U_{n+k}\left(\frac{z-B}{2 A}\right) \sqrt{4 A^{2}-(z-B)^{2}} d z \\
& =\frac{1}{\pi} \int_{B-2 A}^{B+2 A} \frac{z^{m} T_{k}((z-B) / 2 A)}{\sqrt{4 A^{2}-(z-B)^{2}}} d z-\frac{1}{\pi} \int_{B-2 A}^{B+2 A} \frac{z^{m} T_{2 n+k+2}((z-B) / 2 A)}{\sqrt{4 A^{2}-(z-B)^{2}}} d z .
\end{aligned}
$$

If $2 n+k+2>m$ then the second term on the right-hand side vanishes because of orthogonality, and thus we have the result when $f(x)=x^{m}$. The general result follows from the Hahn-Banach theorem: let the operators $L_{k, n}(k, n=0,1,2, \cdots)$, defined on the Banach space $C[r, s]$ of continuous functions equipped with the supremum norm, be given by

$$
L_{k, n} f=\int_{r}^{s} f(z) p_{n}(z ; n) p_{n+k}(z ; n) d \mu_{n}(z) .
$$

These are uniformly bounded operators because, by Schwarz's inequality and the orthonormality,

$$
\begin{aligned}
& \left|\int_{r}^{s} f(z) p_{n}(z ; n) p_{n+k}(z ; n) d \mu_{n}(z)\right|^{2} \\
& \quad \leqq \int_{r}^{s}|f(z)| p_{n}^{2}(z ; n) d \mu_{n}(z) \int_{r}^{s}|f(z)| p_{n+k}^{2}(z ; n) d \mu_{n}(z) \\
& \quad \leqq\|f\|_{\infty}^{2} .
\end{aligned}
$$

Now use Weierstrass's result that the polynomials form a dense subspace of $C[r, s]$.

Corollary 3. Suppose $0<b<1$ and $0<c<1$. Then for every continuous function $f$ on $[0,1]$

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \int_{0}^{1} f(z) w_{n}\left(z ; b, c^{1 / n}\right) w_{n+k}\left(z ; b, c^{1 / n}\right) d \mu\left(z ; b, c^{1 / n}\right) \\
& \quad=\frac{1}{\pi} \int_{B-2 A}^{B+2 A} \frac{f(z) T_{k}((z-B) /(2 A)}{\sqrt{4 A^{2}-(z-B)^{2}}} d z
\end{aligned}
$$

where $A=c \sqrt{b(1-c)(1-b c)}, B=(b+1-2 b c) c$, and $T_{n}(x)$ are the Chebyshev polynomials of the first kind.

Proof. The proof follows because the Wall polynomials $w_{n}\left(x ; b, c^{1 / n}\right)$ satisfy the conditions of Theorem 2, with recurrence coefficients $a_{k, n}=a_{k}\left(b, c^{1 / n}\right)$ and $b_{k}\left(b, c^{1 / n}\right)$ given by (1.6).
3. The addition formula. The little $q$-Legendre polynomials $p_{n}(z ; 1,1 \mid q)$ and the Wall polynomials $p_{n}(z ; a, 0 \mid q)$ are analytic functions of $z$ and the addition formula (1.9) holds for every $z \in\left\{q^{n}: n=0,1,2, \cdots\right\}$ (which is a set with an accumulation point). Therefore it follows that

$$
\begin{align*}
& p_{m}(z ; 1,1 \mid q) p_{y}\left(z ; q^{x}, 0 \mid q\right) \\
& \quad=p_{m}\left(q^{x+y} ; 1,1 \mid q\right) p_{m}\left(q^{y} ; 1,1 \mid q\right) p_{y}\left(z ; q^{x}, 0 \mid q\right) \\
& \quad+\sum_{k=1}^{m} \frac{(q ; q)_{x+y+k}(q ; q)_{m+k} q^{k(y-m+k)}}{(q ; q)_{x+y}(q ; q)_{m-k}(q ; q)_{k}^{2}} p_{m-k}\left(q^{x+y} ; q^{k}, q^{k} \mid q\right) \\
& \quad \cdot p_{m-k}\left(q^{y} ; q^{k}, q^{k} \mid q\right) p_{y+k}\left(z ; q^{x}, 0 \mid q\right)  \tag{3.1}\\
& \quad+\sum_{k=1}^{m} \frac{(q ; q)_{y}(q ; q)_{m+k} q^{k(x+y-m+1)}}{(q ; q)_{y-k}(q ; q)_{m-k}(q ; q)_{k}^{2}} p_{m-k}\left(q^{x+y-k} ; q^{k}, q^{k} \mid q\right) \\
& \quad \cdot p_{m-k}\left(q^{y-k} ; q^{k}, q^{k} \mid q\right) p_{y-k}\left(z ; q^{x}, 0 \mid q\right)
\end{align*}
$$

holds for every $z \in \mathbb{C}$ and $x, y=0,1,2, \cdots$. It is well known that

$$
\begin{equation*}
\lim _{q \uparrow 1} p_{n}\left(z ; q^{\alpha}, q^{\beta} \mid q\right)=R_{n}^{(\alpha, \beta)}(1-2 z), \tag{3.2}
\end{equation*}
$$

where $R_{n}^{(\alpha, \beta)}(x)$ are Jacobi polynomials with the normalization $R_{n}^{(\alpha, \beta)}(1)=1$, i.e., $R_{n}^{(\alpha, \beta)}(x)=P_{n}^{(\alpha, \beta)}(x) / P_{n}^{(\alpha, \beta)}(1)$. Fix $b, c$ in $(0,1)$ such that $\log b / \log c=\beta / \gamma$ with $\beta, \gamma$ positive integers, substitute in (3.1) $q=b^{1 /(n \beta)}=c^{1 /(n \gamma)}, x=n \beta, y=n \gamma$, and let $n \rightarrow \infty$ through the integers. Then by (2.9), (3.1), and (3.2)

$$
\begin{aligned}
R_{m}^{(0,0)}(1-2 z)= & R_{m}^{(0,0)}(1-2 b c) R_{m}^{(0,0)}(1-2 b) \\
& +\sum_{k=1}^{m} \frac{(m+k)!}{(m-k)!(k!)^{2}}(1-b c)^{k} c^{k} R_{m-k}^{(k, k)}(1-2 b c) R_{m-k}^{(k, k)}(1-2 c) \\
& \cdot(-1)^{k}\left\{\frac{b(1-c)}{1-b c}\right\}^{k / 2} \rho^{k}\left(\frac{z-[b+1-2 b c] c}{2 c \sqrt{b(1-c)(1-b c)}}\right) \\
& +\sum_{k=1}^{m} \frac{(m+k)!}{(m-k)!(k!)^{2}}(1-c)^{k}(b c)^{k} R_{m-k}^{(k, k)}(1-2 b c) R_{m-k}^{(k, k)}(1-2 c) \\
& \cdot(-1)^{k}\left\{\frac{1-b c}{b(1-c)}\right\}^{k / 2} \rho^{-k}\left(\frac{z-[b+1-2 b c] c}{2 c \sqrt{b(1-c)(1-b c)}}\right) .
\end{aligned}
$$

Now use the formula $T_{k}(x)=\left[\rho^{k}(x)+\rho^{-k}(x)\right] / 2$; then

$$
\begin{aligned}
R_{m}^{(0,0)}(1-2 z)= & R_{m}^{(0,0)}(1-2 b c) R_{m}^{(0,0)}(1-2 b) \\
& +2 \sum_{k=1}^{m}(-1)^{k} \frac{(m+k)!}{(m-k)!(k!)^{2}} c^{k}[b(1-c)(1-b c)]^{k / 2} \\
& \cdot R_{m-k}^{(k, k)}(1-2 b c) R_{m-k}^{(k, k)}(1-2 c) T_{k}\left(\frac{z-[b+1-2 b c] c}{2 c \sqrt{b(1-c)(1-b c)}}\right) .
\end{aligned}
$$

Finally, choose

$$
\begin{aligned}
& 1-2 z=x y-\sqrt{1-x^{2}} \sqrt{1-y^{2}} t \\
& 1-2 b c=x \\
& 1-2 c=y
\end{aligned}
$$

then

$$
\begin{aligned}
R_{m}^{(0,0)}\left(x y-\sqrt{1-x^{2}} \sqrt{1-y^{2}} t\right)= & R_{m}^{(0,0)}(x) R_{m}^{(0,0)}(y) \\
& +2 \sum_{k=1}^{m}(-1)^{k} \frac{(m+k)!}{(m-k)!(k!)^{2}} 2^{-2 k}\left\{\sqrt{1-x^{2}} \sqrt{1-y^{2}}\right\}^{k} \\
& \cdot R_{m-k}^{(k, k)}(x) R_{m-k}^{(k, k)}(y) T_{k}(t),
\end{aligned}
$$

which is the familiar addition formula for Legendre polynomials. By our method of proof this formula only holds for $t \in \mathbb{C} \backslash \mathbb{R}$ (because we use Corollary 2), but since all the functions considered are analytic in $t$, the result definitely holds for every $t \in \mathbb{C}$.
4. Product formulas. If we multiply both sides of the addition formula (1.9) by $p_{y+k}\left(q^{z} ; q^{x}, 0 \mid q\right) q^{(x+1) z} /(q ; q)_{z}$ and sum from $z=0$ to $\infty$, then by the orthogonality (1.4) and by (1.8)

$$
\begin{aligned}
& \sum_{z=0}^{\infty} p_{m}\left(q^{z} ; 1,1 \mid q\right) p_{y}\left(q^{z} ; q^{x}, 0 \mid q\right) p_{y+k}\left(q^{z} ; q^{x}, 0 \mid q\right) \frac{q^{(x+1) z}}{(q ; q)_{z}} \\
& \quad=\frac{(q ; q)_{x+y+k}(q ; q)_{m+k} q^{k(y-m+k)}}{(q ; q)_{x+y}(q ; q)_{m-k}(q ; q)_{k}^{2}} p_{m-k}\left(q^{x+y} ; q^{k}, q^{k} \mid q\right) p_{m-k}\left(q^{y} ; q^{k}, q^{k} \mid q\right) \\
& \quad \cdot \sum_{z=0}^{\infty} p_{y+k}^{2}\left(q^{z} ; q^{x}, 0 \mid q\right) \frac{q^{(x+1) z}}{(q ; q)_{z}}
\end{aligned}
$$

which holds whenever $k \in\{0,1, \cdots, m\}$. In terms of orthonormal Wall polynomials we have by (1.8)

$$
\begin{align*}
p_{m-k} & \left(q^{x+y} ; q^{k}, q^{k} \mid q\right) p_{m-k}\left(q^{y} ; q^{k}, q^{k} \mid q\right) \\
= & (-1)^{k} \frac{(q ; q)_{m-k}(q ; q)_{k}^{2}}{(q ; q)_{m+k}} q^{-k(y+k-m)}\left\{q^{-k(x+1)} \frac{(q ; q)_{y}(q ; q)_{x+y}}{(q ; q)_{y+k}(q ; q)_{x+y+k}}\right\}^{1 / 2}  \tag{4.1}\\
& \cdot\left(q^{x+1} ; q\right)_{\infty} \sum_{z=0}^{\infty} p_{m}\left(q^{z} ; 1,1 \mid q\right) w_{y}\left(q^{z+1} ; q^{x+1}, q\right) \\
& \cdot w_{y+k}\left(q^{z+1} ; q^{x+1}, q\right) \frac{q^{(x+1) z}}{(q ; q)_{z}},
\end{align*}
$$

which can be considered as a product formula for the little $q$-Legendre polynomials and which (for $k=0$ ) is equivalent with the product formula given by Koornwinder [8]. If we use the notation (1.7) then

$$
\begin{aligned}
& \left(q^{x+1} ; q\right)_{\infty} \sum_{z=0}^{\infty} p_{m}\left(q^{z} ; 1,1 \mid q\right) w_{y}\left(q^{z+1} ; q^{x+1}, q\right) w_{y+k}\left(q^{z+1} ; q^{x+1}, q\right) \frac{q^{(x+1) z}}{(q ; q)_{z}} \\
& \quad=\int_{0}^{1} p_{m}\left(\frac{z}{q} ; 1,1 \mid q\right) w_{y}\left(z ; q^{x+1}, q\right) w_{y+k}\left(z ; q^{x+1}, q\right) d \mu\left(z ; q^{x+1}, q\right) .
\end{aligned}
$$

Fix $b, c$ in $(0,1)$ such that $\log b / \log c=\beta / \gamma$ with $\beta$ and $\gamma$ positive integers and let $q=b^{1 /(n \beta)}=c^{1 /(n \gamma)}, 1+x=n \beta, y=n \gamma$. Then as $n \rightarrow \infty$ we have by Corollary 3 and by the uniform convergence in (3.2) (keep in mind that $p_{m}((z / q) ; 1,1 \mid q)$ is a polynomial of degree $m$ )

$$
\begin{aligned}
& R_{m-k}^{(k, k)}(1-2 b c) R_{m-k}^{(k, k)}(1-2 c)=(-1)^{k} \frac{(m-k)!(k!)^{2}}{(m+k)!} c^{-k}\{b(1-c)(1-b c)\}^{-k / 2} \\
& \cdot \frac{1}{\pi} \int_{B-2 A}^{B+2 A} R_{m}^{(0,0)}(1-2 z) \frac{T_{k}((z-B) / 2 A)}{\sqrt{4 A^{2}-(z-B)^{2}}} d z
\end{aligned}
$$

where $A=c \sqrt{b(1-c)(1-b c)}$ and $B=(b+1-2 b c) c$. Setting $b c=x, c=y$ gives the familiar product formulas for Legendre polynomials:

$$
\begin{aligned}
R_{m-k}^{(k, k)}(1-2 x) R_{m-k}^{(k, k)}(1-2 y)=(-1)^{k} & \frac{(m-k)!(k!)^{2}}{(m+k)!}\{x y(1-y)(1-x)\}^{-k / 2} \\
& \cdot \frac{1}{\pi} \int_{B-2 A}^{B+2 A} R_{m}^{(0,0)}(1-2 z) \frac{T_{k}((z-B) / 2 A)}{\sqrt{4 A^{2}-(z-B)^{2}}} d z,
\end{aligned}
$$

with $A=\sqrt{x y(1-x)(1-y)}$ and $B=x+y-2 x y$.
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# AN EXISTENCE THEOREM FOR MODEL EQUATIONS RESULTING FROM KINETIC THEORIES OF POLYMER SOLUTIONS* 
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#### Abstract

A local existence and uniqueness theorem is proved for a set of partial differential equations modelling the flow of polymer solutions. The constitutive relations considered here are motivated by kinetic theory. The stress tensor is given by an integral which involves the solution of a linear diffusion equation. The coefficients of this diffusion equation depend on the velocity gradient.
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1. Introduction. General existence theorems for the partial differential equations of continuum mechanics are relatively recent, even for the case of elasticity. The initial value problem for compressible elastic materials occupying all of space was solved in [6], and the Dirichlet initial-boundary value problem is treated in [7], [2], and [3]. Existence results for incompressible materials were obtained in [4] and [12] for the initial value problem on all of space and in [5] for the Dirichlet problem.

Viscoelastic fluids such as polymers are characterized by a constitutive relation which gives the stress as a functional of the deformation history. Most popular models fall into two categories: integral and differential models. Integral models give the stress by an integral expression involving the history of the deformation gradient; differential models give the stress as the solution of a differential equation which involves the stress and velocity gradient. There is, however, a class of models motivated by considerations of kinetic theory, which can in general not be represented in either integral or differential form. Instead, such models require the solution of a diffusion equation in order to determine the stress [1]. Because of the practical impossibilityexcept in special cases-of solving this diffusion equation, such models have only had limited applications in solving flow problems. For the case of dumbbell models, however, computers may soon have the capacity to obtain solutions, at least in twodimensional flow problems.

For materials with instantaneous elasticity, the terms of leading differential order in the equations of motion are like those for elasticity. A natural approach to a mathematical existence theory is therefore to regard the problem as essentially "elastic" and to treat the memory as a perturbation. This has been successfully carried out for integral models; see, e.g., Chapter III of [9], and also for differential models [11]. In this paper, we shall discuss the models from kinetic theory in a similar fashion. We shall in part be able to rely on the results of [11], but the solution of the diffusion equation raises new issues.

[^23]The equations of motion for an incompressible fluid are

$$
\begin{align*}
\rho\left(\frac{\partial \mathbf{v}}{\partial t}+(\mathbf{v} \cdot \nabla) \mathbf{v}\right) & =\operatorname{div} \mathbf{T}-\nabla p+\mathbf{f}  \tag{1}\\
\operatorname{div} \mathbf{v} & =0
\end{align*}
$$

Here $\mathbf{v}$ denotes the velocity, $p$ the pressure, $\mathbf{T}$ the extra stress tensor, $\rho$ the density (assumed constant), and $\mathbf{f}$ is a given body force. We investigate molecular models which are based on treating polymer molecules as dumbbells consisting of two beads connected by a spring and floating in a Newtonian solvent. We shall assume that the solvent contribution to the stress is small relative to the polymer contribution and can be neglected; if this is not the case, the equations of motion can be treated as a perturbation of the Stokes equations, and existence results can be obtained along the lines of [10]. Let $\mathbf{R}$ denote the vector between the two ends of the dumbbell, and let $\psi(\mathbf{R}, \mathbf{x}, t)$ denote the probability density for dumbbells in $\mathbf{R}$-space (this probability density depends on the point $\mathbf{x}$ in space and the time $t$; since $\psi$ has the interpretation of a probability density, it will always be nonnegative and $\left.\int \psi(\mathbf{R}, \mathbf{x}, t) d \mathbf{R}=1\right)$. The spring force is given by $\mathbf{F}(\mathbf{R})=-\gamma\left(|\mathbf{R}|^{2}\right) \mathbf{R}$, and the stress is given by

$$
\begin{equation*}
T_{i j}(\mathbf{x}, t)=-n \int R_{i} F_{j}(\mathbf{R}) \psi(\mathbf{R}, \mathbf{x}, t) d \mathbf{R} \tag{2}
\end{equation*}
$$

Here $n$ is the number density of dumbbells and the integral extends over all possible values of $\mathbf{R}$. We shall consider infinitely extensible as well as finitely extensible dumbbells. For infinitely extensible dumbbells, $\mathbf{R}$ can be any vector in $\mathbb{R}^{3}$. For finitely extensible dumbbells, the potential associated with $\mathbf{F}(\mathbf{R})$ becomes infinite at a finite value $R_{0}$ of $|\mathbf{R}|$, and the integral in (2) extends only over the ball $|\mathbf{R}| \leq R_{0}$. The probability density $\psi(\mathbf{R}, \mathbf{x}, t)$ obeys the diffusion equation

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\left(\mathbf{v} \cdot \nabla_{\mathbf{x}}\right)\right) \psi=\alpha \Delta_{\mathbf{R}} \psi+\operatorname{div}_{\mathbf{R}}\left(-\left(\nabla_{\mathbf{x}} \mathbf{v}\right) \cdot \mathbf{R} \psi-\beta \mathbf{F}(\mathbf{R}) \psi\right) \tag{3}
\end{equation*}
$$

Here we have used subscripts $\mathbf{R}$ and $\mathbf{x}$ to indicate the variables with respect to which derivatives are being taken. Our convention for the gradient of a vector is that the first index refers to the component of the vector and the second index to the direction of differentiation. The quantities $\alpha$ and $\beta$ are positive constants. The reader is referred to [1] for the derivation of (2) and (3) and for a discussion of possible generalizations.

We seek solutions of (1)-(3) for $\mathbf{x} \in \Omega, t>0$, where $\Omega$ is a bounded domain in $\mathbb{R}^{3}$ with smooth boundary. We impose Dirichlet boundary conditions,

$$
\begin{equation*}
\mathbf{v}(\mathbf{x}, t)=\mathbf{0}, \quad \mathbf{x} \in \partial \Omega, \quad t \geq 0 \tag{4}
\end{equation*}
$$

and initial conditions,

$$
\begin{equation*}
\mathbf{v}(\mathbf{x}, 0)=\mathbf{v}_{0}(\mathbf{x}), \quad \psi(\mathbf{R}, \mathbf{x}, 0)=\psi_{0}(\mathbf{R}, \mathbf{x}) \tag{5}
\end{equation*}
$$

Concerning the spring force, we shall make one of the following two assumptions:
(F) The function $\gamma$ is $C^{\infty}$-smooth from $[0, \infty)$ to $(0, \infty), \gamma^{\prime} \geq 0$, and there exist numbers $\sigma \geq 0$ and $k>0$ such that $\lim _{|\mathbf{R}| \rightarrow \infty} \gamma\left(|\mathbf{R}|^{2}\right) /|\mathbf{R}|^{\sigma}=k$. Moreover, $\lim \sup _{|\mathbf{R}| \rightarrow \infty} \gamma^{\prime}\left(|\mathbf{R}|^{2}\right) /|\mathbf{R}|^{\sigma-2}$ is finite and higher derivatives of $\gamma$ have at most polynomial growth as $|\mathbf{R}| \rightarrow \infty$.
( $\mathrm{F}^{\prime}$ ) For some $R_{0}>0$, the function $\gamma$ is $C^{\infty}$-smooth from $\left[0, R_{0}^{2}\right)$ to ( $0, \infty$ ), $\gamma^{\prime} \geq 0$, and there exist numbers $\sigma>1$ and $k>0$ such that $\lim _{|\mathbf{R}| \rightarrow R_{0}} \gamma\left(|\mathbf{R}|^{2}\right)\left(R_{0}-|\mathbf{R}|\right)^{\sigma}=k$. Moreover, $\lim \sup _{|\mathbf{R}| \rightarrow R_{0}} \gamma^{\prime}\left(|\mathbf{R}|^{2}\right)\left(R_{0}-|\mathbf{R}|\right)^{\sigma+1}$ is finite and higher derivatives of $\gamma$ grow at most like powers of $\left(R_{0}-|\mathbf{R}|\right)^{-1}$ as $|\mathbf{R}| \rightarrow R_{0}$.
In the first case, the dumbbell is infinitely extensible, in the second case it is finitely extensible. The assumption $\gamma^{\prime} \geq 0$ means that the spring gets stiffer as the dumbbell is extended; this assumption is usually made in molecular models. The analysis that follows can be modified to allow faster growth of $\gamma$ as $|\mathbf{R}| \rightarrow \infty$ or, respectively, $|\mathbf{R}| \rightarrow R_{0}$, but slower growth would pose difficulties. In particular, we have to exclude $\sigma=1$ in ( $\mathrm{F}^{\prime}$ ). This case corresponds to the most popular model of finitely extensible dumbbells (see [1]). There is, however, no specific reason to assume $\sigma=1$ rather than a larger value of $\sigma$.

The goal of this paper is an existence and uniqueness theorem for solutions of the problem defined by (1)-(5). The paper is organized as follows. In $\S 2$, we define an iteration scheme which is used to construct the solution. The scheme alternates between solving an equation of the same type as encountered in incompressible elasticity and solving a linear diffusion equation such as (3). In $\S 3$ we define the function spaces used to carry out the analysis and state a precise theorem. The proof is given in §4.
2. Iterative construction of solution. We apply the operation $\partial / \partial t+(\mathbf{v} \cdot \nabla)+$ $(\nabla \mathbf{v})^{T}$ to the equation of motion (1). The resulting equation, written in components, reads (here and in the rest of the paper, the summation convention is used)

$$
\begin{align*}
\rho\left[\frac{\partial}{\partial t}+(\mathbf{v} \cdot \nabla)\right]^{2} v_{i}= & \frac{\partial}{\partial x_{j}}\left[\left(\frac{\partial}{\partial t}+(\mathbf{v} \cdot \nabla)\right) T_{i j}\right]-\frac{\partial q}{\partial x_{i}} \\
& -\frac{\partial v_{k}}{\partial x_{j}} \frac{\partial T_{i j}}{\partial x_{k}}+\frac{\partial v_{k}}{\partial x_{i}} \frac{\partial T_{k j}}{\partial x_{j}}-\rho \frac{\partial v_{j}}{\partial x_{i}}\left[\frac{\partial}{\partial t}+(\mathbf{v} \cdot \nabla)\right] v_{j}  \tag{6}\\
& +\left[\frac{\partial}{\partial t}+(\mathbf{v} \cdot \nabla)\right] f_{i}+\frac{\partial v_{j}}{\partial x_{i}} f_{j},
\end{align*}
$$

where $q=\partial p / \partial t+(\mathbf{v} \cdot \nabla) p$. Using (2), we find that

$$
\begin{equation*}
\left[\frac{\partial}{\partial t}+(\mathbf{v} \cdot \nabla)\right] T_{i j}=-n \int R_{i} F_{j}(\mathbf{R})\left[\frac{\partial}{\partial t}+\left(\mathbf{v} \cdot \nabla_{\mathbf{x}}\right)\right] \psi(\mathbf{R}, \mathbf{x}, t) d \mathbf{R} \tag{7}
\end{equation*}
$$

and using (3), we find further

$$
\begin{align*}
{\left[\frac{\partial}{\partial t}\right.} & +(\mathbf{v} \cdot \nabla)] T_{i j} \\
= & -n \int R_{i} F_{j}(\mathbf{R})\left[\alpha \Delta_{\mathbf{R}} \psi+\operatorname{div}_{\mathbf{R}}\left(-\left(\nabla_{\mathbf{x}} \mathbf{v}\right) \cdot \mathbf{R} \psi-\beta \mathbf{F}(\mathbf{R}) \psi\right)\right] d \mathbf{R}  \tag{8}\\
= & -n \alpha \int \Delta_{\mathbf{R}}\left(R_{i} F_{j}(\mathbf{R})\right) \psi d \mathbf{R}-n \beta \int \frac{\partial}{\partial R_{k}}\left(R_{i} F_{j}(\mathbf{R})\right) F_{k}(\mathbf{R}) \psi d \mathbf{R} \\
& \quad-n \int \frac{\partial}{\partial R_{k}}\left(R_{i} F_{j}(\mathbf{R})\right) \frac{\partial v_{k}}{\partial x_{l}} R_{l} \psi d \mathbf{R} .
\end{align*}
$$

Next we note that

$$
\begin{align*}
\frac{\partial}{\partial R_{k}}\left(R_{i} F_{j}(\mathbf{R})\right) & =-\frac{\partial}{\partial R_{k}}\left(R_{i} R_{j} \gamma\left(|\mathbf{R}|^{2}\right)\right)  \tag{9}\\
& =-\gamma\left(|\mathbf{R}|^{2}\right)\left(R_{j} \delta_{i k}+R_{i} \delta_{j k}\right)-2 R_{i} R_{j} R_{k} \gamma^{\prime}\left(|\mathbf{R}|^{2}\right) .
\end{align*}
$$

By combining (8) and (9), we find

$$
\begin{align*}
& \frac{\partial}{\partial x_{j}}\left[\left(\frac{\partial}{\partial t}+(\mathbf{v} \cdot \nabla)\right) T_{i j}\right] \\
& =n \frac{\partial^{2} v_{k}}{\partial x_{j} \partial x_{l}} \int\left(\gamma\left(|\mathbf{R}|^{2}\right) R_{j} R_{l} \delta_{i k}+2 \gamma^{\prime}\left(|\mathbf{R}|^{2}\right) R_{i} R_{j} R_{k} R_{l}\right) \psi d \mathbf{R}  \tag{10}\\
& \quad-n \alpha \int \Delta_{\mathbf{R}}\left(R_{i} F_{j}(\mathbf{R})\right) \frac{\partial \psi}{\partial x_{j}} d \mathbf{R}-n \beta \int \frac{\partial}{\partial R_{k}}\left(R_{i} F_{j}(\mathbf{R})\right) F_{k}(\mathbf{R}) \frac{\partial \psi}{\partial x_{j}} d \mathbf{R} \\
& \quad-n \frac{\partial v_{k}}{\partial x_{l}} \int \frac{\partial}{\partial R_{k}}\left(R_{i} F_{j}(\mathbf{R})\right) R_{l} \frac{\partial \psi}{\partial x_{j}} d \mathbf{R} .
\end{align*}
$$

By inserting (10) into (6), we finally obtain

$$
\begin{align*}
\rho\left[\frac{\partial}{\partial t}+\right. & (\mathbf{v} \cdot \nabla)]^{2} v_{i} \\
= & n \frac{\partial^{2} v_{k}}{\partial x_{j} \partial x_{l}} \int\left(\gamma\left(|\mathbf{R}|^{2}\right) R_{j} R_{l} \delta_{i k}+2 \gamma^{\prime}\left(|\mathbf{R}|^{2}\right) R_{i} R_{j} R_{k} R_{l}\right) \psi d \mathbf{R}-\frac{\partial q}{\partial x_{i}} \\
& -n \alpha \int \Delta_{\mathbf{R}}\left(R_{i} F_{j}(\mathbf{R})\right) \frac{\partial \psi}{\partial x_{j}} d \mathbf{R}-n \beta \int \frac{\partial}{\partial R_{k}}\left(R_{i} F_{j}(\mathbf{R})\right) F_{k}(\mathbf{R}) \frac{\partial \psi}{\partial x_{j}} d \mathbf{R}  \tag{11}\\
& -n \frac{\partial v_{k}}{\partial x_{l}} \int \frac{\partial}{\partial R_{k}}\left(R_{i} F_{j}(\mathbf{R})\right) R_{l} \frac{\partial \psi}{\partial x_{j}} d \mathbf{R} \\
& -\frac{\partial v_{k}}{\partial x_{j}} \frac{\partial T_{i j}}{\partial x_{k}}+\frac{\partial v_{k}}{\partial x_{i}} \frac{\partial T_{k j}}{\partial x_{j}}-\rho \frac{\partial v_{j}}{\partial x_{i}}\left[\frac{\partial}{\partial t}+(\mathbf{v} \cdot \nabla)\right] v_{j} \\
& +\left[\frac{\partial}{\partial t}+(\mathbf{v} \cdot \nabla)\right] f_{i}+\frac{\partial v_{j}}{\partial x_{i}} f_{j} .
\end{align*}
$$

The iteration is based on equations (3) and (11). Given an iterate $\mathbf{v}^{m}$, we determine $\psi^{m}$ by solving equation (3),

$$
\begin{gather*}
\left(\frac{\partial}{\partial t}+\left(\mathbf{v}^{m} \cdot \nabla_{\mathbf{x}}\right)\right) \psi^{m}=\alpha \Delta_{\mathbf{R}} \psi^{m}+\operatorname{div}_{\mathbf{R}}\left(-\left(\nabla_{\mathbf{x}} \mathbf{v}^{m}\right) \cdot \mathbf{R} \psi^{m}-\beta \mathbf{F}(\mathbf{R}) \psi^{m}\right)  \tag{12a}\\
\psi^{m}(\mathbf{R}, \mathbf{x}, 0)=\psi_{0}(\mathbf{R}, \mathbf{x}) \tag{12b}
\end{gather*}
$$

We define $\mathbf{T}^{m}$ in terms of $\psi^{m}$ by equation (2) and then determine a new velocity field $\mathbf{v}^{m+1}$ by solving the problem

$$
\begin{align*}
\rho & {\left[\frac{\partial}{\partial t}+\left(\mathbf{v}^{m} \cdot \nabla\right)\right]^{2} v_{i}^{m+1} } \\
= & n \frac{\partial^{2} v_{k}^{m+1}}{\partial x_{j} \partial x_{l}} \int\left(\gamma\left(|\mathbf{R}|^{2}\right) R_{j} R_{l} \delta_{i k}+2 \gamma^{\prime}\left(|\mathbf{R}|^{2}\right) R_{i} R_{j} R_{k} R_{l}\right) \psi^{m} d \mathbf{R}-\frac{\partial q^{m+1}}{\partial x_{i}} \\
& -n \alpha \int \Delta_{\mathbf{R}}\left(R_{i} F_{j}(\mathbf{R})\right) \frac{\partial \psi^{m}}{\partial x_{j}} d \mathbf{R}-n \beta \int \frac{\partial}{\partial R_{k}}\left(R_{i} F_{j}(\mathbf{R})\right) F_{k}(\mathbf{R}) \frac{\partial \psi^{m}}{\partial x_{j}} d \mathbf{R}  \tag{13a}\\
& -n \frac{\partial v_{k}^{m}}{\partial x_{l}} \int \frac{\partial}{\partial R_{k}}\left(R_{i} F_{j}(\mathbf{R})\right) R_{l} \frac{\partial \psi^{m}}{\partial x_{j}} d \mathbf{R} \\
& -\frac{\partial v_{k}^{m}}{\partial x_{j}} \frac{\partial T_{i j}^{m}}{\partial x_{k}}+\frac{\partial v_{k}^{m}}{\partial x_{i}} \frac{\partial T_{k j}^{m}}{\partial x_{j}}-\rho \frac{\partial v_{j}^{m}}{\partial x_{i}}\left[\frac{\partial}{\partial t}+\left(\mathbf{v}^{m} \cdot \nabla\right)\right] v_{j}^{m} \\
& +\left[\frac{\partial}{\partial t}+\left(\mathbf{v}^{m} \cdot \nabla\right)\right] f_{i}+\frac{\partial v_{j}^{m}}{\partial x_{i}} f_{j},
\end{align*}
$$

$$
\begin{gather*}
\operatorname{div} \mathbf{v}^{m+1}=0  \tag{13b}\\
\mathbf{v}^{m+1}=\mathbf{0}, \quad x \in \partial \Omega, \quad t \geq 0  \tag{13c}\\
\mathbf{v}^{m+1}(\mathbf{x}, 0)=\mathbf{v}_{0}(\mathbf{x}), \quad \frac{\partial \mathbf{v}^{m+1}}{\partial t}(\mathbf{x}, 0)=\mathbf{v}_{1}(\mathbf{x}) \tag{13d}
\end{gather*}
$$

Here $\mathbf{v}_{1}$ is the initial value of $\partial \mathbf{v} / \partial t$, which can be computed by applying the Hodge projection to (1). Equations (13) also yield a new iterate for $q$, from which an approximation to the pressure $p$ may be recovered. However, this is not necessary in order to proceed to the next step of the iteration.
3. Definition of function spaces and statement of results. Since $\psi$ has the meaning of a probability density, $L^{1}$-spaces are natural for the $\mathbf{R}$-dependence. However, the definition of $\mathbf{T}$ in (2) involves integrals of $\psi$ against increasing functions of $\mathbf{R}$, and we shall therefore use weighted $L^{1}$-spaces. We define

$$
\begin{equation*}
X_{n, 0}=\left\{\psi: \mathbb{R}^{3} \rightarrow \mathbb{R}\left|\int\left(1+|\mathbf{R}|^{n}\right)\right| \psi(\mathbf{R}) \mid d \mathbf{R}<\infty\right\} \tag{14a}
\end{equation*}
$$

in the case of infinitely extensible dumbbells, and

$$
\begin{equation*}
X_{n, 0}=\left\{\psi: B \rightarrow \mathbb{R}\left|\int\left(R_{0}-|\mathbf{R}|\right)^{-n}\right| \psi(\mathbf{R}) \mid d \mathbf{R}<\infty\right\} \tag{14b}
\end{equation*}
$$

in the case of finitely extensible dummbells. Here $B$ denotes the ball of radius $R_{0}$. Moreover, we let $X_{n, k}$ be the space of all $\psi$ whose derivatives up to order $k$ lie in $X_{n, 0}$. Finally, let

$$
\begin{equation*}
X_{k}=\bigcap_{n=0}^{\infty} X_{n, k} \tag{15}
\end{equation*}
$$

with the natural topology of a Fréchet space. The space $X_{k}$ consists of functions which, together with their derivatives, vanish at infinite order as $|\mathbf{R}| \rightarrow \infty$ or $|\mathbf{R}| \rightarrow R_{0}$, respectively. Instead of working with this Fréchet space, it would be possible to work with Banach spaces of functions vanishing at sufficiently high order; however, different orders of decay would have to be chosen for higher derivatives of $\psi$ than for $\psi$ itself. This would make the precise statement of a theorem rather laborious. The analysis that follows is not substantially complicated by the fact that $X_{k}$ is a Fréchet space rather than a Banach space.

We make the following smoothness assumptions:
(S1) The domain $\Omega \subset \mathbb{R}^{3}$ is bounded and $\partial \Omega$ is of class $C^{5}$.
(S2) $\mathbf{v}_{0} \in H^{4}(\Omega)$.
(S3) $\psi_{0} \in \bigcap_{k=0}^{4} H^{k}\left(\Omega ; X_{8-2 k}\right)$, where $H^{k}\left(\Omega ; X_{l}\right)$ stands for $\bigcap_{n=0}^{\infty} H^{k}\left(\Omega ; X_{n, l}\right)$. Moreover, $\psi_{0} \geq 0$ and $\int \psi_{0}(\mathbf{R}, \mathbf{x}) d \mathbf{R}=1$ for every $\mathbf{x} \in \Omega$.
(S4) For some $T>0$, we have $\mathbf{f} \in \bigcap_{k=0}^{4} W^{k, 1}\left([0, T] ; H^{4-k}(\Omega)\right)$.
In addition, we need compatibility conditions between the initial data and the incompressibility and boundary conditions. Note that by applying the Hodge projection
operator to equation (1), we can obtain an initial value for $\partial \mathbf{v} / \partial t$, and, after differentiating (1) with respect to $t$, we can obtain initial values of higher time derivatives in an analogous fashion. We shall denote the initial value of $\partial^{i} \mathbf{v} / \partial t^{i}$ by $\mathbf{v}_{i}$. These initial values for time derivatives of $\mathbf{v}$ satisfy the incompressibility condition because of their construction, but we still need to require that they satisfy the boundary conditions. We assume the following compatibility conditions:
(C1) $\operatorname{div} \mathbf{v}_{0}=0$ and $\mathbf{v}_{0}=\mathbf{0}$ on $\partial \Omega$.
(C2) $\mathbf{v}_{1}, \mathbf{v}_{2}$ and $\mathbf{v}_{3}$ vanish on $\partial \Omega$.
The goal of the paper is the following result.
Theorem. Assume that (S1)-(S4), (C1), (C2), and (F) or, respectively, ( $\mathrm{F}^{\prime}$ ) hold. Then there is a $T^{\prime} \in(0, T]$ such that the problem (1)-(5) has a unique solution with the regularity

$$
\begin{gather*}
\mathbf{v} \in \bigcap_{k=0}^{4} C^{k}\left(\left[0, T^{\prime}\right] ; H^{4-k}(\Omega)\right) ; \mathbf{T} \in \bigcap_{k=0}^{3} C^{k}\left(\left[0, T^{\prime}\right] ; H^{3-k}(\Omega)\right) ;  \tag{16}\\
\psi \in \bigcap_{k=0}^{3} \bigcap_{l=0}^{3-k} C^{k}\left(\left[0, T^{\prime}\right] ; H^{l}\left(\Omega ; X_{8-2 k-2 l}\right)\right) .
\end{gather*}
$$

The proof will be based on showing that the mapping $\Sigma: \mathbf{v}^{m} \rightarrow \mathbf{v}^{m+1}$ defined by (12) and (13) is a contraction in an appropriate complete space of functions. This space of functions, denoted by $Z\left(M, T^{\prime}\right)$, is defined as the set of all functions $\mathbf{v}$ : $\Omega \times\left[0, T^{\prime}\right] \rightarrow \mathbb{R}^{3}$ with the following properties:

$$
\begin{equation*}
\|\mathbf{v}\|_{0,4}+\|\mathbf{v}\|_{1,3}+\|\mathbf{v}\|_{2,2}+\|\mathbf{v}\|_{3,1}+\|\mathbf{v}\|_{4,0} \leq M \tag{17b}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{div} \mathbf{v}=0 \tag{17c}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{v}(\mathbf{x}, 0)=\mathbf{v}_{0}(\mathbf{x}), \quad \frac{\partial \mathbf{v}}{\partial t}(\mathbf{x}, 0)=\mathbf{v}_{1}(\mathbf{x}), \quad \frac{\partial^{2} \mathbf{v}}{\partial t^{2}}(\mathbf{x}, 0)=\mathbf{v}_{2}(\mathbf{x}), \quad \frac{\partial^{3} \mathbf{v}}{\partial t^{3}}(\mathbf{x}, 0)=\mathbf{v}_{3}(\mathbf{x}) \tag{17e}
\end{equation*}
$$

Here $\|\cdot\|_{k, l}$ denotes the norm in $W^{k, \infty}\left(\left[0, T^{\prime}\right] ; H^{l}(\Omega)\right)$; below we shall also use the notation $\|\cdot\|_{k, l, p}$ for the norm in $W^{k, p}\left(\left[0, T^{\prime}\right] ; H^{l}(\Omega)\right)$. In $Z\left(M, T^{\prime}\right)$, we introduce the metric

$$
\begin{equation*}
d(\mathbf{v}, \mathbf{w})=\|\mathbf{v}-\mathbf{w}\|_{0,3}+\|\mathbf{v}-\mathbf{w}\|_{1,2}+\|\mathbf{v}-\mathbf{w}\|_{2,1}+\|\mathbf{v}-\mathbf{w}\|_{3,0} . \tag{18}
\end{equation*}
$$

It is easy to see that $Z\left(M, T^{\prime}\right)$ with this metric is complete. We refer to [11] for a proof that it is not empty (provided $M$ is large enough).

We note that (13) is of the same type as problem (16) considered in [11]. The quantity

$$
\begin{equation*}
\int\left(\gamma\left(|\mathbf{R}|^{2}\right) R_{j} R_{l} \delta_{i k}+2 \gamma^{\prime}\left(|\mathbf{R}|^{2}\right) R_{i} R_{j} R_{k} R_{l}\right) \psi^{m} d \mathbf{R} \tag{19}
\end{equation*}
$$

assumes the role of $C_{i j k l}$ in [11]. We note that the symmetry condition

$$
\begin{equation*}
C_{i j k l}=C_{k l i j} \tag{20}
\end{equation*}
$$

and the strong ellipticity condition

$$
\begin{equation*}
C_{i j k l} \zeta_{i} \zeta_{k} \eta_{j} \eta_{l} \geq \kappa|\zeta|^{2}|\eta|^{2} \quad \forall \zeta, \eta \in \mathbb{R}^{3} \tag{21}
\end{equation*}
$$

with $\kappa>0$ depending continuously on $\psi \in\left\{\psi \in L^{1} \mid \psi \geq 0, \int \psi d \mathbf{R}=1\right\}$, are satisfied, because we have assumed $\gamma$ to be an increasing function of $|\mathbf{R}|^{2}$. Hence the results of [11] are applicable to (13), and most of the proof in the following section will be concerned with solving the diffusion equation (12).
4. Proof of the theorem. In order to show that $\Sigma$ is a contraction in $Z\left(M, T^{\prime}\right)$, we shall have to choose $M$ sufficiently large and $T^{\prime}$ sufficiently small. The estimates used in the proof will involve bounds of the form $K\left(M, T^{\prime}, a_{1}, a_{2}, \cdots\right)$, where the size of $a_{1}, a_{2}$ etc., can be kept within given bounds. It is important that the size of $K$ for large $M$ can be controlled by choosing $T^{\prime}$ small enough. This leads us to the following definition.

Definition. A continuous function $K\left(M, T^{\prime}, a_{1}, a_{2}, \cdots\right): \mathbb{R}^{+} \times \mathbb{R}^{+} \times \mathbb{R}^{+} \ldots \rightarrow$ $\mathbb{R}^{+}$is called controllable, if there are continuous positively valued functions $\tau\left(M, a_{1}\right.$, $\left.a_{2}, \cdots\right)$ and $\omega\left(a_{1}, a_{2}, \cdots\right)$ such that $K\left(M, T^{\prime}, a_{1}, a_{2}, \cdots\right) \leq \omega\left(a_{1}, a_{2}, \cdots\right)$ as long as $T^{\prime} \leq \tau\left(M, a_{1}, a_{2}, \cdots\right)$.

We begin by stating the results of [11], which can be applied to problem (13). This problem is of the form

$$
\begin{gather*}
\rho\left[\frac{\partial}{\partial t}+(\mathbf{v} \cdot \nabla)\right]^{2} w_{i}=-\frac{\partial q}{\partial x_{i}}+C_{i j k l}(\mathbf{x}, t) \frac{\partial^{2} w_{k}}{\partial x_{j} \partial x_{l}}+h_{i}  \tag{22}\\
\operatorname{div} \mathbf{w}=0,\left.\quad \mathbf{w}\right|_{\partial \Omega}=\mathbf{0}, \quad \mathbf{w}(\mathbf{x}, 0)=\mathbf{w}_{0}(\mathbf{x}), \quad \dot{\mathbf{w}}(\mathbf{x}, 0)=\mathbf{w}_{1}(\mathbf{x})
\end{gather*}
$$

Lemma 1. Let $\mathbf{v}, \mathbf{h}$ and $\mathbf{C}$ be given such that $\operatorname{div} \mathbf{v}=0,\left.\mathbf{v}\right|_{\partial \Omega}=0$ and $\mathbf{C}$ satisfies the symmetry condition (20) and the strong ellipticity condition (21) with a positive lower bound $\gamma$ for $\kappa$ in (21). Moreover, assume that bounds of the following kind hold:

$$
\begin{gather*}
\|\mathbf{v}\|_{0,4}+\|\mathbf{v}\|_{1,3}+\|\mathbf{v}\|_{2,2}+\|\mathbf{v}\|_{3,1}+\|\mathbf{v}\|_{4,0} \leq M  \tag{23a}\\
\|\mathbf{v}\|_{0,3}+\|\mathbf{v}\|_{1,2}+\|\mathbf{v}\|_{2,1}+\|\mathbf{v}\|_{3,0} \leq K \\
\|\mathbf{C}\|_{0,3}+\|\mathbf{C}\|_{1,2}+\|\mathbf{C}\|_{2,1}+\|\mathbf{C}\|_{3,0} \leq M \\
\|\mathbf{C}\|_{0,2}+\|\mathbf{C}\|_{1,1}+\|\mathbf{C}\|_{2,0} \leq K \\
\|\mathbf{h}\|_{0,2}+\|\mathbf{h}\|_{1,1}+\|\mathbf{h}\|_{2,0} \leq K
\end{gather*}
$$

$$
\begin{equation*}
\left\|\frac{\partial \mathbf{h}}{\partial t}+(\mathbf{v} \cdot \nabla) \mathbf{h}\right\|_{0,2,1}+\left\|\frac{\partial \mathbf{h}}{\partial t}+(\mathbf{v} \cdot \nabla) \mathbf{h}\right\|_{1,1,1}+\left\|\frac{\partial \mathbf{h}}{\partial t}+(\mathbf{v} \cdot \nabla) \mathbf{h}\right\|_{2,0,1} \leq K \tag{23f}
\end{equation*}
$$

Finally, assume that $\mathbf{w}_{0} \in H^{4}(\Omega), \mathbf{w}_{1} \in H^{3}(\Omega)$ with norms bounded by $K$, that $\operatorname{div} \mathbf{w}_{0}=\operatorname{div} \mathbf{w}_{1}=0$, and that $\mathbf{w}_{0}, \mathbf{w}_{1}$, and the initial values of $\partial^{2} \mathbf{w} / \partial t^{2}$ and $\partial^{3} \mathbf{w} / \partial t^{3}$, as determined by (22), are compatible with the boundary condition $\left.\mathbf{w}\right|_{\partial \Omega}=\mathbf{0}$. Then (22) has a solution

$$
\mathrm{w} \in \bigcap_{k=0}^{4} C^{k}\left(\left[0, T^{\prime}\right] ; H^{4-k}(\Omega)\right)
$$

and we have

$$
\begin{equation*}
\|\mathbf{w}\|_{0,4}+\|\mathbf{w}\|_{1,3}+\|\mathbf{w}\|_{2,2}+\|\mathbf{w}\|_{3,1}+\|\mathbf{w}\|_{4,0} \leq \phi\left(M, T^{\prime}, K, \gamma\right), \tag{24}
\end{equation*}
$$ where $\phi$ is controllable.

Lemma 2. Consider (22) and a second equation

$$
\begin{gather*}
\rho\left[\frac{\partial}{\partial t}+(\tilde{\mathbf{v}} \cdot \nabla)\right]^{2} \tilde{w}_{i}=-\frac{\partial \tilde{q}}{\partial x_{i}}+\tilde{C}_{i j k l}(\mathbf{x}, t) \frac{\partial^{2} \tilde{w}_{k}}{\partial x_{j} \partial x_{l}}+\tilde{h}_{i}  \tag{25}\\
\operatorname{div} \tilde{\mathbf{w}}=0,\left.\quad \tilde{\mathbf{w}}\right|_{\partial \Omega}=\mathbf{0}, \quad \tilde{\mathbf{w}}(\mathbf{x}, 0)=\mathbf{w}_{0}(\mathbf{x}), \quad \dot{\tilde{\mathbf{w}}}(\mathbf{x}, 0)=\mathbf{w}_{1}(\mathbf{x}) .
\end{gather*}
$$

Assume that the assumptions of Lemma 1 also hold for (25) (with the same constants $M, K$ and $\gamma$ ). Moreover, assume that for $t=0$ we have

$$
\begin{equation*}
\mathbf{v}=\tilde{\mathbf{v}}, \quad \dot{\mathbf{v}}=\dot{\tilde{\mathbf{v}}}, \quad \ddot{\mathbf{v}}=\ddot{\tilde{\mathbf{v}}}, \quad \mathbf{C}=\tilde{\mathbf{C}}, \quad \dot{\mathbf{C}}=\dot{\tilde{\mathbf{C}}}, \quad \mathbf{h}=\tilde{\mathbf{h}}, \quad \dot{\mathbf{h}}=\dot{\tilde{\mathbf{h}}} \tag{26}
\end{equation*}
$$

Then we have an estimate of the form

$$
\begin{align*}
& \|\mathbf{w}-\tilde{\mathbf{w}}\|_{0,3}+\|\mathbf{w}-\tilde{\mathbf{w}}\|_{1,2}+\|\mathbf{w}-\tilde{\mathbf{w}}\|_{2,1}+\|\mathbf{w}-\tilde{\mathbf{w}}\|_{3,0} \leq \psi\left(M, T^{\prime}, K, \gamma\right) \\
& \quad \cdot\left[\|\mathbf{v}-\tilde{\mathbf{v}}\|_{0,3}+\|\mathbf{v}-\tilde{\mathbf{v}}\|_{1,2}+\|\mathbf{v}-\tilde{\mathbf{v}}\|_{2,1}+\|\mathbf{v}-\tilde{\mathbf{v}}\|_{3,0}\right. \\
& \quad+\|\mathbf{C}-\tilde{\mathbf{C}}\|_{0,2}+\|\mathbf{C}-\tilde{\mathbf{C}}\|_{1,1}+\|\mathbf{C}-\tilde{\mathbf{C}}\|_{2,0}+\|\mathbf{h}-\tilde{\mathbf{h}}\|_{0,1}+\|\mathbf{h}-\tilde{\mathbf{h}}\|_{1,0} \\
& \quad+\left\|\frac{\partial \mathbf{h}}{\partial t}+(\mathbf{v} \cdot \nabla) \mathbf{h}-\frac{\partial \tilde{\mathbf{h}}}{\partial t}-(\tilde{\mathbf{v}} \cdot \nabla) \tilde{\mathbf{h}}\right\|_{0,1,1}  \tag{27}\\
& \left.\quad+\left\|\frac{\partial \mathbf{h}}{\partial t}+(\mathbf{v} \cdot \nabla) \mathbf{h}-\frac{\partial \tilde{\mathbf{h}}}{\partial t}-(\tilde{\mathbf{v}} \cdot \nabla) \tilde{\mathbf{h}}\right\|_{1,0,1}\right]
\end{align*}
$$

The function $\psi\left(M, T^{\prime}, K, \gamma\right)$ tends to zero as $T^{\prime} \rightarrow 0$.
We need to establish analogous results for (12). For given $\mathbf{v} \in Z\left(M, T^{\prime}\right)$, we have to find $\psi$ satisfying

$$
\begin{gather*}
\left(\frac{\partial}{\partial t}+\left(\mathbf{v} \cdot \nabla_{\mathbf{x}}\right)\right) \psi=\alpha \Delta_{\mathbf{R}} \psi+\operatorname{div}_{\mathbf{R}}\left(-\left(\nabla_{\mathbf{x}} \mathbf{v}\right) \cdot \mathbf{R} \psi-\beta \mathbf{F}(\mathbf{R}) \psi\right)  \tag{28}\\
\psi(\mathbf{R}, \mathbf{x}, 0)=\psi_{0}(\mathbf{R}, \mathbf{x})
\end{gather*}
$$

The following lemma holds.
Lemma 3. Given $\mathbf{v} \in Z\left(M, T^{\prime}\right)$, there exists a unique solution of (28) which has the regularity

$$
\begin{equation*}
\psi \in \bigcap_{k=0}^{3} \bigcap_{l=0}^{3-k} C^{k}\left(\left[0, T^{\prime}\right] ; H^{l}\left(\Omega ; X_{8-2 k-2 l}\right)\right) \tag{29}
\end{equation*}
$$

Let $\|\cdot\|_{(n)}$ be the norm in

$$
\begin{equation*}
\bigcap_{k=0}^{3} \bigcap_{l=0}^{3-k} C^{k}\left(\left[0, T^{\prime}\right] ; H^{l}\left(\Omega ; X_{n, 8-2 k-2 l}\right)\right) \tag{30}
\end{equation*}
$$

For every $n$, we have an estimate of the form

$$
\begin{equation*}
\|\psi\|_{(n)} \leq C_{n} \cdot K\left(M, T^{\prime}, n\right) \tag{31}
\end{equation*}
$$

where $C_{n}$ depends only on the initial data and $K$ is controllable.
We note that it is in general neither possible nor necessary to obtain a bound for $K\left(M, T^{\prime}, n\right)$ which is independent of $n$. By using (29) and (28), we find, moreover, that

$$
\begin{equation*}
\frac{\partial \psi}{\partial t}+\left(\mathbf{v} \cdot \nabla_{\mathbf{x}}\right) \psi \in \bigcap_{k=0}^{3} \bigcap_{l=0}^{3-k} W^{k, \infty}\left(\left[0, T^{\prime}\right] ; H^{l}\left(\Omega ; X_{6-2 k-2 l}\right)\right) \tag{32}
\end{equation*}
$$

In addition to (28), let us consider a second equation of the same form:

$$
\begin{gather*}
\left(\frac{\partial}{\partial t}+\left(\tilde{\mathbf{v}} \cdot \nabla_{\mathbf{x}}\right)\right) \tilde{\psi}=\alpha \Delta_{\mathbf{R}} \tilde{\psi}+\operatorname{div}_{\mathbf{R}}\left(\left(-\nabla_{\mathbf{x}} \tilde{\mathbf{v}}\right) \cdot \mathbf{R} \tilde{\psi}-\beta \mathbf{F}(\mathbf{R}) \tilde{\psi}\right)  \tag{33}\\
\tilde{\psi}(\mathbf{R}, \mathbf{x}, 0)=\psi_{0}(\mathbf{R}, \mathbf{x})
\end{gather*}
$$

The following result holds.
Lemma 4. Let $\mathbf{v}, \tilde{\mathbf{v}} \in Z\left(M, T^{\prime}\right)$ be given. Let $\|\cdot\|_{[n]}$ denote the norm in

$$
\begin{equation*}
\bigcap_{k=0}^{2} \bigcap_{l=0}^{2-k} C^{k}\left(\left[0, T^{\prime}\right] ; H^{l}\left(\Omega ; X_{6-2 k-2 l}\right)\right) \tag{34}
\end{equation*}
$$

Then for every $n$, we have an estimate of the form

$$
\begin{equation*}
\|\psi-\tilde{\psi}\|_{[n]} \leq K\left(M, T^{\prime}, n\right) d(\mathbf{v}, \tilde{\mathbf{v}}) \tag{35}
\end{equation*}
$$

Here $d(\mathbf{v}, \tilde{\mathbf{v}})$ is as defined in (18). The function $K\left(M, T^{\prime}, n\right)$ tends to zero as $T^{\prime} \rightarrow 0$.
Using the equations, we find, as a consequence, a similar estimate for

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\left(\mathbf{v} \cdot \nabla_{\mathbf{x}}\right)\right) \psi-\left(\frac{\partial}{\partial t}+\left(\tilde{\mathbf{v}} \cdot \nabla_{\mathbf{x}}\right)\right) \tilde{\psi} \tag{36}
\end{equation*}
$$

in the space

$$
\begin{equation*}
\bigcap_{k=0}^{2} \bigcap_{l=0}^{2-k} C^{k}\left(\left[0, T^{\prime}\right] ; H^{l}\left(\Omega ; X_{4-2 k-2 l}\right)\right) \tag{37}
\end{equation*}
$$

By combining Lemmas 1 through 4, it follows easily that $\Sigma$ is a contraction in $Z\left(M, T^{\prime}\right)$ if $M$ is chosen sufficiently large and $T^{\prime}$ is chosen sufficiently small. The theorem follows immediately. The rest of the paper will therefore be concerned with the proofs of Lemmas 3 and 4.

We introduce Lagrangian coordinates, which we shall denote by $\mathbf{X}$. Let $\mathbf{x}(\mathbf{X}, t)$ denote the Eulerian coordinate corresponding to $\mathbf{X}$, i.e., the solution of the problem

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathbf{x}(\mathbf{X}, t)=\mathbf{v}(\mathbf{x}(\mathbf{X}, t), t), \quad \mathbf{x}(\mathbf{X}, 0)=\mathbf{X} \tag{38}
\end{equation*}
$$

Let $\phi(\mathbf{R}, \mathbf{X}, t)=\psi(\mathbf{R}, \mathbf{x}(\mathbf{X}, t), t)$. Equation (28) can then be written in the alternative form

$$
\begin{align*}
& \frac{\partial}{\partial t} \phi(\mathbf{R}, \mathbf{X}, t)=\alpha \Delta_{\mathbf{R}} \phi+\operatorname{div}_{\mathbf{R}}\left(-\left(\nabla_{\mathbf{x}} \mathbf{v}(\mathbf{x}(\mathbf{X}, t), t)\right) \cdot \mathbf{R} \phi-\beta \mathbf{F}(\mathbf{R}) \phi\right)  \tag{39}\\
& \phi(\mathbf{R}, \mathbf{X}, 0)=\psi_{0}(\mathbf{R}, \mathbf{X})
\end{align*}
$$

This is a parabolic equation for $\phi$, in which the only derivatives are with respect to $\mathbf{R}$ and $t$, while $\mathbf{X}$ only appears as a parameter in the coefficients and initial conditions. We note that the transformation $(\mathbf{X}, t) \rightarrow(\mathbf{x}(\mathbf{X}, t), t)$ is smooth enough so that if $\psi$ has the regularity claimed by Lemma 3 , then so does $\phi$ and vice versa.

The fact that solutions of (39) with the regularity claimed by Lemma 3 are unique follows from a straightforward application of the maximum principle. It also follows from the maximum principle that positivity is preserved, and by integrating both sides of (39) we find that $\int \phi(\mathbf{R}, \mathbf{X}, t) d \mathbf{R}=\int \psi(\mathbf{R}, \mathbf{x}, t) d \mathbf{R}=1$ for all $t$. To show the existence of solutions, we cannot use standard results available in the literature because the coefficients of the equation are unbounded. To get around this difficulty, we use a sequence of approximating problems with bounded coefficients, for which we derive uniform estimates. The cases of infinitely and, respectively, finitely extensible dumbbells have to be treated somewhat differently, and we shall first deal with infinitely extensible dumbbells.

Let $\chi(\mathbf{R})$ be a $C^{\infty}$-function such that $\chi(\mathbf{0})=1, \chi$ is a monotone decreasing function of $|\mathbf{R}|$, and $\chi(\mathbf{R})=|\mathbf{R}|^{-\nu}$ for large $|\mathbf{R}|$, where $\nu$ is a sufficiently large number. For $N \in \mathbb{N}$, let $\chi_{N}(\mathbf{R})=\chi(\mathbf{R} / N)$. We now replace (39) by the approximate problem

$$
\begin{align*}
& \frac{\partial \phi_{N}}{\partial t}=\alpha \Delta_{\mathbf{R}} \phi_{N}+\operatorname{div}_{\mathbf{R}}\left[\chi_{N}(\mathbf{R})\left(-\left(\nabla_{\mathbf{x}} \mathbf{v}(\mathbf{x}(\mathbf{X}, t), t)\right) \cdot \mathbf{R} \phi_{N}-\beta \mathbf{F}(\mathbf{R}) \phi_{N}\right)\right]  \tag{40}\\
& \phi_{N}(\mathbf{R}, \mathbf{X}, 0)=\psi_{0}(\mathbf{R}, \mathbf{X})
\end{align*}
$$

We note that equation (40) has bounded coefficients. Hence the existence of solutions and their decay as $|\mathbf{R}| \rightarrow \infty$ are easily established. We now multiply (40) by $|\mathbf{R}|^{2 n}$ and integrate. This yields after an integration by parts

$$
\begin{align*}
& \frac{\partial}{\partial t} \int|\mathbf{R}|^{2 n} \phi_{N}(\mathbf{R}, \mathbf{X}, t) d \mathbf{R} \\
& =\alpha\left(4 n^{2}+2 n\right) \int|\mathbf{R}|^{2 n-2} \phi_{N}(\mathbf{R}, \mathbf{X}, t) d \mathbf{R}  \tag{41}\\
& \quad+2 n \int|\mathbf{R}|^{2 n-2} \chi_{N}(\mathbf{R})\left[\mathbf{R} \cdot\left(\nabla_{\mathbf{x}} \mathbf{v}(\mathbf{x}(\mathbf{X}, t), t)\right) \cdot \mathbf{R}\right. \\
& \\
& \quad+\beta \mathbf{R} \cdot \mathbf{F}(\mathbf{R})] \phi_{N}(\mathbf{R}, \mathbf{X}, t) d \mathbf{R} .
\end{align*}
$$

The term $\mathbf{R} \cdot \mathbf{F}(\mathbf{R})$ is negative, and all other terms on the right-hand side of (41) can be estimated by a constant (depending on $n$ but not on $N)$ times $\int\left(1+|\mathbf{R}|^{2 n}\right)$ $\phi_{N}(\mathbf{R}, \mathbf{X}, t) d \mathbf{R}$. Hence (41) yields a bound of the form

$$
\begin{equation*}
\int|\mathbf{R}|^{2 n} \phi_{N}(\mathbf{R}, \mathbf{X}, t) \leq K(n, M t) \int\left(1+|\mathbf{R}|^{2 n}\right) \psi_{0}(\mathbf{R}, \mathbf{X}) d \mathbf{R} \tag{42}
\end{equation*}
$$

We next derive estimates for derivatives with respect to $\mathbf{R}$. We differentiate (40) with respect to $R_{i}$ and obtain

$$
\begin{align*}
& \frac{\partial^{2} \phi_{N}}{\partial R_{i} \partial t}= \alpha \Delta_{\mathbf{R}} \frac{\partial \phi_{N}}{\partial R_{i}}+\operatorname{div}_{\mathbf{R}}\left[\chi_{N}(\mathbf{R})\left(-\left(\nabla_{\mathbf{x}} \mathbf{v}(\mathbf{x}(\mathbf{X}, t), t)\right) \cdot \mathbf{R}-\beta \mathbf{F}(\mathbf{R})\right) \frac{\partial \phi_{N}}{\partial R_{i}}\right] \\
&+\operatorname{div}_{\mathbf{R}}\left[\frac{\partial}{\partial R_{i}}\left(\chi_{N}(\mathbf{R})\left(-\left(\nabla_{\mathbf{x}} \mathbf{v}(\mathbf{x}(\mathbf{X}, t), t)\right) \cdot \mathbf{R}-\beta \mathbf{F}(\mathbf{R})\right)\right) \phi_{N}\right]  \tag{43}\\
& \frac{\partial \phi_{N}}{\partial R_{i}}(\mathbf{R}, \mathbf{X}, 0)=\frac{\partial \psi_{0}}{\partial R_{i}}(\mathbf{R}, \mathbf{X})
\end{align*}
$$

The last term on the right-hand side of this equation can be further transformed as follows:

$$
\begin{align*}
\operatorname{div}_{\mathbf{R}} & {\left[\frac{\partial}{\partial R_{i}}\left(\chi_{N}(\mathbf{R})\left(-\left(\nabla_{\mathbf{x}} \mathbf{v}(\mathbf{x}(\mathbf{X}, t), t)\right) \cdot \mathbf{R}-\beta \mathbf{F}(\mathbf{R})\right)\right) \phi_{N}\right] } \\
= & \phi_{N} \operatorname{div}_{\mathbf{R}}\left[\frac{\partial}{\partial R_{i}}\left(\chi_{N}(\mathbf{R})\left(-\left(\nabla_{\mathbf{x}} \mathbf{v}\right) \cdot \mathbf{R}-\beta \mathbf{F}(\mathbf{R})\right)\right)\right]  \tag{44}\\
& +\frac{\partial \phi_{N}}{\partial R_{j}}\left[\frac{\partial \chi_{N}}{\partial R_{i}}\left(-\frac{\partial v_{j}}{\partial x_{k}} R_{k}-\beta F_{j}(\mathbf{R})\right)+\chi_{N}(\mathbf{R})\left(-\frac{\partial v_{j}}{\partial x_{i}}-\beta \frac{\partial F_{j}}{\partial R_{i}}\right)\right]
\end{align*}
$$

Since $\partial \phi_{N} / \partial R_{i}$ is not positive, we cannot proceed in exact analogy to (41) above. Instead, we first decompose $\partial \phi_{N} / \partial R_{i}=\pi_{i}^{+}-\pi_{i}^{-}$, where $\pi_{i}^{+}$and $\pi_{i}^{-}$are solutions to the problems,

$$
\begin{align*}
& \frac{\partial \pi_{i}^{+}}{\partial t}=\alpha \Delta_{\mathbf{R}} \pi_{i}^{+}+\operatorname{div}_{\mathbf{R}}\left[\chi_{N}(\mathbf{R})\left(-\left(\nabla_{\mathbf{x}} \mathbf{v}\right) \cdot \mathbf{R} \pi_{i}^{+}-\beta \mathbf{F}(\mathbf{R}) \pi_{i}^{+}\right)\right]+s_{i}^{+}  \tag{45}\\
& \pi_{i}^{+}(\mathbf{R}, \mathbf{X}, 0)=\max \left(\frac{\partial \psi_{0}}{\partial R_{i}}(\mathbf{R}, \mathbf{X}), 0\right)
\end{align*}
$$

and, respectively,

$$
\begin{align*}
& \frac{\partial \pi_{i}^{-}}{\partial t}=\alpha \Delta_{\mathbf{R}} \pi_{i}^{-}+\operatorname{div}_{\mathbf{R}}\left[\chi_{N}(\mathbf{R})\left(-\left(\nabla_{\mathbf{x}} \mathbf{v}\right) \cdot \mathbf{R} \pi_{i}^{-}-\beta \mathbf{F}(\mathbf{R}) \pi_{i}^{-}\right)\right]-s_{i}^{-} \\
& \pi_{i}^{-}(\mathbf{R}, \mathbf{X}, 0)=\max \left(-\frac{\partial \psi_{0}}{\partial R_{i}}(\mathbf{R}, \mathbf{X}), 0\right) \tag{46}
\end{align*}
$$

Here $s_{i}^{+}$and $s_{i}^{-}$denote the positive and negative parts of the expression in (44). Since $\pi_{i}^{+}$and $\pi_{i}^{-}$are positive, we can now proceed as above. In place of (41), we obtain

$$
\begin{align*}
& \frac{\partial}{\partial t} \int|\mathbf{R}|^{2 n} \pi_{i}^{+}(\mathbf{R}, \mathbf{X}, t) d \mathbf{R} \\
& =\alpha\left(4 n^{2}+2 n\right) \int|\mathbf{R}|^{2 n-2} \pi_{i}^{+}(\mathbf{R}, \mathbf{X}, t) d \mathbf{R}+2 n \int|\mathbf{R}|^{2 n-2} \chi_{N}(\mathbf{R})  \tag{47}\\
& \cdot\left[\mathbf{R} \cdot\left(\nabla_{\mathbf{x}} \mathbf{v}(\mathbf{x}(\mathbf{X}, t), t)\right) \cdot \mathbf{R}+\beta \mathbf{R} \cdot \mathbf{F}(\mathbf{R})\right] \pi_{i}^{+}(\mathbf{R}, \mathbf{X}, t) d \mathbf{R}+\int|\mathbf{R}|^{2 n} s_{i}^{+} d \mathbf{R}
\end{align*}
$$

and an analogous equation for $\pi_{i}^{-}$. (A minor problem in deriving (47) arises from the fact that $\Delta \pi_{i}^{+}$does not necessarily exist at $t=0$, but we may justify the argument by
approximating the initial value of $\pi_{i}^{+}$by a sequence of smoother functions and then passing to the limit.) Using (44), we find that

$$
\begin{align*}
& \int|\mathbf{R}|^{2 n} s_{i}^{+} \\
& \qquad \begin{aligned}
\leq & d \mathbf{R} \\
& +\int|\mathbf{R}|^{2 n} \phi_{N}\left|\operatorname{div}_{\mathbf{R}}\left[\frac{\partial}{\partial R_{i}}\left(\chi_{N}(\mathbf{R})\left(-\left(\nabla_{\mathbf{x}} \mathbf{v}\right) \cdot \mathbf{R}-\beta \mathbf{F}(\mathbf{R})\right)\right)\right]\right| d \mathbf{R} \\
& \left.+\chi_{j}^{-}\right)\left[\left|\frac{\partial \chi_{N}}{\partial R_{i}}\right|\left(\left|\frac{\partial v_{j}}{\partial x_{k}} R_{k}\right|+\beta\left|F_{j}(\mathbf{R})\right|\right)\right. \\
& \left.\left.\left|\frac{\partial v_{j}}{\partial x_{i}}\right|+\beta\left|\frac{\partial F_{j}}{\partial R_{i}}\right|\right)\right] d \mathbf{R}
\end{aligned} .
\end{align*}
$$

The first integral on the right-hand side of (48) involves only $\phi_{N}$ and no derivatives of $\phi_{N}$; it can hence be estimated using (42) above. The integrand in the second integral can be estimated for large $|\mathbf{R}|$ by a constant times $\chi_{N}(\mathbf{R})\left(M|\mathbf{R}|^{2 n}+\right.$ $\left.|\mathbf{R}|^{2 n-1}|\mathbf{F}(\mathbf{R})|\right) \sum_{j}\left(\pi_{j}^{+}+\pi_{j}^{-}\right)$. From (47), we therefore obtain an estimate $\mathrm{c}^{\rho}$ the form

$$
\begin{align*}
& \frac{\partial}{\partial t} \int|\mathbf{R}|^{2 n} \pi_{i}^{+}(\mathbf{R}, \mathbf{X}, t) d \mathbf{R} \\
& \leq K_{1}(n, M) \int\left(1+|\mathbf{R}|^{2 n}\right) \pi_{i}^{+}(\mathbf{R}, \mathbf{X}, t) d \mathbf{R}+K_{2}(n, M) \\
&+2 n \int|\mathbf{R}|^{2 n-2} \chi_{N}(\mathbf{R}) \beta \mathbf{R} \cdot \mathbf{F}(\mathbf{R}) \pi_{i}^{+}(\mathbf{R}, \mathbf{X}, t) d \mathbf{R}  \tag{49}\\
&+K_{3} \int\left(1+|\mathbf{R}|^{2 n-1} \chi_{N}(\mathbf{R})|\mathbf{F}(\mathbf{R})|+M \chi_{N}(\mathbf{R})|\mathbf{R}|^{2 n}\right) \\
& \cdot \sum_{j}\left(\pi_{j}^{+}+\pi_{j}^{-}\right)(\mathbf{R}, \mathbf{X}, t) d \mathbf{R} .
\end{align*}
$$

Note that $K_{3}$ does not depend on $n$, but that the previous term in (49), which is negative, has a factor $n$ in front. By summing the inequalities corresponding to (49) over all values of $i$ and all choices of + or - , we can therefore get bounds for $\int|\mathbf{R}|^{2 n} \pi_{i}^{+} d \mathbf{R}$. As a consequence, we have found estimates for the first derivatives of $\phi_{N}$. Bounds for higher derivatives are obtained in an analogous fashion after differentiating (40) with respect to the components of $\mathbf{R}$. The calculation involves higher derivatives of $\phi_{N}$ than are known to exist at $t=0$, but the argument can be justified by approximating the initial datum by smoother functions and passing to the limit. Proceeding in this fashion, we find that

$$
\begin{equation*}
\phi_{N} \in L^{\infty}\left(\left[0, T^{\prime}\right] ; L^{2}\left(\Omega ; X_{8}\right)\right) \tag{50}
\end{equation*}
$$

Derivatives of $\phi_{N}$ with respect to $\mathbf{X}$ can be estimated by taking difference quotients in (40), estimating the difference quotients of $\phi_{N}$, and then taking limits. Problems near the boundary of $\Omega$ are avoided by first extending $\mathbf{v}$ and $\psi_{0}$ so that they are defined for $\mathbf{X}$ outside $\Omega$. This can be done in such a fashion that the extended functions have the same level of regularity as the original ones; for example, the method of reflection across the boundary can be used to obtain such extensions (cf. [8], p. 38).

Mixed derivatives with respect to $\mathbf{R}$ and $\mathbf{X}$ can be estimated by taking difference quotients with respect to $\mathbf{X}$ after first differentiating with respect to $\mathbf{R}$. The calculations are tedious but straightforward and we omit them. We find in this way that

$$
\begin{equation*}
\phi_{N} \in \bigcap_{l=0}^{3} L^{\infty}\left(\left[0, T^{\prime}\right] ; H^{l}\left(\Omega ; X_{8-2 l}\right)\right) \tag{51}
\end{equation*}
$$

Finally, temporal derivatives of $\phi_{N}$ can be estimated by using the equation itself. This yields

$$
\begin{equation*}
\phi_{N} \in \bigcap_{k=0}^{3} \bigcap_{l=0}^{3-k} W^{k, \infty}\left(\left[0, T^{\prime}\right] ; H^{l}\left(\Omega ; X_{8-2 k-2 l}\right)\right) \tag{52}
\end{equation*}
$$

All these estimates are uniform in $N$.
Using the uniform bounds on the $\phi_{N}$, we can extract a subsequence which converges, in the sense of distributions, to a solution $\phi$ of (39). Unfortunately, it is not a priori clear that

$$
\begin{equation*}
\phi \in \bigcap_{k=0}^{3} \bigcap_{l=0}^{3-k} W^{k, \infty}\left(\left[0, T^{\prime}\right] ; H^{l}\left(\Omega ; X_{8-2 k-2 l}\right)\right) \tag{53}
\end{equation*}
$$

The difficulty is that the spaces $X_{k}$ are based on $L^{1}$-type norms, and the limit of a distributionally convergent bounded sequence in $L^{1}$ may not be an $L^{1}$-function, but a singular measure. To show (53), we need a separate argument. We approximate the initial datum $\psi_{0}$ by a sequence $\psi_{0}^{M}$ such that $\psi_{0}^{M}$ has the additional regularity

$$
\begin{equation*}
\psi_{0}^{M} \in \bigcap_{k=0}^{4} H^{k}\left(\Omega ; X_{10-2 k}\right), \tag{54}
\end{equation*}
$$

and $\psi_{0}^{M} \rightarrow \psi_{0}$ in the topology of

$$
\begin{equation*}
\bigcap_{k=0}^{4} H^{k}\left(\Omega ; X_{8-2 k}\right) \tag{55}
\end{equation*}
$$

Let $\phi_{N}^{M}$ be the solution of (40) which is obtained when the initial datum is replaced by $\psi_{0}^{M}$. Then the same argument as above yields

$$
\begin{equation*}
\phi_{N}^{M} \in \bigcap_{k=0}^{3} \bigcap_{l=0}^{3-k} W^{k, \infty}\left(\left[0, T^{\prime}\right] ; H^{l}\left(\Omega ; X_{10-2 k-2 l}\right)\right) \tag{56}
\end{equation*}
$$

moreover, in the topology of

$$
\begin{equation*}
\bigcap_{k=0}^{3} \bigcap_{l=0}^{3-k} W^{k, \infty}\left(\left[0, T^{\prime}\right] ; H^{l}\left(\Omega ; X_{8-2 k-2 l}\right)\right) \tag{57}
\end{equation*}
$$

we have $\phi_{N}^{M} \rightarrow \phi_{N}$ uniformly in $N$. From (56) and (40), we conclude that

$$
\begin{equation*}
\frac{\partial \phi_{N}^{M}}{\partial t} \in \bigcap_{k=0}^{3} \bigcap_{l=0}^{3-k} W^{k, \infty}\left(\left[0, T^{\prime}\right] ; H^{l}\left(\Omega ; X_{8-2 k-2 l}\right)\right) \tag{58}
\end{equation*}
$$

From (56) and (58) it follows that

$$
\begin{equation*}
\phi_{N}^{M} \in \bigcap_{k=0}^{3} \bigcap_{l=0}^{3-k} C^{k}\left(\left[0, T^{\prime}\right] ; H^{l}\left(\Omega ; X_{8-2 k-2 l}\right)\right) \tag{59}
\end{equation*}
$$

For fixed $M$, the bounds for $\phi_{N}^{M}$ are again uniform in $N$. Let now $\Pi_{n}$ be a reflexive Banach space such that

$$
\begin{align*}
{\left[\bigcap _ { k = 0 } ^ { 3 } \bigcap _ { l = 0 } ^ { 3 - k } W ^ { k , \infty } \left(\left[0, T^{\prime}\right]\right.\right.} & \left.\left.; H^{l}\left(\Omega ; X_{n, 10-2 k-2 l}\right)\right)\right] \\
& \cap\left[\bigcap_{k=0}^{3} \bigcap_{l=0}^{3-k} W^{k+1, \infty}\left(\left[0, T^{\prime}\right] ; H^{l}\left(\Omega ; X_{n, 8-2 k-2 l}\right)\right)\right]  \tag{60}\\
& \subset \Pi_{n} \subset \bigcap_{k=0}^{3} \bigcap_{l=0}^{3-k} C^{k}\left(\left[0, T^{\prime}\right] ; H^{l}\left(\Omega ; X_{n-1,8-2 k-2 l}\right)\right)
\end{align*}
$$

Such a space $\Pi_{n}$ can be constructed using appropriate Sobolev norms. Let $\Pi=$ $\bigcap_{n \in \mathbb{N}} \Pi_{n}$. Then, for every $M$, we have a uniform bound for $\phi_{N}^{M}$ in the norm of each $\Pi_{n}$, hence we can extract a subsequence which converges weakly in each $\Pi_{n}$ to an element $\phi^{M}$ of $\Pi$. Since, for $M \rightarrow \infty, \phi_{N}^{M}$ converges to $\phi_{N}$ uniformly in $N$, we find that the sequence $\phi^{M}$ also converges in

$$
\begin{equation*}
\bigcap_{k=0}^{3} \bigcap_{l=0}^{3-k} C^{k}\left(\left[0, T^{\prime}\right] ; H^{l}\left(\Omega ; X_{8-2 k-2 l}\right)\right) \tag{61}
\end{equation*}
$$

By taking $\phi=\lim _{M \rightarrow \infty} \phi^{M}$, we obtain a solution with the desired regularity. This concludes the proof of Lemma 3 for the case of the infinitely extensible dumbbell.

The proof of Lemma 4 is based on the same type of estimates, applied to the function $\psi-\tilde{\psi}$. We omit the details.

For the case of finitely extensible dumbbells, we use approximation by infinitely extensible dumbbells. We extend the initial datum $\psi_{0}$ by zero for $|\mathbf{R}|>R_{0}$, and we define an approximation $\gamma_{\epsilon}$ to the spring constant $\gamma$ as follows. Let $\chi$ be a $C^{\infty}{ }_{-}$ function $[0,1] \rightarrow[0,1]$ such that $\chi(s)=1$ in a neighborhood of 0 and $\chi(s)=0$ in a neighborhood of 1 . Let $\chi_{\epsilon}(\mathbf{R})=\chi\left(\frac{2}{\epsilon}\left(|\mathbf{R}|-R_{0}+\epsilon\right)\right)$. Then we define

$$
\gamma_{\epsilon}\left(|\mathbf{R}|^{2}\right)= \begin{cases}\gamma\left(|\mathbf{R}|^{2}\right) & \text { if }|\mathbf{R}| \leq R_{0}-\epsilon,  \tag{62}\\ \gamma\left(\left(R_{0}-\frac{\epsilon}{2}\right)^{2}\right) & \text { if }|\mathbf{R}| \geq R_{0}-\frac{\epsilon}{2}, \\ \chi_{\epsilon}(\mathbf{R}) \gamma\left(|\mathbf{R}|^{2}\right)+\left(1-\chi_{\epsilon}(\mathbf{R})\right) \gamma\left(\left(R_{0}-\frac{\epsilon}{2}\right)^{2}\right) & \text { if } R_{0}-\epsilon<|\mathbf{R}| \\ & <R_{0}-\frac{\epsilon}{2} .\end{cases}
$$

We now consider the problem with spring constant $\gamma_{\epsilon}$, which is infinitely extensible and satisfies the assumptions which we required for the infinitely extensible case. We now define

$$
w_{\epsilon}(\mathbf{R})= \begin{cases}\frac{1}{R_{0}^{2}-|\mathbf{R}|^{2}} & \text { if }|\mathbf{R}| \leq R_{0}-\epsilon  \tag{63}\\ \frac{1}{\epsilon\left(2 R_{0}-\epsilon\right)}+\frac{2\left(R_{0}-\epsilon\right)}{\epsilon^{2}\left(2 R_{0}-\epsilon\right)^{2}}\left(|\mathbf{R}|-R_{0}+\epsilon\right) & \text { if }|\mathbf{R}|>R_{0}-\epsilon\end{cases}
$$

The function $w_{\epsilon}$ and its gradient are continuous at $|\mathbf{R}|=R_{0}$, and $w_{\epsilon}$ has linear growth at infinity. We now repeat the estimates above, but instead of multiplying the equation
by powers of $|\mathbf{R}|$, we multiply by powers of $w_{\epsilon}(|\mathbf{R}|)$. The resulting estimates turn out to be uniform in $\epsilon$ as $\epsilon \rightarrow 0$, and Lemma 3 follows by passing to the limit.
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# THE EFFECT OF TEMPERATURE DEPENDENT VISCOSITY ON SHEAR FLOW OF INCOMPRESSIBLE FLUIDS* 
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#### Abstract

This paper studies the effect of temperature dependence of the viscosity on the stability of classical Couette flow between two parallel plates. When the viscosity increases with temperature, it is well known that the flow becomes increasingly stable. With decreasing viscosity, however, if the dependence is sufficiently strong, the flow is found to become unstable.
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1. Introduction. In this paper we consider a rectilinear flow of an incompressible Newtonian viscous fluid, and assume that the viscosity is temperature dependent. In particular, we are interested in situations where the viscosity decreases with increasing temperature.

In general, the dissipation caused by viscosity has a stabilizing effect. However, when the heat generated by this mechanism raises the temperature, thus causing the viscosity to decrease, the flow may nevertheless become unstable. It is the object of this note to investigate if, and when, this possibility might arise. We do this for a simple problem of an adiabatic rectilinear shearing flow between parallel plates, one moving with respect to another, at constant distance from one another.

Choosing Cartesian coordinates, with the $x$-axis perpendicular to the plates, we choose units such that the plates are situated in the planes $x=0$ and $x=1$. We assume that the plate at $x=0$ is at rest and that the plate at $x=1$ moves with the constant velocity $V$ in the direction of the positive $y$-axis. Between the plates the flow is parallel to the plates and uniform in the $y$ - and the $z$-direction. Thus it is completely described by the velocity $v(x, t)$ and the temperature $\theta(x, t)$.

If we normalize units so that the density and the specific heat both become unity, conservation of momentum and energy yield the equations

$$
\begin{array}{lll}
v_{t}=\sigma_{x}, & 0<x<1, \quad t>0, \\
\theta_{t}=\sigma v_{x}, & 0<x<1, \quad t>0 . \tag{1.2}
\end{array}
$$

Here $\sigma$ denotes the shear stress. We shall assume that it is related to the velocity gradient through the linear expression

$$
\begin{equation*}
\sigma=\mu(\theta) v_{x}, \tag{1.3}
\end{equation*}
$$

where $\mu$ denotes the (temperature-dependent) viscosity.
At the plates we have

$$
\begin{equation*}
v(0, t)=0, \quad v(1, t)=V \tag{1.4}
\end{equation*}
$$

and at $t=0$ we prescribe the velocity and the temperature

$$
\begin{equation*}
v(x, 0)=v_{0}(x), \quad \theta(x, 0)=\theta_{0}(x), \quad 0<x<1 . \tag{1.5}
\end{equation*}
$$

[^24]Here $v_{0}$ and $\theta_{0}$ are given functions such that $v_{0}>0$ when $0<x \leqq 1$ and $\theta_{0}>0$ when $0 \leqq x \leqq 1$, and $v_{0}$ is taken compatible with the boundary conditions (1.4), that is, $v_{0}(0)=0$ and $v_{0}(1)=V$.

Note that the boundary conditions (1.4) imply the following compatibility condition for $\sigma$ and $\theta$ :

$$
\begin{equation*}
\int_{0}^{1} \frac{\sigma(x, t)}{\mu(\theta(x, t))} d x=V . \tag{1.6}
\end{equation*}
$$

If $v_{0}(x)=V x$ and $\theta_{0}(x)=a$, where $a$ is a positive number, then the solution of (1.1)-(1.5) can be written down explicitly:

$$
\begin{equation*}
v(x, t)=V x, \quad \theta(x, t)=h(t), \tag{1.7}
\end{equation*}
$$

where $h(t)$ is determined by

$$
\begin{equation*}
\int_{a}^{h(t)} \frac{d s}{\mu(s)}=V^{2} t \tag{1.8}
\end{equation*}
$$

Since $v_{x}(x, t) \equiv V$ for this solution, it describes a uniform shearing flow.
Problem (1.1)-(1.5) was first studied in some detail by Dafermos and Hsiao [DH] and subsequently by Tzavaras [T1]-[T3]. These authors have shown that if $\mu(\theta)$ tends monotonically to some finite positive constant as $\theta \rightarrow \infty$, and either $\mu^{2}$ is concave or $\mu$ is convex, then for sufficiently smooth initial data, problem (1.1)-(1.5) has a unique solution, which converges to the uniform shearing flow as $t \rightarrow \infty$.

If, however, $\mu(\theta)$ tends to zero as $\theta \rightarrow \infty$, the situation becomes much more delicate [DH], [T1]. Thus, if $\mu$ is taken to be

$$
\begin{equation*}
\mu(\theta)=\theta^{-\alpha}, \quad \alpha>0 \tag{1.9}
\end{equation*}
$$

then global existence is still ensured provided $\alpha<1$, i.e., provided $\mu$ does not decrease too rapidly, and the flow converges to the uniform shearing flow as $t \rightarrow \infty$ [DH], [T1]. However, when $\alpha \geqq 1$, no such results are known. It is the object of this paper to explore in particular this parameter range.

It is natural to distinguish three cases:
(I) $\alpha \in(0,1)$,
(II) $\alpha=1$,
(III) $\alpha>1$.

Assuming throughout that $v_{0} \in W^{2,2}(0,1)$ and $\theta_{0} \in W^{1,2}(0,1)$ we shall prove the following theorems.

Theorem A. Suppose that $0<\alpha<1$. Then (1.1)-(1.5) has a unique global solution $(v(x, t), \theta(x, t))$ that converges asymptotically to the uniform shearing flow:

$$
\begin{aligned}
& v_{x}(x, t)=V+O\left(t^{-(1-\alpha) /(1+\alpha)}\right) \quad \text { as } t \rightarrow \infty, \\
& \theta(x, t)=\left\{(1+\alpha) V^{2} t\right\}^{1 /(1+\alpha)}\left[1+O\left(t^{-(1-\alpha) /(1+\alpha)}\right)\right] \quad \text { as } t \rightarrow \infty .
\end{aligned}
$$

This theorem is not new. It has been proved in [DH] and [T1] by means of energy methods. Here we use maximum principle arguments to identify appropriate invariant regions, in order to establish existence and asymptotic behaviour. This method has recently also been used for this purpose by Tzavaras [T3].

Theorem B. Suppose that $\alpha=1$. Then (1.1)-(1.5) has a unique global solution $(v(x, t), \theta(x, t))$ which behaves asymptotically as

$$
\begin{aligned}
& \lim _{t \rightarrow \infty} v_{x}(x, t)=\frac{V}{\sqrt{2}} \theta^{*}(x), \\
& \lim _{t \rightarrow \infty} t^{-1 / 2} \theta(x, t)=\theta^{*}(x),
\end{aligned}
$$

where $\theta^{*}$ is a positive function that depends on the initial data. In addition

$$
\sigma(x, t)=\frac{V}{\sqrt{2 t}}\left[1+O\left(t^{-1}\right)\right] \quad \text { as } t \rightarrow \infty
$$

for every $x \in[0,1]$.
Remark. In view of the compatibility condition (1.6), we can say about $\theta^{*}$ that

$$
\int_{0}^{1} \theta^{*}(x) d x=V \sqrt{2} .
$$

For $\alpha>1$ we will show that the situation becomes completely different. Specifically, we will prove the following result.

Theorem C. Suppose $\alpha>1$. Then the uniform shearing flow is unstable.
The proof is based on the study of the solutions emanating from a particular family of initial functions ( $v_{0}, \theta_{0}$ ). For such solutions we prove the following dichotomy: Either there exists a point $x_{0} \in[0,1]$ and a finite time $T$ such that

$$
\theta\left(x_{0}, t\right) \rightarrow \infty \quad \text { as } t \uparrow T,
$$

or

$$
v(x, t) \rightarrow V \quad \text { as } t \rightarrow \infty
$$

on a set $[0,1] \backslash \mathscr{E}$, where the exceptional set $\mathscr{E}$ can be made arbitrary small by a suitable choice of initial data.

To prove these results it will be more convenient to use $\sigma$ instead of $v$ as a dependent variable. By (1.3) we have, when we use (1.9),

$$
\begin{equation*}
v_{x}=\theta^{\alpha} \sigma, \tag{1.10}
\end{equation*}
$$

and so, when we differentiate (1.1) with respect to $x$ and use (1.2) we obtain after some rearrangement

$$
\begin{gather*}
\sigma_{t}=-\alpha \theta^{\alpha-1} \sigma^{3}+\theta^{-\alpha} \sigma_{x x} \text { in } Q,  \tag{1.11}\\
\theta_{t}=\theta^{\alpha} \sigma^{2} \text { in } Q, \tag{1.12}
\end{gather*}
$$

where $Q=(0,1) \times \mathbf{R}^{+}$. The boundary conditions become in terms of $\sigma$, in view of (1.1):

$$
\begin{equation*}
\sigma_{x}(0, t)=0, \quad \sigma_{x}(1, t)=0, \quad t>0, \tag{1.13}
\end{equation*}
$$

and the initial conditions,

$$
\begin{equation*}
\sigma(x, 0)=\sigma_{0}(x), \quad \theta(x, 0)=\theta_{0}(x), \quad x \in[0,1] \tag{1.14}
\end{equation*}
$$

where $\sigma_{0}=\theta_{0}^{-\alpha} v_{0 x}$. The remainder of the paper will be devoted to the study of system (1.11)-(1.14) for the three ranges of the parameter $\alpha$.

We note that by a simple scaling of the variables it is possible to set the velocity of the top plate $V$ equal to unity. Specifically, if $(v(x, t), \theta(x, t))$ is a solution of (1.1)-(1.5) with $\mu$ given by (1.9), then $(\hat{v}(x, \hat{t}), \hat{\theta}(x, \hat{t}))$ is a solution of (1.1)-(1.5) with $V=1$ if we set

$$
\begin{equation*}
\hat{t}=V^{-2 \alpha} t, \quad \hat{v}(x, \hat{t})=\frac{1}{V} v(x, t), \quad \hat{\theta}(x, \hat{t})=V^{-2} \theta(x, t) \tag{1.15}
\end{equation*}
$$

and scale the initial data appropriately. Thus setting $V=1$ in $\S \S 2$ and 3 involves no loss of generality. In $\S 4$, where we construct specific initial data, it is more convenient to choose $V$ appropriately.
2. The case $0<\alpha<1$. For $\alpha \in(0,1)$ it is convenient to replace $\theta$ by a new variable

$$
\begin{equation*}
q=\frac{1}{1-\alpha} \theta^{1-\alpha} \tag{2.1}
\end{equation*}
$$

Then system (1.11)-(1.14) becomes

$$
\begin{gather*}
\sigma_{t}=-\frac{\alpha}{1-\alpha} \frac{\sigma^{3}}{q}+\{(1-\alpha) q\}^{-\alpha /(1-\alpha)} \sigma_{x x} \quad \text { in } Q  \tag{2.2}\\
q_{t}=\sigma^{2} \quad \text { in } Q  \tag{2.3}\\
\sigma_{x}(0, t)=0, \quad \sigma_{x}(1, t)=0, \quad t>0  \tag{2.4}\\
\sigma(x, 0)=\sigma_{0}(x), \quad q(x, 0)=q_{0}(x), \quad x \in[0,1] \tag{2.5}
\end{gather*}
$$

where $q_{0}=\theta_{0}^{1-\alpha} /(1-\alpha)$.
Seeking solutions of (2.2)-(2.3) which are independent of $x$, we arrive at the following system of ordinary differential equations:

$$
\begin{equation*}
y^{\prime}=-\frac{1+\alpha}{1-\alpha} y^{2}, \quad q^{\prime}=q y \tag{2.6}
\end{equation*}
$$

where primes denote differentiation with respect to $t$ and we have set

$$
\begin{equation*}
y=\frac{\sigma^{2}}{q} . \tag{2.7}
\end{equation*}
$$

This system can be solved explicitly. It yields

$$
\begin{equation*}
y(t)=\frac{1-\alpha}{1+\alpha} \frac{1}{t+A}, \quad q(t)=B(t+A)^{(1-\alpha) /(1+\alpha)}, \tag{2.8}
\end{equation*}
$$

where $A$ and $B$ are positive constants. Hence

$$
\begin{equation*}
\sigma(t)=\left(\frac{1-\alpha}{1+\alpha} B\right)^{1 / 2}(t+A)^{-\alpha /(1+\alpha)} \tag{2.9}
\end{equation*}
$$

Plainly (2.8)-(2.9) is a solution of (2.2)-(2.5) for suitably chosen initial values of $\sigma$ and $q$.

The solution (2.8)-(2.9) suggests new dependent variables

$$
\begin{gather*}
\tilde{r}(x, t)=(t+1)^{-(1-\alpha) /(1+\alpha)} q(x, t),  \tag{2.10}\\
\tilde{s}(x, t)=(t+1)^{\alpha /(1+\alpha)} \sigma(x, t) \tag{2.11}
\end{gather*}
$$

If we rewrite (2.2)-(2.5) in these variables, define the new time

$$
\begin{equation*}
\tau=\log (t+1) \tag{2.12}
\end{equation*}
$$

and set

$$
r(x, \tau)=\tilde{r}(x, t), \quad s(x, \tau)=\tilde{s}(x, t),
$$

we obtain the following system of parabolic equations:

$$
\begin{align*}
& r_{\tau}=-r\left(\frac{1-\alpha}{1+\alpha}-\frac{s^{2}}{r}\right) \quad \text { in } Q \\
& s_{\tau}=+\frac{\alpha}{1-\alpha} s\left(\frac{1-\alpha}{1+\alpha}-\frac{s^{2}}{r}\right)+\{(1-\alpha) r\}^{-\alpha /(1-\alpha)} e^{\mu \tau} s_{x x} \quad \text { in } Q \tag{2.13a}
\end{align*}
$$

together with the initial and boundary conditions

$$
\begin{array}{lll}
s_{x}(0, t)=0, & s_{x}(1, t)=0, & t>0 \\
r(x, 0)=r_{0}(x), & s(x, 0)=s_{0}(x), & x \in[0,1] \tag{2.13b}
\end{array}
$$

where $\mu=1 /(1+\alpha)$ and $r_{0}$ and $s_{0}$ are positive functions on $[0,1]$. If $r_{0}, s_{0} \in W^{1,2}(0,1)$, then the local existence and the uniqueness of a classical solution on an interval $0 \leqq t \leqq T_{0}$, where $T_{0}$ depends only on the supremum norm of $r_{0}$ and $s_{0}$, and of $1 / r_{0}$ and $1 / s_{0}$, follow from a straightforward contraction argument [ $S$ ]. Thus, if we obtain a priori bounds from above and below for $r$ and $s$, which are uniform in time, it follows that the problem (2.13) has a solution that exists for all $t \geqq 0$.

To prove the a priori bounds, we use the notion of invariant regions. An application of Theorem 4.1 of [CCS] yields that the rectangles

$$
\Sigma_{a b}=\left\{(r, s): a<r<b,\left(\frac{1-\alpha}{1+\alpha} a\right)^{1 / 2}<s<\left(\frac{1-\alpha}{1+\alpha} b\right)^{1 / 2}\right\}, \quad 0<a<b
$$

(see Fig. 1) are invariant regions for (2.13).
Consequently problem (2.13) admits arbitrarily large invariant rectangles. Thus, if $r_{0}, s_{0} \in W^{1,2}(0,1)$ and there exist positive constants $r^{0}, r^{1}, s^{0}$, and $s^{1}$ such that

$$
r^{0} \leqq r_{0}(x) \leqq r^{1}, \quad s^{0} \leqq s_{0}(x) \leqq s^{1},
$$

then (2.13) has a unique global solution $(r(x, t), s(x, \tau))$. If in addition we assume that the constants $r^{k}, s^{k}(k=0,1)$ are related through the expression

$$
\left(s^{k}\right)^{2}=(1-\alpha) r^{k} /(1+\alpha)
$$

which involves no loss of generality, then

$$
\begin{align*}
& r^{0} \leqq r(x, \tau) \leqq r^{1}, \quad \text { in } Q . \\
& s^{0} \leqq s(x, \tau) \leqq s^{1} \tag{2.14}
\end{align*}
$$

Thus we have proved the following theorem.


Fig. 1. Invariant regions.

Theorem 2.1. Problem (1.11)-(1.14) with initial data $\theta_{0}, \sigma_{0} \in W^{1,2}(0,1)$ such that

$$
0<\sigma^{0} \leqq \sigma_{0}(x) \leqq \sigma^{1}, \quad 0 \leqq \theta^{0} \leqq \theta_{0}(x) \leqq \theta^{1}
$$

has a unique classical solution on $\bar{Q}$. In addition

$$
\begin{aligned}
& \sigma^{0}(t+1)^{-\alpha /(1+\alpha)} \leqq \sigma(x, t) \leqq \sigma^{1}(t+1)^{-\alpha /(1+\alpha)} \quad \text { in } \bar{Q}, \\
& \theta^{0}(t+1)^{1 /(1+\alpha)} \leqq \theta(x, t) \leqq \theta^{1}(t+1)^{1 /(1+\alpha)} \quad \text { in } \bar{Q},
\end{aligned}
$$

when the constants $\sigma^{k}, \theta^{k}(k=0,1)$ satisfy the relation $\left(\sigma^{k}\right)^{2}=\left(\theta^{k}\right)^{1-\alpha} /(1+\alpha)$.
Having established global bounds for $\sigma$ and $\theta$ in $Q$, we can now turn to the question of large-time behaviour. We begin with the observation that both $\sigma$ and $\theta$ converge to their mean values $\bar{\sigma}$ and $\bar{\theta}$ defined by

$$
\bar{\sigma}(t)=\int_{0}^{1} \sigma(x, t) d x, \quad \bar{\theta}(t)=\int_{0}^{1} \theta(x, t) d x .
$$

Defining $\bar{s}(t)$ and $\bar{r}(t)$ in a similar fashion we obtain the following estimate.
Lemma 2.2. We have

$$
\begin{array}{ll}
\|s(\cdot, \tau)-\bar{s}(\tau)\|_{\infty}=O\left(e^{-\mu r}\right) \quad \text { as } \tau \rightarrow \infty, \\
\|r(\cdot, \tau)-\bar{r}(\tau)\|_{\infty}=O\left(e^{-\gamma \tau}\right) \quad \text { as } \tau \rightarrow \infty, \tag{b}
\end{array}
$$

$$
\mu=\frac{1}{1+\alpha}, \quad \gamma=\frac{1-\alpha}{1+\alpha}
$$

and $\|\cdot\|_{\infty}$ denotes the norm in $L^{\infty}(0,1)$.
Proof. We multiply the equation for $s$ by $-s_{x x}$ and integrate over $(0,1)$. This yields, when we integrate the left-hand side by parts and use the boundary conditions,

$$
\frac{1}{2} \frac{d}{d t} \int_{0}^{1} s_{x}^{2} d x=-e^{\mu \tau} \int_{0}^{1}\{(1-\alpha) r\}^{-\alpha /(1-\alpha)} s_{x x}^{2} d x-\int_{0}^{1} g(s, r) s_{x x} d x,
$$

where

$$
g(s, r)=\frac{\alpha}{1-\alpha} s\left(\frac{1-\alpha}{1+\alpha}-\frac{s^{2}}{r}\right) .
$$

Because $r(x, \tau)$ is bounded above by $r^{1}$ in $Q$, we have

$$
\{(1-\alpha) r(x, \tau)\}^{-\alpha /(1-\alpha)} \geqq\left\{(1-\alpha) r^{1}\right\}^{-\alpha /(1-\alpha)} \stackrel{\text { def }}{=} a_{0}
$$

and so

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int_{0}^{1} s_{x}^{2} d x \leqq-a_{0} e^{\mu \tau} \int_{0}^{1} s_{x x}^{2} d x+\frac{\lambda}{2} \int_{0}^{1} s_{x x}^{2} d x+\frac{1}{2 \lambda} \int_{0}^{1} g^{2} d x, \tag{2.15}
\end{equation*}
$$

where $\lambda$ is a positive number, which may depend on $\tau$. If we choose $\lambda=a_{0} e^{\mu r}$, (2.15) becomes

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int_{0}^{1} s_{x}^{2} d x \leqq-\frac{1}{2} a_{0} e^{\mu \tau} \int_{0}^{1} s_{x x}^{2} d x+\frac{1}{2 a_{0}} e^{-\mu \tau} \int_{0}^{1} g^{2} d x \tag{2.16}
\end{equation*}
$$

Finally, we observe that in view of the boundary conditions $s_{x} \in H_{0}^{1}(0,1)$, and we can use Poincaré's inequality to estimate the first term on the right of (2.16). This yields in the end

$$
\begin{equation*}
\frac{d}{d t} \int_{0}^{1} s_{x}^{2} d x \leqq-A e^{\mu \tau} \int_{0}^{1} s_{x}^{2} d x+B e^{-\mu \tau} \tag{2.17}
\end{equation*}
$$

where $A$ and $B$ are positive constants, because $g$ is uniformly bounded in $Q$ by (2.14). An elementary computation now reveals that (2.17) implies that

$$
\begin{equation*}
\int_{0}^{1} s_{x}^{2}(x, \tau) d x \leqq C e^{-2 \mu \tau}, \quad \tau \geqq 0 \tag{2.18}
\end{equation*}
$$

where $C$ is some positive constant.
To complete the proof of part (a), we note that for some $\hat{x}(\tau) \in[0,1]$ we have $s(\hat{x}(\tau), \tau)=\bar{s}(\tau)$. Hence

$$
s(x, \tau)-\bar{s}(\tau)=\int_{\hat{x}(\tau)}^{x} s_{x}(\xi, \tau) d \xi
$$

and so

$$
\begin{equation*}
|s(x, \tau)-\bar{s}(\tau)| \leqq \int_{0}^{1}\left|s_{x}(\xi, \tau)\right| d \xi \leqq\left(\int_{0}^{1} s_{x}^{2}(\xi, \tau) d \xi\right)^{1 / 2} \tag{2.19}
\end{equation*}
$$

Substituting (2.18) into (2.19), we arrive at the desired bound.
To prove part (b), we solve the equation for $r$ in terms of $s$. This is possible since the equation is linear in $r$ :

$$
r_{\tau}=-\gamma r+s^{2} .
$$

We obtain

$$
r(x, \tau)=e^{-\gamma \tau} r(x, 0)+e^{-\gamma \tau} \int_{0}^{\tau} e^{\gamma p} s^{2}(x, p) d p
$$

However, by part (a) and the uniform lower bound for $s$,

$$
s^{2}(x, \tau)=\bar{s}^{2}(\tau)+\varepsilon(x, \tau)
$$

where

$$
\|\varepsilon(\cdot, \tau)\|_{\infty} \leqq e^{-\mu \tau}
$$

Hence

$$
\begin{equation*}
r(x, \tau)=e^{-\gamma \tau} r(x, 0)+e^{-\gamma \tau} \int_{0}^{\tau} e^{\gamma p} \bar{s}^{2}(p) d p+\rho(x, \tau) \tag{2.20}
\end{equation*}
$$

where

$$
\|\rho(\cdot, \tau)\|_{\infty} \leqq C e^{-\mu \tau}
$$

If we integrate $(2.20)$ over $(0,1)$, we obtain

$$
\begin{equation*}
\bar{r}(\tau)=e^{-\gamma \tau} \bar{r}(0)+e^{-\gamma \tau} \int_{0}^{\tau} e^{\gamma p} \bar{S}^{2}(p) d p+\int_{0}^{1} \rho(x, \tau) d x \tag{2.21}
\end{equation*}
$$

whence

$$
r(x, \tau)-\bar{r}(\tau)=e^{-\gamma \tau}\{r(x, 0)-\bar{r}(0)\}-\int_{0}^{1} \rho(x, \tau) d x
$$

i.e.,

$$
\|r(\cdot, \tau)-\bar{r}(\tau)\|_{\infty} \leqq C e^{-\gamma \tau}
$$

because $\gamma<\mu$.

Remark. Equation (2.21) yields a relation between $\bar{r}$ and $\bar{s}$. In view of the estimate for $\rho(\cdot, \tau)$ we can write it as

$$
\begin{equation*}
\bar{r}(\tau)=e^{-\gamma \tau} \int_{0}^{\tau} e^{\gamma p} \bar{S}^{2}(p) d p+O\left(e^{-\gamma \tau}\right) \tag{2.22}
\end{equation*}
$$

Another relation between $\bar{r}$ and $\bar{s}$ is supplied by the compatibility relation (1.6) in which we have set $V=1$. This yields after transformation

$$
\begin{equation*}
\int_{0}^{1} s(x, \tau)\{r(x, \tau)\}^{\alpha /(1-\alpha)} d x=(1-\alpha)^{-\alpha /(1-\alpha)} \tag{2.23}
\end{equation*}
$$

Applying Lemma 2.2, we deduce from (2.23) that

$$
\begin{equation*}
\bar{s}(\tau)\{\bar{r}(\tau)\}^{\alpha /(1-\alpha)}=(1-\alpha)^{-\alpha /(1-\alpha)}+O\left(e^{-\gamma \tau}\right) \tag{2.24}
\end{equation*}
$$

It now remains to determine the asymptotic behaviour of $\bar{r}(\tau)$ and $\bar{s}(\tau)$ as $\tau \rightarrow \infty$. This is done by means of the equation for $r(x, \tau)$. It yields, upon integration over $(0,1)$,

$$
\bar{r}^{\prime}=-\gamma \bar{r}+\int_{0}^{1} s^{2} d x=-\gamma \bar{r}+\bar{s}^{2}(\tau)+\omega(\tau)
$$

where the prime denotes differentiation with respect to $\tau$ and $\omega(\tau)=O\left(e^{-\mu \tau}\right)$ as $\tau \rightarrow \infty$. Eliminating $\bar{s}$ by means of (2.24) we finally obtain the equation

$$
\begin{equation*}
\bar{r}^{\prime}=g(\bar{r})+\tilde{\omega}(\tau) \tag{2.25}
\end{equation*}
$$

where

$$
g(\xi)=-\gamma \xi+\{(1-\alpha) \xi\}^{-2 \alpha /(1-\alpha)}, \quad \xi>0
$$

and $\tilde{\omega}(\tau)=O\left(e^{-\gamma \tau}\right)$ as $\tau \rightarrow \infty$. Plainly, $g$ has a unique zero $\xi_{0}$ given by

$$
\begin{aligned}
& \xi_{0}=\frac{1}{1-\alpha}(1+\alpha)^{(1-\alpha) /(1+\alpha)}, \\
& g(\xi) \begin{cases}>0 & \text { if } 0<\xi<\xi_{0} \\
<0 & \text { if } \xi_{0}<\xi<\infty\end{cases}
\end{aligned}
$$

Thus

$$
\bar{r}(\tau) \rightarrow \xi_{0} \quad \text { as } \tau \rightarrow \infty
$$

and, because $g^{\prime}\left(\xi_{0}\right)<-\gamma$,

$$
\bar{r}(\tau)=\xi_{0}+O\left(e^{-\gamma \tau}\right) \quad \text { as } \tau \rightarrow \infty .
$$

The limiting behaviour of $\bar{s}(\tau)$ now follows from (2.24):

$$
\bar{s}(\tau)=\eta_{0}+O\left(e^{-\gamma \tau}\right) \quad \text { as } \tau \rightarrow \infty,
$$

where

$$
\eta_{0}=\left\{(1-\alpha) \xi_{0}\right\}^{-\alpha /(1-\alpha)}=(1+\alpha)^{-\alpha /(1-\alpha)} .
$$

In summary, we have proved the following theorem.
Theorem 2.3. Let the initial data $\sigma_{0}$ and $\theta_{0}$ satisfy the conditions of Theorem 2.1 and let $V=1$. Then the asymptotic behaviour of the solution ( $\sigma, \theta$ ) of problem (1.15)-(1.18) is given by

$$
\begin{array}{ll}
\sigma(x, t)=\{(1+\alpha) t\}^{-\alpha /(1+\alpha)}\left[1+O\left(t^{-1 /(1+\alpha)}\right)\right] \quad \text { as } t \rightarrow \infty, \\
\theta(x, t)=\{(1+\alpha) t\}^{1 /(1+\alpha)}\left[1+O\left(t^{-(1-\alpha) /(1+\alpha)}\right)\right] \quad \text { as } t \rightarrow \infty,
\end{array}
$$

and $v_{x}$ satisfies

$$
v_{x}(x, t)=1+O\left(t^{-(1-\alpha) /(1+\alpha)}\right) \quad \text { as } t \rightarrow \infty .
$$

The error terms are all uniform with respect to $x \in[0,1]$.
Remark. It is readily seen from the solution ( $y, q$ ) of the system of ordinary differential equations (2.6) that the powers in the error terms in Theorem 2.3 are optimal.
3. The case $\alpha=1$. When $\alpha=1$, Problem (1.11)-(1.14) becomes

$$
\begin{gather*}
\sigma_{t}=-\sigma^{3}+\theta^{-1} \sigma_{x x} \text { in } Q,  \tag{3.1}\\
\theta_{t}=\theta \sigma^{2} \text { in } Q \tag{3.2}
\end{gather*}
$$

with

$$
\begin{array}{cc}
\sigma_{x}(0, t)=0, & \sigma_{x}(1, t)=0, \\
\sigma(x, 0)=\sigma_{0}(x), & \theta(x, 0)=\theta_{0}(x),  \tag{3.4}\\
x \in[0,1] .
\end{array}
$$

As in $\S 2$, we rescale the variables, writing

$$
\tilde{r}(x, t)=(t+1)^{-1 / 2} \theta(x, t), \quad \tilde{s}(x, t)=(t+1)^{1 / 2} \sigma(x, t) .
$$

If in addition we introduce again the new time variable $\tau=\log (t+1)$, we obtain for

$$
r(x, \tau)=\tilde{r}(x, t) \quad \text { and } \quad s(x, \tau)=\tilde{s}(x, t)
$$

the system of equations

$$
\begin{align*}
& s_{\tau}=-s\left(s^{2}-\frac{1}{2}\right)+\frac{1}{r} e^{\tau / 2} s_{x x}  \tag{3.5}\\
& r_{\tau}=r\left(s^{2}-\frac{1}{2}\right) \tag{3.6}
\end{align*}
$$

with boundary conditions

$$
\begin{equation*}
s_{x}(0, t)=0, \quad s_{x}(1, t)=0, \quad t>0 \tag{3.7}
\end{equation*}
$$

and initial conditions

$$
\begin{equation*}
s(x, 0)=\sigma_{0}(x), \quad r(x, 0)=\theta_{0}(x), \quad x \in[0,1] \tag{3.8}
\end{equation*}
$$

Observe that because

$$
v_{x}=r s,
$$

the boundary conditions (1.4), with $V=1$, yield the identity

$$
\begin{equation*}
\int_{0}^{1} r(x, t) s(x, t) d x=1 . \tag{3.9}
\end{equation*}
$$

To prove the a priori bounds on $r$ and $s$, we no longer can use the method of invariant regions. However, since the lower-order terms in (3.5) for $s$ now do not depend on $r$, we can still use a maximum principle argument to obtain the desired bounds. As before, we consider the pair of ordinary differential equations obtained from (3.5)-(3.6) by omitting the diffusion term:

$$
\begin{align*}
y^{\prime} & =-y\left(y^{2}-\frac{1}{2}\right),  \tag{3.10}\\
z^{\prime} & =z\left(y^{2}-\frac{1}{2}\right) . \tag{3.11}
\end{align*}
$$

Here primes denote differentiation with respect to $\tau$. Let $y(\tau ; a)$ be the solution of (3.10) with initial value $y(0 ; a)=a$ and let $z(\tau ; a, b)$ be the solution of (3.11) with $y=y(\tau ; a)$ and initial value $z(0 ; a, b)=b$. For any $a \in \mathbf{R}$ the solution $y(\tau ; a)$ exists, is unique and bounded for all $\tau \geqq 0$. It can actually be found explicitly and for any $a>0$ its large-time behaviour is given by

$$
\begin{equation*}
y(\tau ; a)=\frac{1}{\sqrt{2}}+O\left(e^{-\tau}\right) \quad \text { as } \tau \rightarrow \infty . \tag{3.12}
\end{equation*}
$$

Because $z$ satisfies a linear equation with bounded coefficients, $z(\tau ; a, b)$ also exists for all time.

By uniqueness we have

$$
\begin{equation*}
a_{1}<a_{2} \Rightarrow y\left(\tau ; a_{1}\right)<y\left(\tau ; a_{2}\right) \quad \text { for } \tau \geqq 0 \tag{3.13}
\end{equation*}
$$

and because the right-hand side of (3.11) is increasing in $y$ when $y>0$, we also have

$$
\begin{align*}
& a_{1}<a_{2}, \quad b_{1}<b_{2} \\
\Rightarrow & z\left(\tau ; a_{1}, b_{1}\right)<z\left(\tau ; a_{2}, b_{2}\right) \quad \text { for } \tau \geqq 0 . \tag{3.14}
\end{align*}
$$

Set $a_{1}=\min \sigma_{0}$ and $a_{2}=\max \sigma_{0}$. Then by the maximum principle

$$
y\left(\tau ; a_{1}\right) \leqq s(x, \tau) \leqq y\left(\tau ; a_{2}\right) \quad \text { in } \bar{Q},
$$

and so, by (3.12),

$$
\begin{equation*}
s(x, \tau)=\frac{1}{\sqrt{2}}+O\left(e^{-\tau}\right) \quad \text { as } \tau \rightarrow \infty \tag{3.15}
\end{equation*}
$$

uniformly in $[0,1]$.
To estimate $r$ we set $b_{1}=\min \theta_{0}$ and $b_{2}=\max \theta_{0}$, leaving $a_{1}$ and $a_{2}$ unchanged. Then for any $x \in[0,1]$ we have $\theta_{0} \in\left[b_{1}, b_{2}\right]$ and hence

$$
z\left(\tau ; a_{1}, b_{1}\right) \leqq r(x, \tau) \leqq z\left(\tau ; a_{2}, b_{2}\right) \quad \text { in } \bar{Q} .
$$

Note that (3.10) and (3.11) imply that

$$
\frac{z^{\prime}}{z}=-\frac{y^{\prime}}{y}
$$

Therefore

$$
z(\tau ; a, b)=\frac{a b}{y(\tau ; a)}
$$

and hence

$$
z(\tau ; a, b)=\sqrt{2} a b+O\left(e^{-\tau}\right) \quad \text { as } \tau \rightarrow \infty .
$$

Thus we have established the existence of a global solution $(r, s)$ of (3.5)-(3.8) as well as uniform bounds in $\bar{Q}$.

Reformulating this result in terms of the solution $(\sigma, \theta)$ of (3.1)-(3.4) we obtain the following theorem.

Theorem 3.1. Problem (3.1)-(3.4), with initial data $\sigma_{0}, \theta_{0} \in W^{1,2}(0,1)$ that are positive in $[0,1]$, has a unique solution ( $\sigma(x, t), \theta(x, t)$ ) on $\bar{Q}$. In addition there exist positive constants $A^{ \pm}, B^{ \pm}$such that

$$
\begin{aligned}
& A^{-}(t+1)^{-1 / 2} \leqq \sigma(x, t) \leqq A^{+}(t+1)^{-1 / 2} \quad \text { in } \bar{Q}, \\
& B^{-}(t+1)^{1 / 2} \leqq \theta(x, t) \leqq B^{+}(t+1)^{1 / 2} \quad \text { in } \bar{Q} .
\end{aligned}
$$

For the asymptotic behaviour of solutions of (3.1)-(3.4) we have only a partial answer.

Theorem 3.2. Let $(\sigma(x, t), \theta(x, t))$ be the solution of (3.1)-(3.4). Then
(a)
(b)

$$
\begin{aligned}
& \sigma(x, t)=\frac{1}{\sqrt{2 t}}\left[1+O\left(t^{-1}\right)\right] \quad \text { as } t \rightarrow \infty, \\
& \theta(x, t)=\theta^{*}(x) \sqrt{t}[1+o(1)] \text { as } t \rightarrow \infty,
\end{aligned}
$$

uniformly with respect to $x \in[0,1]$, where $\theta^{*}$ is a positive function that depends on the initial data.

Proof. Part (a) is an immediate consequence of (3.12).
To prove part (b), we observe that

$$
\begin{equation*}
\frac{d}{d \tau}\{\log r(x, \tau)\}=s^{2}(x, \tau)-\frac{1}{2}=\nu(x, \tau) \tag{3.16}
\end{equation*}
$$

and recall that $\nu(x, \tau)=O\left(e^{-\tau}\right)$ as $\tau \rightarrow \infty$ uniformly in $x$. Integration of (3.16) over $(0, \tau)$ yields

$$
\begin{equation*}
r(x, \tau)=r(x, 0) \exp \left(\int_{0}^{\tau} \nu(x, s) d s\right) \tag{3.17}
\end{equation*}
$$

and hence, because $\nu(x, \cdot) \in L^{1}(0, \infty)$ for every $x \in[0,1]$,

$$
\lim _{\tau \rightarrow \infty} r(x, \tau) \text { exists. }
$$

Returning to $\theta$ gives the second limit.
Theorem 3.2, (1.3), and (1.8) yield the following corollary.
Corollary 3.3. Let $(\sigma(x, t), \theta(x, t))$ be the solution of (3.1)-(3.4). Then

$$
\lim _{t \rightarrow \infty} v_{x}(x, t)=\frac{1}{\sqrt{2}} \theta^{*}(x), \quad 0 \leqq x \leqq 1 .
$$

This completes the proof of Theorem B.
Remarks. 1. If $s_{0}$ does not depend on $x$, then neither do $s(x, t)$ nor, by (3.16), do $\nu(x, t)$ depend on $x$. Hence we deduce from (3.17) that in that case $\theta^{*}$ is a constant if and only if $\theta_{0}$ is a constant. This example shows that in general we cannot expect convergence to the uniform shearing flow if $\alpha=1$.
2. Because $\theta^{*}(x)>0$ for every $x \in[0,1]$ it follows from Theorem 3.2 that, as when $0<\alpha<1, \theta(x, t) \rightarrow \infty$ as $t \rightarrow \infty$ for every $x \in[0,1]$. As we will see in the next section, this will cease to be true when $\alpha$ becomes greater than 1 .
4. The case $\alpha>1$. In this section we shall study a particular family of solutions of the problem defined by (1.11)-(1.14).

As in the case $0<\alpha<1$, we introduce the function

$$
q=\frac{1}{\alpha-1} \theta^{1-\alpha}
$$

and use $q$ to rewrite system (1.11)-(1.14) as

$$
\begin{gather*}
\sigma_{t}=-\frac{\alpha}{\alpha-1} \frac{\sigma^{3}}{q}+\{(\alpha-1) q\}^{\alpha /(\alpha-1)} \sigma_{x x} \text { in } Q,  \tag{4.1}\\
q_{t}=-\sigma^{2} \text { in } Q \tag{4.2}
\end{gather*}
$$

with boundary and initial conditions

$$
\begin{gather*}
\sigma_{x}(0, t)=0, \quad \sigma_{x}(1, t)=0, \quad t>0  \tag{4.3}\\
\sigma(x, 0)=\sigma_{0}(x), \quad q(x, 0)=q_{0}(x), \quad x \in[0,1] \tag{4.4}
\end{gather*}
$$

where $\sigma_{0}=\theta_{0}^{-\alpha} v_{0 x}$. For positive initial values $\sigma_{0}, \theta_{0} \in W^{1,2}(0,1)$ the local existence and uniqueness of a solution $(\sigma, \theta)$ of (4.1)-(4.4) are readily established.

Let $0<c<1$ be a constant to be determined appropriately and $0<\gamma<1$ a parameter. Define

$$
\beta=\frac{\alpha}{\alpha-1} \quad \text { and } \quad \delta=c^{\beta} \gamma
$$

We define the following family of initial functions:

$$
\begin{gather*}
\sigma_{0}(x)=(\alpha-1)^{\beta / 2} \quad \text { for } 0 \leqq x \leqq 1,  \tag{4.5}\\
q_{0, \gamma}(x)= \begin{cases}c & \text { for } x \in[0, \delta], \\
1 & \text { for } x \in(\delta, 1]\end{cases} \tag{4.6}
\end{gather*}
$$

For what follows it will be convenient to introduce the integral

$$
\begin{equation*}
I_{\gamma} \stackrel{\text { def }}{=} \int_{0}^{1} \sigma_{0}^{2}(x)\left\{(\alpha-1) q_{0, \gamma}(x)\right\}^{-\beta} d x \tag{4.7}
\end{equation*}
$$

Note that

$$
I_{\gamma}=\left(1-c^{\beta}\right) \gamma+1 \quad \text { and } \quad V_{\gamma}=(\alpha-1)^{-\beta / 2} I_{\gamma}
$$

and that

$$
I_{\gamma} \rightarrow 1 \quad \text { and } \quad V_{\gamma} \rightarrow V_{0} \stackrel{\text { def }}{=}(\alpha-1)^{-\beta / 2} \quad \text { as } \gamma \rightarrow 0 .
$$

In terms of the original variables $v$ and $\theta$ the initial data are now given by

$$
\begin{aligned}
& v_{0 \gamma}(x)=\int_{0}^{x}\left\{(\alpha-1) q_{0, \gamma}(s)\right\}^{-\beta} \sigma_{0}(s) d s, \quad x \in[0,1], \\
& \theta_{0, \gamma}(x)=\left\{(\alpha-1) q_{0, \gamma}(x)\right\}^{-1 /(\alpha-1)}, \quad x \in[0,1] .
\end{aligned}
$$

It is readily verified that

$$
\begin{aligned}
& v_{0, \gamma}(x) \rightarrow V_{0} x \quad \text { in } L^{2}(0,1) \quad \text { as } \gamma \rightarrow 0, \\
& \theta_{0, \gamma}(x) \rightarrow(\alpha-1)^{-1 /(\alpha-1)} \quad \text { in } L^{2}(0,1) \quad \text { as } \gamma \rightarrow 0 .
\end{aligned}
$$

The idea underlying this choice of initial functions is based on the observation that if we set $q$ small compared to $\sigma$ in the neighbourhood of $x=0$, it will soon reach zero, according to (4.2), unless $\sigma$ drops sufficiently fast. However, diffusion of $\sigma$ towards the origin may prevent this from happening and thus cause $q$ to remain positive for all time. Which of these two possibilities will occur is still an open question.

In this section we will use the family of solutions introduced above to show that the uniform shear flow $(\hat{v}, \hat{\theta}(t))$ is unstable. By this we mean that there exists a $\rho>0$ such that for any $\varepsilon>0$ there exist initial functions ( $v_{0, \gamma}, \theta_{0, \gamma}$ ) from the family introduced above such that if

$$
\left\|v_{0, \gamma}-\hat{v}\right\|_{L^{2}}+\left\|\theta_{0, \gamma}-\hat{\theta}(0)\right\|_{L^{2}}+\left|V_{\gamma}-V_{0}\right|<\varepsilon,
$$

then there exists a finite time $T_{\varepsilon}$ such that either the solution ceases to exist at $t=T_{\varepsilon}$, or

$$
\left\|v_{\gamma}(t)-\hat{v}\right\|_{L^{2}}+(1+t)^{-1 /(\alpha+1)}\left\|\theta_{\gamma}(t)-\hat{\theta}(t)\right\|_{L^{2}}+\left|V_{\gamma}-V_{0}\right|>\rho \quad \text { for } t=T_{\varepsilon}
$$

More precisely, we will prove the following theorem.
Theorem 4.1. Let $\alpha>1$ and let for some $b \in(0,1)$,

$$
c=\frac{b(1-b)}{8(1+b)} .
$$

Let $v_{0, \gamma}, \theta_{0, \gamma}$ and $V_{\gamma}$ be defined as before and let $\left(v_{\gamma}(x, t), \theta_{\gamma}(x, t)\right)$ be the corresponding solution of (1.1)-(1.4), (1.9) on a maximal interval [ $0, T_{\gamma}$ ), where $0<T_{\gamma} \leqq \infty$. If

$$
0<\gamma<\frac{4 c}{b} \quad \text { and } \quad T_{\gamma}=\infty
$$

then
(a)

$$
\left|v_{\gamma}(x, t)-V_{\gamma}\right|=O\left(t^{-1 / 2}\right) \quad \text { as } t \rightarrow \infty
$$

uniformly on ( $\delta, 1$ ];
(b)

$$
\theta(x, t) \text { is uniformly bounded on }(\delta, 1] \times[0, \infty)
$$

Using the definition of $v_{0, \gamma}, \theta_{0, \gamma}$ and $V_{\gamma}$, we can readily check that the uniform shear flow ( $\hat{v}, \hat{\theta}(t)$ ) corresponding to the initial and boundary conditions $v_{0}(x)=V_{0} x$ and $\theta_{0}=(\alpha-1)^{-1 /(\alpha-1)}$ is unstable in the sense formulated above. In particular, Theorem C follows from Theorem 4.1.

The proof of Theorem 4.1 is based on estimates for the solution pair $(\sigma, q)$ (from now on we shall omit the subscript $\gamma$ ). We begin with an upper bound for $q$.

Lemma 4.2. Let $(\sigma, \theta)$ be the solution of (4.1)-(4.4). Then for $0 \leqq \xi<\eta \leqq 1$ and $b>0$ we have

$$
\begin{equation*}
q(\xi, t) \leqq q(\xi, 0)-\frac{b}{1+b} \int_{0}^{t} \sigma^{2}(\eta, \tau) d \tau+b \int_{0}^{t} \int_{0}^{1} \sigma_{x}^{2}(x, \tau) d x d \tau \tag{4.8}
\end{equation*}
$$

Proof. Integration of $\sigma_{x}$ over $(\xi, \eta)$ yields

$$
\sigma(\eta, t)-\sigma(\xi, t)=\int_{\xi}^{\eta} \sigma_{x}(x, t) d x \leqq\left(\int_{0}^{1} \sigma_{x}^{2}(x, t) d x\right)^{1 / 2}
$$

or

$$
\begin{equation*}
\sigma(\xi, t) \geqq \sigma(\eta, t)-\left(\int_{0}^{1} \sigma_{x}^{2}(x, t) d x\right)^{1 / 2} \tag{4.9}
\end{equation*}
$$

Hence, for small $t$, when in view of the initial data the right-hand side of (4.9) is nonnegative,

$$
\begin{align*}
\sigma^{2}(\xi, t) & \geqq \sigma^{2}(\eta, t)\left\{1-\frac{1}{\sigma(\eta, t)}\left(\int_{0}^{1} \sigma_{x}^{2}(x, t) d x\right)^{1 / 2}\right\}^{2} \\
& \geqq \frac{b}{1+b} \sigma^{2}(\eta, t)-b \int_{0}^{1} \sigma_{x}^{2}(x, t) d x \tag{4.10}
\end{align*}
$$

where we have used the inequality

$$
\begin{equation*}
(1-x)^{2} \geqq \frac{b}{1+b}-b x^{2}, \quad 0 \leqq x \leqq 1, \quad b>0 . \tag{4.11}
\end{equation*}
$$

Note that if the right-hand side of (4.9) is negative, the right-hand side of (4.10) is also negative, and hence (4.10) is still satisfied.

Integration of (4.2) finally yields, together with (4.10),

$$
\begin{aligned}
q(\xi, t) & =q(\xi, 0)-\int_{0}^{t} \sigma^{2}(\xi, \tau) d \tau \\
& \leqq q(\xi, 0)-\frac{b}{1+b} \int_{0}^{t} \sigma^{2}(\eta, \tau) d \tau+b \int_{0}^{t} \int_{0}^{1} \sigma_{x}^{2}(x, \tau) d x d \tau
\end{aligned}
$$

which we set out to prove.
In the next lemma we show that the diffusion term in (4.8) is uniformly bounded with respect to $\gamma$ for bounded $\gamma$.

Lemma 4.3. Let $(\sigma, q)$ be the solution of (4.1), (4.2) with initial data $\left(\sigma_{0}, q_{0}\right)$ given by (4.5) and (4.6). Then

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{1} \sigma_{x}^{2}(x, \tau) d x d \tau<\frac{1}{2} I_{\gamma} \tag{4.12}
\end{equation*}
$$

Proof. Because of boundary condition (4.3), we have

$$
\begin{align*}
\int_{0}^{1} \sigma_{x}^{2}(x, t) d x & =-\int_{0}^{1} \sigma(x, t) \sigma_{x x}(x, t) d x \\
& =-\int_{0}^{t} \sigma\{(\alpha-1) q\}^{-\beta}\left(\sigma_{t}+\beta \frac{\sigma^{3}}{q}\right) d x  \tag{4.13}\\
& =-\int_{0}^{1} \sigma \sigma_{t}\{(\alpha-1) q\}^{-\beta} d x-\alpha \int_{0}^{1} \sigma^{4}\{(\alpha-1) q\}^{-\beta-1} d x .
\end{align*}
$$

We now integrate (4.13) over $(0, t)$. Because

$$
\begin{align*}
\int_{0}^{t} \int_{0}^{1} \sigma \sigma_{t}\{(\alpha-1) q\}^{-\beta} d x d \tau= & \frac{1}{2} \int_{0}^{1} \sigma^{2}\{(\alpha-1) q\}^{-\beta} d x \\
& -\frac{1}{2} \int_{0}^{1} \sigma_{0}^{2}\left\{(\alpha-1) q_{0}\right\}^{-\beta} d x  \tag{4.14}\\
& -\frac{1}{2} \alpha \int_{0}^{t} \int_{0}^{1} \sigma^{4}\{(\alpha-1) q\}^{-\beta-1} d x d \tau
\end{align*}
$$

this yields in the end

$$
\int_{0}^{t} \int_{0}^{1} \sigma_{x}^{2}(x, \tau) d x d \tau \leqq \frac{1}{2} \int_{0}^{1} \sigma_{0}^{2}\left\{(\alpha-1) q_{0}\right\}^{-\beta} d x
$$

and the lemma follows from (4.7).
Observe that by (4.2)

$$
\int_{0}^{t} \sigma^{2}(x, \tau) d \tau=1-q(x, t), \quad \delta<x \leqq 1
$$

Hence, putting the results of Lemmas 4.2 and 4.3 together, and remembering that
$q(\xi, 0)=c$ if $\xi \leqq \delta$, we obtain the upper bound

$$
\begin{align*}
q(\xi, t) & \leqq c-\frac{b}{1+b}\{1-q(\eta, t)\}+\frac{b}{2} I_{\gamma} \\
& \leqq c-\frac{b}{1+b}\{1-q(\eta, t)\}+\frac{b}{2}(1+\gamma)  \tag{4.15}\\
& =c-\frac{b}{2(1+b)}\{1-b-\gamma(1+b)-2 q(\eta, t)\}
\end{align*}
$$

for $0 \leqq \xi<\delta$ and $\xi<\eta \leqq 1$. We now choose

$$
0<b<1, \quad c=\frac{b(1-b)}{8(1+b)}, \quad \gamma=\frac{4 c}{b}
$$

for $0 \leqq \xi<\delta$ and $\xi<\eta \leqq 1$. Then (4.15) becomes

$$
q(\xi, t) \leqq \frac{b}{1+b}\left\{q(\eta, t)-\frac{1}{8}(1-b)\right\} .
$$

We distinguish two cases.
Case I. There exists a point $\eta_{1} \in(\delta, 1]$ and a time $T_{1}>0$ such that

$$
q\left(\eta_{1}, T_{1}\right)<\frac{1-b}{8}
$$

This means that $q(\xi, t)$ must have vanished at some time $t=T_{0}<T_{1}$.
Case II. We have

$$
q(x, t) \geqq \frac{1-b}{8} \quad \text { for all } \delta<x \leqq 1, \quad t \geqq 0 .
$$

In the first case, the solution ceases to exist at $t=T_{0}$, or possibly even before.
To prove Theorem 4.1, we may assume that the solution exists for all time and we are necessarily in the second case. In view of the definition of $q$ this means that

$$
\begin{equation*}
\theta(x, t) \leqq\left\{\frac{1}{8}(1-b)(\alpha-1)\right\}^{-1 /(\alpha-1)} \quad \text { for } \delta<x \leqq 1, \quad t \geqq 0 \tag{4.16}
\end{equation*}
$$

and so, according to (1.3) and (1.9),

$$
\begin{equation*}
0 \leqq v_{x}(x, t) \leqq K \sigma(x, t), \quad \delta<x \leqq 1, \quad t \geqq 0 \tag{4.17}
\end{equation*}
$$

for some positive constant $K$.
It now remains to show that $\sigma(x, t) \rightarrow 0$ as $t \rightarrow 0$. From the differential equation (4.2) for $q$, we see that $q$ is decreasing in $t$. Therefore $q(x, t)<q(x, 0) \leqq 1$. This means that the function $\bar{\sigma}(x, t)=y(t)$ defined as the solution of the initial value problem

$$
\begin{aligned}
& y^{\prime}=-\beta y^{3}, \quad t>0, \\
& y(0)=(\alpha-1)^{\beta / 2}
\end{aligned}
$$

is a supersolution of (4.1), (4.3), and (4.4). Hence

$$
0<\sigma(x, t) \leqq\left(c_{0}+2 \beta t\right)^{-1 / 2}, \quad 0 \leqq x \leqq 1, \quad t \geqq 0,
$$

where $c_{0}=(\alpha-1)^{-\beta}$, and thus by (4.17),

$$
\left|v_{x}(x, t)\right| \leqq K\left(c_{0}+2 \beta t\right)^{-1 / 2}, \quad \delta<x \leqq 1, \quad t \geqq 0 .
$$

Therefore

$$
|v(x, t)-V|=O\left(t^{-1 / 2}\right) \quad \text { as } t \rightarrow \infty
$$

uniformly on ( $\delta, 1$ ]. Since $\theta$ is uniformly bounded on $(\delta, 1]$ by (4.16), the proof of Theorem 4.1 is complete.

Remark. The initial function $q_{0, \gamma}$ defined by (4.6) does not belong to $W^{1,2}(0,1)$ as has been assumed throughout this paper. This assumption was made for computational reasons. However, if for some $\gamma>0, q_{0, \gamma}$ is an initial value for which the solution blows up in finite time, so is any function $\tilde{q}$ with the properties (i) $\tilde{q}=c$ for $0 \leqq x \leqq \delta$; (ii) $c \leqq \tilde{q}(x) \leqq 1$; and (iii) $\left\|\tilde{q}-q_{0, \gamma}\right\|_{L^{2}}$ sufficiently small.
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#### Abstract

Simple inequalities are presented for the viscosity solution of a Hamilton-Jacobi equation in $N$ space dimension when neither the initial data nor the Hamiltonian need be convex (or concave). The initial data are uniformly Lipschitz and can be written as the sum of a convex function in a group of variables and a concave function in the remaining variables, therefore including the nonconvex Riemann problem. The inequalities become equalities wherever a "maxmin" equals a "minmax" and thus a representation formula for this problem is then obtained, generalizing the classical Hopf's formulas.


Key words. Hamilton-Jacobi equations, viscosity solutions, Riemann problem, Godunov's scheme, Hopf's representation formulas

AMS(MOS) subject classifications. 35L99, 35L65, 65M15, 65 M 10

1. Introduction. We are concerned with viscosity solutions (see Crandall and Lions [3], Crandall, Evans, and Lions [2], Lions [12]) to the following partial differential equation:

$$
\begin{equation*}
\varphi_{t}+H\left(D_{x} \varphi\right)=0 \quad \text { in } \mathbb{R}^{N} \times(0, \infty), \tag{H-J}
\end{equation*}
$$

satisfying the initial data

$$
\begin{equation*}
\varphi(x, 0)=\varphi_{0}(x) \quad \text { in } \mathbb{R}^{N}, \tag{IC}
\end{equation*}
$$

where $H \in C\left(\mathbb{R}^{N}\right), D_{x} \varphi=\left(\varphi_{x_{1}}, \cdots, \varphi_{x_{N}}\right)$ is the spatial gradient of $\varphi$, and $\varphi_{0}$ is at least uniformly continuous. This Cauchy problem has, for any $T>0$, a unique viscosity solution $\varphi(x, t)$ in the space $U C_{x}\left(\mathbb{R}^{N} \times[0, T]\right)$ of the continuous functions which are uniformly continuous in $x \in \mathbb{R}^{N}$ uniformly in $t \in[0, T]$, see Ishii [10] or Crandall and Lions [5].

We are interested in giving explicit pointwise upper and lower bounds for the solution, providing in some cases a representation formula for $\varphi$, for some special initial data but without extra assumptions on the Hamiltonian $H$.

Some general representation formulas for viscosity solutions of Cauchy problems for Hamilton-Jacobi equations are due to Evans [6] and Evans and Souganidis [7]. However, they either involve an infinite number of max-min operations over $\mathbb{R}^{N}$ [6], or a single max-min operation over infinite-dimensional sets of "controls" and "strategies" [7]. Two simpler formulas solving almost everywhere (H-J)(IC), one dual of the other, were derived by Hopf [9] for two special cases. The first one holds for convex Hamiltonians and general (Lipschitz) initial data, and it is well known in the theory of conservation laws in the case $N=1$ (it is often called the Lax formula). It was shown to give the viscosity solution to the problem by Lions [12], Evans [6], Bardi and Evans [1], with different proofs and slightly different assumptions. The second

[^25]Hopf's formula is valid for general Hamiltonians and convex or concave (Lipschitz) initial data $\varphi_{0}$, and it is

$$
\begin{equation*}
\varphi(x, t)=\sup _{v \in \mathbb{R}^{N}}\left\{x \cdot v-\varphi_{0}^{*}(v)-t H(v)\right\} \tag{1.1}
\end{equation*}
$$

for $\varphi_{0}$ convex, and

$$
\begin{equation*}
\varphi(x, t)=\inf _{v \in \mathbb{R}^{N}}\left\{x \cdot v-\varphi_{0}^{*}(-v)-t H(v)\right\} \tag{1.2}
\end{equation*}
$$

for $\varphi_{0}$ concave, where $\varphi_{0}^{*}$ is the Legendre transform (or Fenchel conjugate) of $\varphi_{0}$, that is

$$
\varphi_{0}^{*}(v):=\sup _{\mathrm{x} \in \mathbb{R}^{\mathrm{N}}}\left\{\mathrm{x} \cdot \mathrm{v}-\varphi_{0}(\mathrm{x})\right\} \leqq+\infty
$$

for $\varphi_{0}$ convex, while for $\varphi_{0}$ concave it is

$$
\varphi_{0}^{*}(v):=-\left(-\varphi_{0}\right)^{*}(v)=\inf _{x \in \mathbb{R}^{N}}\left\{-x \cdot v-\varphi_{0}(x)\right\} \geqq-\infty .
$$

Osher [14] rederived for the viscosity solution of (H-J) the special case of formula (1.1) occurring when the initial data are of Riemann type (and convex), i.e., they are piecewise affine with one jump in the derivative across a plane. Bardi and Evans [1] showed the connection between Osher's formulas for convex Riemann data and Hopf's formulas, and proved that (1.1) and (1.2) give the viscosity solution of (H-J)(IC) in the general case. Lions and Rochet [13] gave a different proof under slightly more general assumptions.

We are now going to describe our main result. Let $j$ be an integer, $0 \leqq j \leqq N$, and for any $v \in \mathbb{R}^{N}$ set

$$
v=\left(v_{A}, v_{B}\right), \quad v_{A}:=\left(v_{1}, \cdots, v_{j}\right) \in \mathbb{R}^{j}, \quad v_{B}:=\left(v_{j+1}, \cdots, v_{N}\right) \in \mathbb{R}^{N-j} .
$$

Theorem 1. Assume $H \in C\left(\mathbb{R}^{N}\right), \varphi_{1}: \mathbb{R}^{j} \rightarrow \mathbb{R}$ uniformly Lipschitz and convex, $\varphi_{2}: \mathbb{R}^{N-j} \rightarrow \mathbb{R}$ uniformly Lipschitz and concave. Then the unique viscosity solution $\varphi \in$ $U C_{x}\left(\mathbb{R}^{N} \times[0, T]\right)$ of (H-J) taking on the initial data

$$
\varphi(x, 0)=\varphi_{1}\left(x_{A}\right)+\varphi_{2}\left(x_{B}\right)
$$

satisfies for all $x \in \mathbb{R}^{N}$ and $t \geqq 0$

$$
\begin{equation*}
\sup _{v_{A} \in \mathbb{R}^{j}} \inf _{v_{B} \in \mathbb{R}^{N-j}} G(v, x, t) \leqq \varphi(x, t) \leqq \inf _{v_{B} \in \mathbb{R}^{N-j}} \sup _{v_{A} \in \mathbb{R}^{j}} G(v, x, t), \tag{1.3}
\end{equation*}
$$

where

$$
G(v, x, t):=x \cdot v-\varphi_{1}^{*}\left(v_{A}\right)-\varphi_{2}^{*}\left(-v_{B}\right)-t H(v) .
$$

Note that the pointwise estimate (1.3) gives a representation formula for the solution whenever the first and last terms are equal (as they are for $t=0$ ). A trivial case where this occurs is for $j=N$ or $j=0$, because (1.3) reduces to Hopf's formulas (1.1) or (1.2). A more interesting case occurs when the Hamiltonian separates the variables $v_{A}$ and $v_{B}$, that is,

$$
H(v)=H_{1}\left(v_{A}\right)+H_{2}\left(v_{B}\right) .
$$

In this case we get

$$
\varphi(x, t)=\sup _{v_{A} \in \mathbb{R}^{j}}\left\{x_{A} \cdot v_{A}-\varphi_{1}^{*}\left(v_{A}\right)-t H_{1}\left(v_{A}\right)\right\}+\inf _{v_{B} \in \mathbb{R}^{N-j}}\left\{x_{B} \cdot v_{B}-\varphi_{2}^{*}\left(-v_{B}\right)-t H_{2}\left(v_{B}\right)\right\},
$$

which is the superposition of the solutions to the problems

$$
\varphi_{t}+H_{i}\left(D_{x} \varphi\right)=0, \quad \varphi(\cdot, 0)=\varphi_{i}
$$

for $i=1,2$.
Next we specialize formula (1.3) to a particular class of (Riemann) initial data. Let $A, u_{i}^{+}, u_{i}^{-}$be constants and define

$$
u_{i}(x):= \begin{cases}u_{i}^{+} & \text {if } x_{i}>0 \\ u_{i}^{-} & \text {if } x_{i}<0\end{cases}
$$

for $i=1, \cdots, N$. Then take

$$
\begin{equation*}
\varphi_{0}(x)=A+\sum_{i=1}^{N} x_{i} u_{i}(x)=A+x \cdot u(x) \tag{1.4}
\end{equation*}
$$

These data correspond to a Riemann problem for the system of conservation laws satisfied (formally) by the spatial gradient of $\varphi$; see Remark 2.2. Let, for $i=1, \cdots, N$,

$$
\begin{aligned}
& \Omega_{i}:=\left\{s \mid \min \left(u_{i}^{+}, u_{i}^{-}\right) \leqq s \leqq \max \left(u_{i}^{+}, u_{i}^{-}\right)\right\}, \\
& \chi_{i}:=\operatorname{sign}\left(u_{i}^{+}-u_{i}^{-}\right)
\end{aligned}
$$

and reorder the indices, without loss of generality, so that

$$
\begin{equation*}
\chi_{i}=1 \quad \text { for } i=1, \cdots, j ; \quad \chi_{i}=-1 \quad \text { for } i=j+1, \cdots, N \tag{1.5}
\end{equation*}
$$

$(0 \leqq j \leqq N)$. Finally set

$$
\Omega_{A}:=\Omega_{1} \times \cdots \times \Omega_{j} ; \quad \Omega_{B}:=\Omega_{j+1} \times \cdots \times \Omega_{N} ; \quad \Omega:=\Omega_{A} \times \Omega_{B}
$$

Corollary 2. The viscosity solution to (H-J)(IC) with the initial data given by (1.4) under the convention (1.5) satisfies

$$
\begin{equation*}
A+\max _{v_{A} \in \Omega_{A}} \min _{v_{B} \in \Omega_{B}}\{x \cdot v-t H(v)\} \leqq \varphi(x, t) \leqq A+\min _{v_{B} \in \Omega_{B}} \max _{v_{A} \in \Omega_{A}}\{x \cdot v-t H(v)\} . \tag{1.6}
\end{equation*}
$$

The rest of the paper is organized as follows. In § 2, as motivation, we show how formula (1.6) was first (formally) derived in connection with numerical approximation schemes for Hamilton-Jacobi equations and for conservation laws. In § 3 we give the proofs of Theorem 1 and Corollary 2, which are quite different from the previous derivation, and rather simple, in that they make use only of Hopf's formulas (1.1), (1.2) and a comparison argument.
2. A derivation of (1.6) by means of Godunov's Hamiltonians. The purpose of this section is to motivate Corollary 2 and to explain its connection with approximation schemes for (H-J). The rigorous proofs will be given in § 3. We assume that the solutions of ( $\mathrm{H}-\mathrm{J}$ ) have the following properties:
(P1) The solution $\varphi(x, t)$ is a nondecreasing function of the initial data.
(P2) The partial derivatives $\varphi_{x_{i}}$ satisfy a maximum principle at points of continuity, i.e., for $i=1, \cdots, N$ :

$$
\min \left(u_{i}^{-}, u_{i}^{+}\right) \leqq \varphi_{x_{i}} \leqq \max \left(u_{i}^{-}, u_{i}^{+}\right) .
$$

(P3) The speed of propagation is finite.
(P4) If $\psi\left(x_{2}, \cdots, x_{N}, t\right)$ is a viscosity solution of

$$
\psi_{t}+H\left(v_{1}, \psi_{x_{2}}, \cdots, \psi_{x_{N}}\right)=0
$$

for a constant $v_{1}$ then

$$
\varphi(x, t)=v_{1} x_{1}+\psi\left(x_{2}, \cdots, x_{N}, t\right)
$$

is a viscosity solution to (H-J).

It is easy to see formally that the solution to the Cauchy problem (H-J)(IC), with initial data given by (1.4), satisfies

$$
\begin{equation*}
\varphi(x, t)=\operatorname{tg}\left(\frac{x}{t}\right)+A=\operatorname{tg}(\zeta)+A \tag{2.1}
\end{equation*}
$$

where $g$ satisfies:

$$
\begin{equation*}
g=\zeta \cdot D_{\zeta} g-H\left(D_{\zeta} g\right) \tag{2.2}
\end{equation*}
$$

whenever $D_{\zeta} g$ is continuous.
In (H-J), we let $\tau=t, y_{i}=x_{i}-\zeta_{i} t$ for $\zeta$ fixed. (H-J) becomes
$\left(\mathrm{H}-\mathrm{J}^{1}\right) \quad \varphi_{\tau}+H\left(D_{y} \varphi\right)-\zeta D_{y} \varphi=\varphi_{\tau}+H^{1}\left(D_{y} \varphi\right)=0 \quad\left(\right.$ defining $\left.H^{1}\left(D_{y} \varphi\right)\right)$
with the same initial data (1.4).
Thus, by (2.2), to evaluate $g(\zeta)$ we need only evaluate $-H^{1}\left(D_{y}(g(y))\right)$ at $y=0$ for any $t>0$. From (P2) above we know that $\left(D_{y} g\right)_{y=0}$ lies in $\Omega$ for $t>0$. Moreover, if we integrate $(\mathrm{H}-\mathrm{J})^{1}$ from $\tau=0$ to $\tau=\Delta t$ we have

$$
\begin{align*}
\varphi(0, \Delta t)= & A-\Delta t H^{1}\left(\left(D_{y} g\right)_{y=0}\right) \\
= & \varphi_{0}(0)-\Delta t \tilde{H}^{1}\left(D_{+}^{x_{1}} \varphi_{0}(0), D_{-}^{x_{1}} \varphi_{0}(0) ; D_{+}^{x_{2}} \varphi_{0}(0), D_{-}^{x_{2}} \varphi_{0}(0) ; \cdots\right.  \tag{2.3}\\
& \left.\cdots ; D_{+}^{x_{N}} \varphi_{0}(0), D_{-}^{x_{N}} \varphi_{0}(0)\right) .
\end{align*}
$$

Here

$$
\begin{equation*}
D_{ \pm \pm}^{x_{i}} \varphi_{0}(0)= \pm \frac{\left(\varphi_{0}\left( \pm h e_{i}\right)-\varphi_{0}(0)\right)}{h}=u_{i}^{ \pm} \tag{2.4}
\end{equation*}
$$

where $e_{i}=\{0,0, \cdots, 1,0, \cdots\}$, the $i$ th unit vector, and $\tilde{H}^{1}\left(u_{1}^{+}, u_{1}^{-} ; u_{2}^{+}, u_{2}^{-} ; \cdots\right.$; $u_{N}^{+}, u_{N}^{-}$) is determined by (2.3).

This formula can be interpreted as a numerical algorithm. Suppose we are given a grid

$$
x_{j_{i}}^{i}=j_{i} h, \quad i=1, \cdots, N ; \quad j_{i}=0, \pm 1, \cdots
$$

and values of a discrete function $\psi_{j}=\psi_{j_{1} j_{2} \cdots j_{N}}$. Then for each $j$, we construct the piecewise affine function which, in each of the $2^{N}$ orthants centered at $j$, interpolates $\psi_{j}$ and its $N$ nearest neighbors, $\psi_{j \pm e_{i}}$ for $i=1, \cdots, N$. From (P3), if
(CFL)

$$
\begin{equation*}
\frac{\Delta t}{h} \max _{\substack{v \in \Omega^{j} \\ i=1, \cdots, N}}\left|H_{u_{i}}^{1}\right| \leqq \frac{1}{N^{1 / 2}} \tag{2.5}
\end{equation*}
$$

where $\Omega^{(j)}$ is the same as $\Omega$ with each $u_{i}^{-}, u_{i}^{+}$replaced by $D_{-}^{x_{i}} \psi_{j}, D_{+}^{x_{i}} \psi_{j}$, then the solution to the initial value problem ( $\mathrm{H}-\mathrm{J}^{1}$ ) with the above affine initial data in the diamond centered at $j$ when evaluated at $x=x_{j}$ and $t=\Delta t$ is independent of the values of the initial data outside of this diamond.

Thus (2.3) (with $\varphi_{0}(0)$ replaced by $\psi_{j}^{n}$ and $\varphi(0, \Delta t)$ by $\psi_{j}^{n+1}$ ), gives us a monotone finite difference scheme approximating ( $\mathrm{H}-\mathrm{J}^{1}$ ) which is in differenced form with numerical Hamiltonian $\tilde{H}^{1}$. These concepts were introduced in [4]. The scheme is monotone, which means that the right side of (2.3) is an increasing function of all the $\varphi_{j \pm e_{i}}$, because of property ( P 1 ). The function $\tilde{H}^{1}$ is called Godunov's Hamiltonian by analogy with the definition of Godunov's scheme for conservation laws in one space dimension [8]. The scheme is consistent, which means

$$
\tilde{H}^{1}\left(u_{1}, u_{1} ; u_{2}, u_{2} ; \cdots ; u_{N}, u_{N}\right)=H^{1}\left(u_{1}, u_{2}, \cdots, u_{N}\right)
$$

Monotonicity implies that

$$
\tilde{H}^{1}\left(u_{1}^{+}, u_{1}^{-} ; u_{2}^{+}, u_{2}^{-} ; \cdots ; u_{N}^{+}, u_{N}^{-}\right)
$$

is a nonincreasing function of all the $u_{i}^{+}$and a nondecreasing function of all the $u_{i}$. In particular, for $N=1$, this means for any $v_{1} \in \Omega=\Omega_{1}$ :

$$
\begin{align*}
& \operatorname{sgn}\left(u_{1}^{+}-u_{1}^{-}\right)\left[\tilde{H}^{1}\left(u_{1}^{+}, u_{1}^{-}\right)-H^{1}\left(v_{1}\right)\right]= \operatorname{sgn}\left(u_{1}^{+}-v_{1}\right)\left[\tilde{H}^{1}\left(u_{1}^{+}, u_{1}^{-}\right)-\tilde{H}^{1}\left(v_{1}, u_{1}^{-}\right)\right] \\
&+\operatorname{sgn}\left(v_{1}-u_{1}^{-}\right)\left[\tilde{H}^{1}\left(v_{1}, u_{1}^{-}\right)-\tilde{H}^{1}\left(v_{1}, v_{1}\right)\right]  \tag{2.6}\\
& \leqq 0 .
\end{align*}
$$

But, by (P2), $\tilde{H}^{1}\left(u_{1}^{+}, u_{1}^{-}\right)=H^{1}\left(\tilde{u}_{1}\right)$ for some $\tilde{u}_{1}$ in $\Omega$. Thus we have

$$
\begin{equation*}
\tilde{H}^{1}\left(u_{1}^{+}, u_{1}^{-}\right)=\chi_{1} \min _{v_{1} \in \Omega_{1}} \chi_{1} H^{1}\left(v_{1}\right) . \tag{2.7}
\end{equation*}
$$

(This formula was obtained earlier in [14].) Now we proceed inductively. Suppose, for $N \leqq M-1$, we have

$$
\begin{align*}
& \max _{v_{j+1} \in \Omega_{j+1}} \cdots \max _{v_{N} \in \Omega_{N}} \min _{v_{1} \in \Omega_{1}} \cdots \min _{v_{j} \in \Omega_{j}} H^{1}\left(v_{1}, v_{2}, \cdots, v_{N}\right) \\
& \quad \leqq \tilde{H}^{1}\left(u_{1}^{+}, u_{1}^{-} ; u_{2}^{+}, u_{2}^{-} ; \cdots ; u_{N}^{+}, u_{N}^{-}\right)  \tag{2.8}\\
& \quad \leqq \min _{v_{1} \in \Omega_{1}} \cdots \min _{v_{j} \in \Omega_{j}} \max _{v_{j+1} \in \Omega_{j+1}} \cdots \max _{v_{N} \in \Omega_{N}} H^{1}\left(v_{1}, v_{2}, \cdots, v_{N}\right),
\end{align*}
$$

where

$$
\begin{array}{ll}
\chi_{i}=1, & i=1, \cdots, j, \\
\chi_{i}=-1, & i=j+1, \cdots, N .
\end{array}
$$

Next we have, $N=M$ and for any $v_{1} \in \Omega_{1}$ :

$$
\begin{equation*}
\chi_{1}\left[\tilde{H}^{1}\left(u_{1}^{+}, u_{1}^{-} ; u_{2}^{+}, u_{2}^{-} ; \cdots ; u_{M}^{+}, u_{M}^{-}\right)-\tilde{H}^{1}\left(v_{1}, v_{1} ; u_{2}^{+}, u_{2}^{-} ; \cdots ; u_{M}^{+}, u_{M}^{-}\right)\right] \leqq 0 \tag{2.9}
\end{equation*}
$$

using the same argument as in (2.6).
Now, for any fixed $v_{1}, \tilde{H}^{1}\left(v_{1}, v_{1} ; u_{2}^{+} u_{2}^{-}, \cdots ; u_{M}^{+}, u_{M}^{-}\right)$is Godunov's Hamiltonian when the initial data for ( $\mathbf{H}-\mathbf{J}^{1}$ ) has a constant $x_{1}$ derivative,

$$
\frac{\partial \varphi_{0}}{\partial x_{1}}(x) \equiv v_{1} .
$$

Then it follows from (P4) that

$$
g\left(\frac{x}{t}\right)=\frac{x_{1}}{t} v_{1}+\tilde{g}\left(\frac{x_{2}}{t}, \frac{x_{3}}{t}, \cdots, \frac{x_{M}}{t}\right)
$$

(where $\tilde{g}$ also depends on $v_{1}$ ).
By the induction hypothesis, this means we have

$$
\begin{align*}
\chi_{1} \tilde{H}^{1} & \left(u_{1}^{+}, u_{1}^{-} ; u_{2}^{+}, u_{2}^{-} ; \cdots ; u_{M}^{+}, u_{M}^{-}\right) \\
& \leqq \chi_{1} \tilde{H}^{1}\left(v_{1}, v_{1} ; u_{2}^{+}, u_{2}^{-} ; \cdots ; u_{M}^{+}, u_{M}^{-}\right) \\
& =-\chi_{1} \tilde{g}(0,0, \cdots, 0)  \tag{2.10}\\
& \leqq \chi_{1} \chi_{2} \min _{v_{2} \in \Omega_{2}} \chi_{2} \cdots \chi_{M} \min _{v_{M} \in \Omega_{M}} \chi_{M} H^{1}\left(v_{1}, v_{2} \cdots v_{M}\right) \\
& =\chi_{1} H^{1}\left(v_{1}, \tilde{v}_{2}, \cdots, \tilde{v}_{M}\right)
\end{align*}
$$

where the extrema is taken on at $\tilde{v}_{2}, \cdots, \tilde{v}_{M}$, which depends on $v_{1}$. The vector $\left(v_{1}, \tilde{v}_{2}, \cdots, \tilde{v}_{N}\right) \in \Omega_{1}$, where $v_{1} \in \Omega_{1}$ is arbitrary. We next take $\min _{v_{1}}$ of the expression in (2.10). If all the $\chi_{i} \equiv 1$ or all the $\chi_{i} \equiv-1$ we have equality by ( P 2 ). Otherwise, $\chi_{i} \equiv 1$, $1 \leqq i \leqq j, \chi_{i} \equiv-1, j+1 \leqq i \leqq M$, and we have the right-hand inequality in (2.8). Next we have, for any $v_{j+1} \in \Omega_{j+1}$, following the argument above:

$$
\begin{align*}
& \tilde{H}^{1}\left(u_{1}^{+}, u_{1}^{-} ; u_{2}^{+}, u_{2}^{-} ; \cdots ; u_{M}^{+}, u_{M}^{-}\right) \\
& \quad \geqq \tilde{H}^{1}\left(u_{1}^{+}, u_{1}^{-} ; \cdots ; v_{j+1} ; \cdots ; u_{M}^{+}, u_{M}^{-}\right) \\
& \quad \geqq \chi_{j+2} \min _{v_{j+2} \in \Omega_{j+2}} \chi_{j+2} \cdots \chi_{M} \min _{v_{M} \in \Omega_{M}} \chi_{M} \chi_{1} \min _{v_{1} \in \Omega_{1}} \chi_{1} \cdots \chi_{j}  \tag{2.11}\\
& \quad \quad \min _{v_{j} \in \Omega_{j}} \chi_{j} H^{1}\left(v_{1}, v_{2}, \cdots, v_{M}\right) .
\end{align*}
$$

We next take the $\max _{v_{j+1}}$ of the expression in (P4) which gives us the left-hand inequality in (2.8).

We have now obtained formula (2.8) for any $N$; using (2.1) and (2.2) gives us our intuitive derivation of (1.6).

Remark 2.1. We note that (2.8) validates the conjecture about Godunov's Hamiltonian in [15] when the inequalities in (2.10) and (2.11) become equalities. That paper also discusses the high-order accurate nonoscillatory numerical solution of ( $\mathrm{H}-\mathrm{J}$ ) in some detail. See also [16] for a further discussion of these issues.

Remark 2.2. If we take the space gradient of (H-J) and call $u_{1}=\varphi_{x_{1}}, u_{2}=\varphi_{x_{2}}$, etc., we arrive at the system of conservation laws

$$
\begin{equation*}
\left(u_{i}\right)_{t}+\frac{\partial}{\partial_{x_{i}}} H\left(u_{1}, \cdots, u_{N}\right)=0, \quad i=1, \cdots, N \tag{2.12}
\end{equation*}
$$

with initial data:

$$
u_{i}(x, 0)=\left\{\begin{array}{ll}
u_{i}^{+} & \text {if } x_{i}>0 \\
u_{i}^{-} & \text {if } x_{i}<0,
\end{array} \quad i=1, \cdots, N\right.
$$

Thus (1.6) gives us information about the solution to this special Riemann problem for a special system of conservation laws.

## 3. Proofs.

Proof of Theorem 1. Since $\varphi_{2}$ can be written as the Legendre transform of its Legendre transform

$$
\varphi_{2}\left(x_{B}\right)=\inf _{v_{B} \in \mathbb{R}^{N}}\left\{-x_{B} \cdot v_{B}-\varphi_{2}^{*}\left(v_{B}\right)\right\},
$$

we will first solve (H-J) with the initial data

$$
\begin{equation*}
\psi_{0}\left(v_{B}, x\right)=\varphi_{1}\left(x_{A}\right)-x_{B} \cdot v_{B}-\varphi_{2}^{*}\left(v_{B}\right), \tag{3.1}
\end{equation*}
$$

and then take the infimum as $v_{B}$ varies in $\mathbb{R}^{N-j}$. Since the initial data $\psi_{0}$ are convex in $x$ for each choice of $v_{B}$, we can write Hopf's formula for the solution $\psi\left(v_{B}, x, t\right)$ of (H-J) plus

$$
\psi\left(v_{B}, x, 0\right)=\psi_{0}\left(v_{B}, x\right) \quad \text { for all } x \in \mathbb{R}^{N}
$$

To do this we compute the Legendre transform with respect to $x$ of $\psi_{0}$ :

$$
\begin{aligned}
\psi_{0}^{*}\left(v_{B}, y\right) & =\sup _{x \in \mathbb{R}^{N}}\left\{x_{A} \cdot y_{A}+x_{B} \cdot\left(y_{B}+v_{B}\right)-\varphi_{1}\left(x_{A}\right)+\varphi_{2}^{*}\left(v_{B}\right)\right\} \\
& = \begin{cases}+\infty & \text { if } y_{B} \neq-v_{B}, \\
\varphi_{1}^{*}\left(y_{A}\right)+\varphi_{2}^{*}\left(v_{B}\right) & \text { if } y_{B}=-v_{B},\end{cases}
\end{aligned}
$$

and then apply (1.1) to get

$$
\begin{aligned}
\psi\left(v_{B}, x, t\right) & =\sup _{y_{A} \in \mathbb{R}^{j}}\left\{x_{A} \cdot y_{A}-x_{B} \cdot v_{B}-\varphi_{1}^{*}\left(y_{A}\right)-\varphi_{2}^{*}\left(v_{B}\right)-t H\left(y_{A},-v_{B}\right)\right\} \\
& =\sup _{v_{A} \in \mathbb{R}^{j}} G(-v, x, t) .
\end{aligned}
$$

Since $\psi\left(v_{B}, \cdot, \cdot\right) \in U C_{x}\left(\mathbb{R}^{N} \times[0, T]\right)$ for all $v_{B}$ and $\psi\left(v_{B}, x, 0\right) \geqq \varphi(x, 0)$, a standard comparison theorem for unbounded viscosity solutions [10], [5] gives

$$
\psi\left(v_{B}, x, t\right) \geqq \varphi(x, t) \quad \text { for all }(x, t) \in \mathbb{R}^{N} \times[0, T], \quad v_{B} \in \mathbb{R}^{N-j}
$$

Then

$$
\inf _{v_{B} \in \mathbb{R}^{N-j}} \sup _{v_{A} \in \mathbb{R}^{j}} G(v, x, t)=\inf _{v_{B} \in \mathbb{R}^{N-j}} \psi\left(v_{B}, x, t\right) \geqq \varphi(x, t)
$$

which is the second inequality in (1.3).
The first inequality is proved in a similar way. We apply Hopf's formula (1.2) to compute the solution $\psi\left(v_{A}, x, t\right)$ of (H-J) with the concave initial condition

$$
\psi\left(v_{A}, x, 0\right)=\varphi_{2}\left(x_{B}\right)+x_{A} \cdot v_{A}-\varphi_{1}^{*}\left(v_{A}\right) \leqq \varphi(x, 0) .
$$

Since

$$
\psi^{*}\left(v_{A}, y, 0\right)= \begin{cases}-\infty & \text { if } y_{A} \neq-v_{A} \\ \varphi_{1}^{*}\left(v_{A}\right)+\varphi_{2}^{*}\left(y_{B}\right) & \text { if } y_{A}=-v_{B}\end{cases}
$$

we get

$$
\psi\left(v_{A}, x, t\right)=\inf _{v_{B} \in \mathbb{R}^{N-j}} G(v, x, t)
$$

and, as before, we conclude by means of a comparison theorem.
Remark 3.1. The first and the third member of (1.3) coincide with $\varphi$ at $t=0$, but in general it is not clear whether they are continuous. However, they are anyway respectively a subsolution and a supersolution of (H-J) in the generalized viscosity sense of Ishii [11]. This follows from Proposition 2.4 in [11], because they are, respectively, a supremum and an infimum of solutions of (H-J).

Proof of Corollary 2. We set

$$
\varphi_{1}\left(x_{A}\right)=A+x_{A} \cdot u\left(x_{A}\right), \quad \varphi_{2}\left(x_{B}\right)=x_{B} \cdot u\left(x_{B}\right),
$$

and compute the Legendre transforms

$$
\begin{aligned}
\varphi_{1}^{*}\left(v_{A}\right) & =-A+\sup _{x_{A} \in \mathbb{R}^{j}} x_{A} \cdot\left(v_{A}-u\left(x_{A}\right)\right) \\
& =\left\{\begin{array}{lll}
+\infty & \text { if } v_{i}>u_{i}^{+} \text {or } v_{i}<u_{i}^{-} & \text {for some } 1 \leqq i \leqq j, \\
-A & \text { if } u_{i}^{-} \leqq v_{i} \leqq u_{i}^{+} & \text {for all } i=1, \cdots, j
\end{array}\right. \\
& =\left\{\begin{array}{lll}
+\infty & \text { if } v_{A} \notin \Omega_{A}, \\
-A & \text { if } v_{A} \in \Omega_{A} ;
\end{array}\right. \\
\varphi_{2}^{*}\left(-v_{B}\right) & =\left\{\begin{array}{lll}
-\infty & \text { if } v_{B} \notin \Omega_{B}, \\
0 & \text { if } v_{B} \in \Omega_{B} ;
\end{array}\right.
\end{aligned}
$$

which substituted in (1.3) give immediately (1.6).
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# THE ANALYSIS OF A MODEL FOR WAVE MOTION IN A LIQUID SEMICONDUCTOR: BOUNDARY INTERACTION AND VARIABLE CONDUCTIVITY* 

WILLIAM V. SMITH


#### Abstract

The theory of conducting fluids in relative motion with small conductivity is studied with a model including the Maxwell displacement current. The model is linearized, and the interaction of waves with a plane boundary in three space is studied for two orientations of the external magnetic field. It is found that two families of boundary conditions preserve energy in one orientation (external field orthogonal to the boundary), while in the other (external field parallel to the boundary) only one condition exists which preserves energy. It is shown that generalized Fourier transforms exist, generated from the generalized eigenfunction expansions. Further, it is shown that surface waves are not supported by this model, indicating that their presence is unstable when relative motion of the fluid is allowed (surface waves exist in the still fluid case). Finally, the problem of variable conductivity (decaying to zero at infinity) is studied and steady-state and time dependent solutions are shown to exist for certain force terms.
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1. Introduction. The theoretical modeling of problems in "magnetofluiddynamics" is a rich source of interesting and unusual systems of partial differential equations and corresponding wave motions [LL]. The problem we consider here involves waves of finite energy in a fluid-like conducting medium which we assume to be a relatively dense poor conductor, and we treat the Maxwell displacement current as significant. The model (like most in this area) can be said to be "physical" only in a certain range of the parameters. For example, in the model studied here, frequency must be relatively high but not high enough to require a particle treatment. (It may also be assumed that permitivity is high relative to free space.) The problem we study here is also of physical interest in a true gas where the constitutive equations (see (1.2)) are much simpler, but we want to examine the fluid case first as, perhaps, a kind of transition state (the theory of liquid semiconductors is still in a rather primitive state with few settled issues [C]). The conductivity appears in only one of the model equations explicitly (see (1.17)). Our model, at apparent zero conductivity, does not reduce (formally) to the uncoupled Maxwell equatoins and fluid motion equations. This is because the (finite) conductivity is implicitly present in the equations containing $E^{\prime}$. Mixed frame equations of this type are useful in studying dissipative nonlinear processes since they remove terms which are second order in time. It is this fact that makes the model useful to consider for the undamped behavior of small amplitude waves in a rather dense poor conductor, as this effect makes it possible to study the essentially dissipative problem (1.17) as the bounded perturbation of a symmetric problem. Hence the solutions of (1.17) will be like those of its associated symmetric problem modulo an exponentially decreasing (with time) factor. Elsewhere [S1], [S2], we have already studied the MHD fluid case (perfect conductor), and we refer the reader there for a more detailed

[^26]exposition at various points of our treatment here. We note that while this introductory section is mathematically informal (but rather typical of the theoretical treatments of the subject) the following sections are completely rigorous in nature and are founded securely on functional analysis and in particular the Hilbert space theory of differential equations. However, at the end of this section we shall give a brief summary of the results contained in this paper, a comparison to related problems and some comments about the computational difficulties in discussing the differential equations.

The derivation of the problem considered here is founded on Maxwell's equations. The properties of the medium are assumed to be enough like those of a fluid that the continuum approach is reasonably close to reality. We will assume that all fluid velocities are nonrelativistic, and that acceleration is small in magnitude (compared to the velocity of light). In order to illustrate the differences between our model and the classical case of a perfect conductor, we will indicate the contrasting assumptions that lead to these two models in their respective derivations.

The Maxwell equations in RMKS units are

$$
\begin{gather*}
\nabla \circ D=\rho_{e}, \quad \nabla \circ B=0, \\
\nabla \times E=-\frac{\partial B}{\partial t}, \quad \nabla \times H=J+\frac{\partial D}{\partial t}, \tag{1.1}
\end{gather*}
$$

which hold in any frame of reference, either the rest frame (with respect to the fluid) or the laboratory frame. The constitutive equations must be used and these are (in the laboratory frame):

$$
\begin{align*}
& D=\varepsilon_{0} E+\varepsilon_{0} V \times B-\frac{1}{c^{2}} V \times H  \tag{1.2}\\
& B=\mu_{0} H-\mu_{0} V \times D+\frac{1}{c^{2}} V \times E
\end{align*}
$$

Here as usual, $\varepsilon_{0}$ is the electric permitivity (for free space), $\mu_{0}$ the magnetic permeability, $E$ the electric field, $H$ the magnetic field, $B$ the magnetic flux, and $D$ the electric flux. We assume a linear isotropic medium so that $\mu_{0}$ and $\varepsilon_{0}$ are scalar constants (this can be modified somewhat-see $\S \S 4$ and 5). $c$ is the speed of light. $V$ is the fluid velocity. We now assume the electric fields to be of order $V \times B$, that is, of the order of magnitude of the induced effects. In other words, the induced magnetic field is much smaller than the externally applied magnetic field. From this it is easily shown that the magnetic induction is the same in all reference frames. Of course, because $B$ is the same in all frames of reference does not mean the same is true for $H$, but we will see that this is the case under our assumptions on $V$ and the electric field. Let us write $H^{\prime}$ for the rest frame field and $H$ the laboratory frame. By our Newtonian assumption and the Lorentz transformation,

$$
\begin{equation*}
H^{\prime}=H-V \times\left(\varepsilon(E+V \times B)-1 / c^{2}(V \times H)\right), \tag{1.3}
\end{equation*}
$$

so that $H=H^{\prime}$ is valid if the magnitude of $\nabla_{\varepsilon} \mu$ is $\ll 1\left(\varepsilon \mu=1 / c^{2}\right)$, or in other words, $E$ is approximated by $V \times B$ (here we have used $B=\mu H$ ). For $E^{\prime}$ we have

$$
\begin{equation*}
E^{\prime}=E+V \times B . \tag{1.4}
\end{equation*}
$$

$E^{\prime}$ must always be considered, since to get $H^{\prime}=H$ as noted, $E$ and $V \times B$ must have the same order of magnitude. We now assume that the period of variation of the fields is large compared to the mean free time of the conduction electrons and that the

Larmor frequency is small compared with the mean free time of the conduction electrons. (In rarefied gases this may break down). This allows the assumption of a constant conductivity $\sigma$ [LL] (see § 5 below). (We will also assume it is a scalar quantity to begin with-see the remarks on $\rho_{e}$ below.)

In the MHD approximation, the displacement current $\partial D / \partial t$ would be neglected compared to $J$, at least when $\sigma$ is significant. (In a dielectric $J$ is virtually zero.) Here we assume that the displacement current is not trivial (in a true metal, for example, the displacement current is essentially meaningless, except at frequencies where the other hypotheses we use begin to break down). In Ohm's law, $\rho_{e}$ (the space charge) may usually be neglected in a liquid (it must be retained in some gases-we ignore this); hence we have

$$
\begin{equation*}
J=\sigma E^{\prime}+\rho_{e} V=\sigma(E+V \times B)+\left(V \circ J / c^{2}\right) V . \tag{1.5}
\end{equation*}
$$

The second term is small compared to the first (the coefficient of $V$ in the second term being $\rho_{e}$ ). Thus we take

$$
J=\sigma(E+V \times B) .
$$

Now the Maxwell equations become (note that $\rho_{e}$ is not present now)

$$
\begin{align*}
& -\nabla \times E^{\prime}+\nabla \times(V \times B)=\frac{\partial B}{\partial t}, \\
& \nabla \times H=\sigma E^{\prime}+\frac{\partial D}{\partial t},  \tag{1.6}\\
& \nabla \circ J=0, \\
& \nabla \circ B=0,
\end{align*}
$$

Ohm's law:

$$
J=\sigma(E+V \times B) .
$$

The fluid equations are

$$
\begin{equation*}
\frac{\partial p}{\partial t}+\nabla \circ(\rho V)=0 \quad \text { (continuity) } \tag{1.7}
\end{equation*}
$$

$$
\begin{equation*}
\rho\left(\frac{\partial V}{\partial t}+\nabla\left(\frac{V \circ V}{2}\right)-V \times(\nabla \times V)\right)=-\nabla P-\rho \nabla \psi+\nabla \circ \tau^{\prime}+J \times B+\Sigma \quad \text { (motion), } \tag{1.8}
\end{equation*}
$$

with the other terms on the right of the motion equation ( $\Sigma$ ) depending on the displacement current if it is considered in a fluid-in a gas $\Sigma$ is zero (see below). Here $\psi$ is the gravitational potential and $\tau^{\prime}$ is the shear part of the mechanical stress tensor $\tau$. From the Maxwell equations,

$$
\begin{equation*}
J \times B=\left(\sigma E^{\prime} \times B\right)=-\sigma B \times E^{\prime} \tag{1.9}
\end{equation*}
$$

(in the perfect conductor case, we would use the Maxwell equation to get $J$ here-see below (1.12)) and so the motion equation becomes

$$
\begin{gather*}
\rho\left(\frac{\partial V}{\partial t}+(V \circ \nabla) V\right)=-\nabla P-\rho \nabla \psi+\nabla \circ \tau^{\prime}-\sigma B \times E^{\prime},  \tag{1.10}\\
\rho\left(\frac{\partial V}{\partial t}+(V \circ \nabla) V\right)=-\nabla P-\rho \nabla \psi+\nabla \circ \tau^{\prime}-\mu H \times(\nabla \times H) \tag{1.11}
\end{gather*}
$$

and replacing $\tau^{\prime}$ by its value in terms of velocity and viscosity,

$$
\begin{equation*}
\rho\left(\frac{\partial V}{\partial t}+(V \circ \nabla) V\right)=-\nabla P-\rho \nabla \psi+\rho \nu \nabla^{2} H+\left(\zeta+\frac{1}{3} \rho \nu\right) \nabla(\nabla \circ V)+\mu(\nabla \times H) \times H, \tag{1.12}
\end{equation*}
$$

where the second and third equations are the perfect conductor case ( $\partial D / \partial t=0$ and so $J=\nabla \times H)$. We write this down because it turns out that (1.10) is correct for the case of a gas only, while (1.12) is correct for a fluid because it includes the complete body force (see (1.16) below). Here we have used $P$ for pressure; $\nu$ and $\zeta$ are, respectively, the first and second coefficients of viscosity.

In many problems it is useful to make the assumption of infinite conductivity in order to obtain qualitative information about physical situations, since this assumption generally allows a much simpler mathematical formulation. An important application of the concept of infinite conductivity is in high temperature plasma studies, such as those associated with fusion devices. In interstellar matter, the decay of the magnetic fields is so slow that infinite conductivity gives a good approximation. In such cases (where infinite conductivity is assumed) the results differ from physical reality by a damping term. When the displacement current is neglected, we can combine the two curl Maxwell equations using Ohm's law and the divergence equation for $B$ to obtain

$$
\begin{equation*}
\frac{\partial B}{\partial t}=\eta \nabla^{2} B+\nabla \times(V \times B), \tag{1.13}
\end{equation*}
$$

the so-called magnetic transport equation. Here $\eta=(1 / \sigma \mu)$ and is called the magnetic diffusivity by obvious analogy. For $\sigma=\infty$ we have, formally, that B becomes "frozen into" the fluid (the transport term vanishes). The neglect of gravitational force and viscosity together with the appropriate equation of state yields the well-known equations of magnetohydrodynamics:

$$
\begin{align*}
& \frac{\partial B}{\partial t}=\nabla \times(V \times B), \\
& \rho \frac{D V}{D t}=-a^{2} \nabla \rho+\mu(\nabla \times H) \times H,  \tag{1.14}\\
& \frac{D \rho}{D t}=0, \\
& \nabla \circ B=0,
\end{align*}
$$

where we have used the convective derivative notation in the second and third equations. $a$ is the sound speed from the equation of state.

Equations (1.14) are mentioned only for comparison's sake since the case of interest here is when $\sigma$ is relatively small. So, supposing that the displacement current is significant compared to the conduction current, and if we note the equation for $D$ given above, that is,

$$
D=\varepsilon_{0} E^{\prime}-\frac{1}{c^{2}} V \times H
$$

then we have

$$
\begin{equation*}
\varepsilon_{0} \frac{\partial E^{\prime}}{\partial t}=\nabla \times H-\sigma E^{\prime}+\frac{1}{c^{2}} \frac{\partial V \times H}{\partial t} . \tag{1.15}
\end{equation*}
$$

The essential assumptions made so far are that $V$ is relatively small, external forces (gravity) may be neglected, and dissipation from viscous effects is small. Now, using (1.15), and the constitutive expression for $D$ (there is some question as to the proper form for the body force here but we take the one implied by the Abraham tensor [LL])
and considering the motion equation with the body force term, assuming no steady $D$ field, and neglecting space charge effects, we have for the body force density (last terms in the motion equation)

$$
\begin{equation*}
J \times B+\frac{\partial}{\partial t}(D \times B)-\frac{1}{c^{2}} \frac{\partial}{\partial t}(E \times H)=J \times B+\Sigma . \tag{1.16}
\end{equation*}
$$

Now if the permitivity $\varepsilon$ of the medium is comparable to frequency over conductivity (in sea water for example, at frequencies above about 200 megacycles), (or else $\varepsilon \gg \varepsilon_{0}$ ), we may neglect the last term on the left side of (1.16) compared to the others. If the magnitude of acceleration is small compared to $c$ we can neglect the last term in (1.15) and so finally obtain

$$
\begin{align*}
& \varepsilon_{0} \frac{\partial E^{\prime}}{\partial t}=\nabla \times H-\sigma E^{\prime}, \\
& \frac{\partial B}{\partial t}=\nabla \times(V \times B)-\nabla \times E^{\prime}, \\
& \rho \frac{D V}{D t}=-a^{2} \nabla \rho+(\nabla \times B) \times \mu^{-1} B,  \tag{1.17}\\
& \frac{D \rho}{D t}=0, \\
& \nabla \circ B=0, \quad \nabla \circ J=0 .
\end{align*}
$$

The reader will notice that formally, (1.17) reduces to (1.1) when $V=0$ or to (1.14) when $\sigma=\infty$.

Introducing small disturbances about a steady-state condition and neglecting the second-order terms, we finally arrive at a form to observe in terms of wave motion (see (2.1)). It is well known that in the MHD approximation (1.14) ( $\eta=0$, or $\sigma=\infty$ ) there exist essentially three modes of propagation, namely, Alfven waves, and the slow and fast magnetosonic waves [LL], [A], [K], etc. The Alfven waves do not involve acoustic effects but are simply disturbances in the velocity and magnetic fields. As we will see below, the "Alfven waves" in (1.17) degenerate in the sense that they appear as disturbances which are like sound waves (the external field is not "frozen into" the medium) but move more rapidly in the direction of the external field.

It has often been stated that surface wave phenomena are important in the physics of conducting fluids. But as noted in [A], for example, and shown rigorously in [S2], (1.14) does not support surface waves. The displacement current term is needed to generate surface wave phenomena but as we will see, the presence of surface waves is unstable: Whether conductivity is high (MHD case) or low (the case studied here) surface waves do not exist when the fluid is in motion. We may say that such surface disturbances are convected away by the fluid. At zero velocity however, a type I boundary for orthogonal external fields or the boundary for horizontal external field both support surface waves. These matters are fully explained below.

As to boundary conditions that are appropriate for the system (1.17), these may be derived from the boundary conditions for Maxwell fields plus the appropriate conditions on the fluid equations. We remark here that the boundary conditions discovered in [Sc1] are related to those derived here in the case where the external magnetic field is parallel to the boundary. This might be expected since the derivation of (1.17) is based on the Maxwell equations. In fact, the boundary conditions in this case are (taking account of the larger number of variables) the so-called "strange"
boundary conditions of [Sc1]. It is perhaps then of some surprise that no surface waves exist in this configuration. This is the instability just mentioned.

In terms of the confinement of fusion plasmas, a number of simple conditions have been studied. No matter the shape of the confinement device for a conducting fluid the boundary problem may frequently be reduced to the consideration of a half-space [J]. That is, the problem may be studied as though the medium occupies a volume with a plane boundary, at least locally.

The boundary conditions for (1.17) with $\sigma=0$ in a half-space, which are energy conserving, are particularly useful in the study of the dissipative problem $\sigma>0$. These are derived in the next section.

We have said that one of the main (negative?) results we prove is the absence of surface waves for this model. Another is the absence of steady-state motion for low frequencies. This is proved even for the anisotropic case (see §5). The reader may consult [S3] and [S4] for a treatment of general systems of the type considered here.

The results given below require very complex computations involving large symbolic matrices and polynomials in several variables. Nearly all of these were carried out using a combination of certain observations about the structure of the matrices involved and certain computer-based symbolic algebra routines constructed by the author as well as those standard packages available from commercial vendors, most computations being done in MAPLE and MACSYMA and a few in MATHEMATICA. A frontal attack on the problems leads nowhere, however, and considerable pattern recognition/reduction is required on the human side. Such techniques are nearly always very specific to the problem and are of an ad hoc nature. Once required objects were derived, checking was done by essentially the same methods, i.e., a combination of human observation and machine interaction. There are several methods of computing the large eigenprojector matrices used here. But they are based on the following facts.

Suppose $A(p)$ is a real symmetric matrix depending on the parameter $(\mathrm{s}) p \neq 0$. The spectrum of $A(p)$ is real for all $p . A(p)$ is assumed to have the property that all its entries are linear combinations of the parameter(s) $p$. The positive and negative eigenvalues of $A(p)$ are equal in number and as continuous functions of $p$ may be enumerated as an ordered list (counting possible multiplicities) as

$$
\lambda_{k}(p) \geqq \lambda_{k-1}(p) \geqq \cdots \geqq 0\left(=\lambda_{0}(p)\right) \geqq \lambda_{-1}(p) \geqq \cdots \geqq \lambda_{-k}(p) .
$$

The $\lambda_{j}(p)$ have the two properties
(1) $\quad \lambda_{j}(\alpha p)=\alpha \lambda_{j}(p)$ for all $\alpha>0$,
(2) $\quad \lambda_{j}(-p)=-\lambda_{-j}(p)$.

The $\lambda_{j}(p)$ are roots of the minimal polynomial for $A(p)$ which has the form

$$
S=\lambda^{\pi(r(p))}\left\{\lambda^{2 \alpha(p)}+S_{1}(p) \lambda^{2 \alpha(p)-1}+\cdots+S_{2 \alpha(p)}(p)\right\} .
$$

In case $A(p)$ has constant rank, $r(p)$ (=dimension of $A$ minus the rank of $A$ ) and $\alpha(p)$ are constant. ( $\pi(p)=0$ or 1 depending on whether $A$ is of full rank or not.) We need only deal with the constant rank case in our problem. $D(p)$, the discriminate of $S$ in $\lambda$ is a homogeneous polynomial and hence the set $\beta=\{p \mid D=0\}$ is an algebraic cone (in $n$ space for some $n$ ). $\beta$ is the locus of points $p$ where one or more of the functions $\lambda_{j}(p)$ coincide (and is a set of Lebesgue measure zero). $\lambda_{j}(p)$ is an analytic function of $p$ on $R^{n}-\beta$. The orthogonal projection of $C^{m}$ ( $A$ is $m \times m$ and $m$ is related to $k$ in the obvious way) onto the eigenspace for $\lambda_{j}(p)$ is given by

$$
P_{j}(p)=-\frac{1}{2} \pi i \int_{\gamma_{j}(p)}(A(p)-z)^{-1} d z, \quad p \in R^{n}-\beta
$$

where $\gamma_{j}(p)=\left\{z| | z-\lambda_{j}(p) \mid=\rho_{j}(p)\right\}$ and the $\rho_{j}(p)$ are chosen so small that the $\gamma_{j}(p)$
do not intersect. The $P_{j}(p)$ have the properties $(p \neq 0)$
(1) $\quad P_{j}(p)$ is analytic on $R^{n}-\beta$,
(2) $\quad P_{j}(p)=P_{j}(\alpha p)$ for all $\alpha>0$ and $p \in R^{n}-\beta$, $P_{j}(-p)=P_{-j}(p)$ for $p \in R^{n}-\beta$, $\sum_{j} P_{j}(p)=I$ (the identity matrix),
(5) $\quad A(p) P_{j}(p)=\lambda_{j}(p) P_{j}(p)$.

Each of these facts plays a role in the actual computation of the matrices $P_{j}(p)$ the results of which are given in $\S 3$ below for a certain $A(p)$ defined by the system of partial differential equations studied here. The path integral for $P_{j}(p)$ may be computed in a number of ways in a given example; the Cauchy integral theorem is an obvious method of attack. Many of the wave propagation problems of classical physics present with symbols $(A(p))$ of a particularly simple and useful form (the nonzero entries are contained in two nonintersecting submatrices each being the transpose of the other) [Sc1] but the problem we consider here is one of the interesting exceptions to that rule. Hence the computations are more difficult and resolution of the problem requires more basic methods, particularly since we need to extend one of the real parameters $p$ into the complex plane.
2. Boundary conditions. The energy-preserving boundary conditions for the case of a perfect conductor (1.14), $\sigma=\infty$, were characterized in [S1] (see also [S2] and [S5]). The computations are somewhat more complex for the case of (1.17), and since they are carried out in essentially the same manner as in [S1], we will not give the complete details. We will nevertheless construct a complete set of boundary conditions. The divergence equations in (1.17) are contained in the other equations and so will not be needed here. It may be expected that $E$ is divergence free as well. In fact, by the Lorentz transformation of $E$, the divergence of $E^{\prime}$ will be related to the divergence of $V$ (the reader will recall that the space charge was neglected in the derivation of (1.17)). This requires that $\nabla \circ\left(E^{\prime}-V \times B\right)=0$. We will discuss this further below (see (4.18), (4.19)).

Since there is a boundary to consider, the direction of the external magnetic field may not be trivialized by the choice of a convenient coordinate system. The complications arising by treatment of general magnitude and direction of the external field require a great deal of space; we will treat two special cases, namely, external fields which are either parallel or orthogonal to the boundary plane. Oblique fields may be considered at a later time, provided a way can be discovered to sufficiently compress the expressions in a meaningful way.

The linearized version of (1.17) is

$$
\begin{align*}
& \frac{\partial B}{\partial t}=\nabla \times\left(V \times B_{0}\right)-\nabla \times E^{\prime}, \\
& \varepsilon_{0} \frac{\partial E^{\prime}}{\partial t}=\nabla \times H-\sigma E^{\prime}, \\
& \rho_{0} \frac{\partial V}{\partial t}=-a^{2} \nabla \rho+(\nabla \times B) \times \mu^{-1} B_{0},  \tag{2.1}\\
& \frac{\partial \rho}{\partial t}=-\rho_{0} \nabla \circ V .
\end{align*}
$$

Here, $\rho_{0}$ is the equilibrium density, $B_{0}=\left(h_{1}, h_{2}, h_{3}\right)$ is the external magnetic field, $a$ is the equilibrium speed of sound, $\mu$ is the magnetic permeability, $B$ is the internal magnetic field, V is the velocity field, and $\rho$ is the density. If we choose units in which $c \mu^{2} \approx \sqrt{\varepsilon_{0}} / a^{3}$ and $h_{i} \approx \sqrt{\varepsilon_{0}} / \sqrt{\mu \rho_{0}}$ numerically, (these may be nonstandard units for
these quantities) then a change of variables in (2.1) allows us to take $\rho_{0}, \varepsilon_{0}, a$, and $\mu$ as unity, and $h_{3}$ or $h_{2}=1$ depending on which external field we consider. We will assume this to be the case from now on except where it is necessary to record the location of the external field components. $\sigma$ has a somewhat different expression, but this is unimportant for our purposes and we still refer to it with the same notation.

We may then write (2.1) in matrix form (we have rearranged the order of the equations in (2.1) as indicated by the definition of $u$ below) as

$$
\begin{align*}
& -i \frac{\partial u}{\partial t}=-i \sum_{j=1}^{3} A_{j} \frac{\partial u}{\partial x_{j}}+i K u, \\
& K=\operatorname{diag}(0,0,0,0,0,0,0, \sigma, \sigma, \sigma),  \tag{2.2}\\
& u=(V, B, \rho, E)^{t} .
\end{align*}
$$

The superscipt $t$ in (2.2) means transpose and $i=\sqrt{-1}$ (this is added for later convenience), "diag" means the square diagonal matrix with entries as shown and the $A_{j}$ are given by

$$
\begin{align*}
& A_{1}=\left[\begin{array}{cccccrrrrr}
0 & 0 & 0 & 0 & -h_{2} & -h_{3} & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & h_{1} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & h_{1} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-h_{2} & h_{1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
-h_{3} & 0 & h_{1} & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0
\end{array}\right],  \tag{2.3}\\
& A_{2}=\left[\begin{array}{cccrrrrrr}
0 & 0 & 0 & h_{2} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -h_{1} & 0 & -h_{3} & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & h_{2} & 0 & 0 & 0 \\
0 \\
h_{2} & -h_{1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -h_{3} & h_{2} & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 \\
0 & 0 & 0 & h_{3} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & h_{3} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -h_{1} & -h_{2} & 0 & -1 & 0 & 0 \\
h_{3} & 0 & -h_{1} & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & h_{3} & -h_{2} & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0
\end{array}\right], \tag{2.4}
\end{align*}
$$

We write $D_{j}$ for $-i \partial / \partial x_{j}$ and $D=\left(D_{1}, D_{2}, D_{3}\right)$. For the right-hand side of (2.2) (taking $K=0$ ), we write $A(D)$. As we noted above, we will consider the case of a half-space where the vector $B_{0}$ is given by either $\left(0,0, h_{3}\right)$ or ( $0, h_{2}, 0$ ). When it is necessary to distinguish between these two cases, we will do so by using a superscript as $A^{3}(D)$ and $A^{2}(D)$. By $n$, we mean the inward unit normal vector to $\partial G$ ( $=$ boundary of $G$ ), where $G$ is some domain in $\mathbb{R}^{3}$. From here on, $G=\mathbb{R}_{+}^{3}=\left\{x \mid x=\left(x_{1}, x_{2}, x_{3}\right), x_{3}>0\right\}$.

Definition 2.1 [LP]. A subspace $\mathscr{S}(n)$ of $\mathbb{R}^{10}$ is a maximal conservative boundary space for $A(D)$ in $G$ if and only if $\zeta \circ A(n) \zeta=0$ for all $\zeta$ in $\mathscr{S}(x)$ and $\mathscr{S}(x)$ is maximal with respect to this property.

To proceed further, it is necessary to consider the eigenvalues of the symbol of $A(D)$. These are the solutions to the equation $\operatorname{det}(A(p)-\lambda I)=0$, where $p=$ $\left(p_{1}, p_{2}, p_{3}\right) \in \mathbb{R}^{3} \backslash\{0\}$ (the plane wave speeds). They are given by (for $A^{3}$ ):

$$
\begin{align*}
& { }_{3} \lambda_{0}(p)=0 \quad(\text { multiplicity } 4), \\
& { }_{3} \lambda_{ \pm 1}(p)= \pm\left(2 p_{3}^{2}+|n|^{2}\right)^{1 / 2} \quad(\text { each with multiplicity } 1), \\
& { }_{3} \lambda_{ \pm 2}(p)=\frac{ \pm\left(-\left(p_{3}^{2}\left(p_{3}^{2}+6|n|^{2}\right)+5|n|^{4}\right)^{1 / 2}+3\left(p_{3}^{2}+|n|^{2}\right)\right)^{1 / 2}}{\sqrt{2}},  \tag{2.6}\\
& { }_{3} \lambda_{ \pm 3}(p)=\frac{ \pm\left(\left(p_{3}^{2}\left(p_{3}^{2}+6|n|^{2}\right)+5|n|^{4}\right)^{1 / 2}+3\left(p_{3}^{2}+|n|^{2}\right)\right)^{1 / 2}}{\sqrt{2}}
\end{align*}
$$

(each with multiplicity 1 for almost all $p$ ). Here we have used the notation $|n|=$ $\left(p_{1}^{2}+p_{2}^{2}\right)^{1 / 2}$ and in (2.7), $\left|n_{1}\right|=\left(p_{1}^{2}+p_{3}^{2}\right)^{1 / 2}$. For $A^{2}$,

$$
\begin{align*}
& { }_{2} \lambda_{0}(p)=0 \quad(\text { multiplicity 4), } \\
& { }_{2} \lambda_{ \pm 1}(p)= \pm\left(\left|n_{1}\right|^{2}+2 p_{2}^{2}\right)^{1 / 2}, \tag{2.7}
\end{align*}
$$

and similarly for the rest, exchanging $p_{2}$ and $p_{3}, n$ and $n_{1}$ in (2.6). For future reference, we record the following: (cf. (3.24) and also (3.33))

$$
\begin{align*}
& \frac{\partial_{3} \lambda_{ \pm 1}}{\partial \tau}=\frac{2 \tau}{{ }_{3} \lambda_{ \pm 1}}, \\
& \frac{\partial_{3} \lambda_{ \pm 2}}{\partial \tau}=\frac{-1}{2_{3} \lambda_{ \pm 2}}\left(\frac{\left.2 \tau\left(\tau^{2}+6|n|^{2}\right)+2 \tau^{3}\right)}{\left.\tau^{2}\left(\tau^{2}+6|n|^{2}\right)+5|n|^{4}\right)^{1 / 2}}+3 \tau\right),  \tag{2.6a}\\
& \frac{\partial_{3} \lambda_{ \pm 3}}{\partial \tau}=\frac{1}{2_{3} \lambda_{ \pm 3}}\left(\frac{\left.2 \tau\left(\tau^{2}+6|n|^{2}\right)+2 \tau^{3}\right)}{\left.\tau^{2}\left(\tau^{2}+6|n|^{2}\right)+5|n|^{4}\right)^{1 / 2}}+3 \tau\right)
\end{align*}
$$

with the expressions for ${ }_{2} \lambda_{ \pm j}$ obtained in a similar fashion. The multiplicity of the second and third eigenvalues in (2.6) may change for $p$ of certain direction and magnitude ( $p=(0,0, \pm 1)$ ). This is important for the application of Lemma 2.2 below. We will refer to ${ }_{i} \lambda_{ \pm 1}(2.6),(2.7)$ as the quasi-Alfven wave speeds since the constant speed surfaces of these waves have the same relation to the electromagnetosonic constant speed surfaces as do Alfven waves for the MHD slow and fast magnetosonic waves (i.e., roughly speaking, first the fast wave arrives, then the Alfven wave, and finally the slow wave; in the direction of the external field, the Alfven wave may arrive at the same time as either the slow or fast wave depending upon certain relationships of the parameters (see [CH]).

It is evident from (2.6), (2.7) that $A(D)$ is strongly propagative [Wi]. It is instructive to compare this with the MHD case [S2]. For MHD there are (almost everywhere)
three nonzero plane wave speeds, and they are given (using the notation above) by

$$
\begin{align*}
& { }_{3} \lambda_{0} \equiv 0, \\
& { }_{3} \lambda_{ \pm 1} \equiv \pm p_{3}, \\
& { }_{3} \lambda_{ \pm 2} \equiv \pm\left(|p|^{2}-|n||p|\right)^{1 / 2},  \tag{2.8}\\
& { }_{3} \lambda_{ \pm 3} \equiv \pm\left(|p|^{2}+|n||p|\right)^{1 / 2},
\end{align*}
$$

and

$$
\begin{align*}
& { }_{2} \lambda_{0} \equiv 0, \\
& { }_{2} \lambda_{ \pm 1} \equiv \pm p_{2}, \\
& { }_{2} \lambda_{ \pm 2} \equiv \pm\left(|p|^{2}-\left|n_{1}\right||p|\right)^{1 / 2},  \tag{2.9}\\
& { }_{2} \lambda_{ \pm 3} \equiv \pm\left(|p|^{2}+\left|n_{1}\right||p|\right)^{1 / 2} .
\end{align*}
$$

Here, if $p$ is orthogonal to $B_{0}(=(0,0,1)$ or $(0,1,0)$ in (2.8) or (2.9), respectively), then $\lambda_{ \pm 1,2}$ vanish. $\lambda_{ \pm 1,2}$ are the Alfven and slow magnetosonic wave speeds, respectively [CH]. It is instructive to consider the slow magnetosonic speed profile (see Fig. 1) (the normal surface or "slowness surface" [CH], [Wi]) compared to the electromagnetosonic profiles of (2.1) (see Figs. 2, 3, and 4-the grids in these figures are the same relative size). These are just the unit level surfaces of the functions ${ }_{i} \lambda_{j}(p)$ in $p$ space-in Figs. $2-4$, the plane is the $p_{1} p_{2}$ plane, $i=3$. From Fig. 1 we see the constant speed (normal) surface for the slow magnetosonic wave. It is unbounded (it tends to the direction of the Alfven wave surface (a plane!) to which it is parallel at $\infty$ ), while that for the slow electromagnetosonic wave (Fig. 2) is roughly inverse to that of Fig. 1; it is bounded. The quasi-Alfven surface is caught between the slow and fast surfaces just as for MHD (see the illustrations on page 615 of [CH] for a two-dimensional cross
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section for MHD). In our choice of units and external field intensity, the quasi-Alfven surface meets the fast wave surface at the external magnetic axis (vertical in all figures) and is disjoint from the slow wave surface.

By the positive and negative eigenvectors we mean those corresponding to the positive and negative eigenvalues, respectively. Their number depends on $B_{0}$.

Lemma 2.2 [Sc1]. Let $\mathcal{N}(A(n)), \mathscr{X}(n), \mathscr{Y}(n)$ denote, respectively, the null space of $A(n)$, the subspace spanned by the positive eigenvectors of $A(n)$, and the subspace spanned by the negative eigenvectors of $A(n)$. Let $\zeta_{j}$ be any orthonormal base of $\mathcal{N}(A(n))$. Let $\xi_{j}$ be any base of $\mathscr{X}(n)$ that is orthonormal with respect to $A(n)$, i.e., $\xi_{i} \circ A(n) \xi_{j}=\delta_{i j}$, and
$\eta_{j}$ be any base of $\mathscr{Y}(n)$ orthonormal with respect to $-A(n)$ ( $j$ as for $\mathscr{X}(n)$ ). Suppose $\mathscr{S}^{3,2}(n)$ is the subspace of $\mathbb{R}^{10}$ spanned by $\left\{\zeta_{j}, \xi_{j}+\eta_{j}(\right.$ all $\left.j)\right\}$. Then $\mathscr{S}^{3,2}(n)$ is a maximal conservative boundary space for $A(D)$ and any such boundary space may be constructed in this way.

The lemma is obvious when the eigenvalues of $A(n)\left(=A_{3}\right.$, see (2.5)) are computed. (Recall that $n=(0,0,1)$.)

To classify such spaces, we proceed as in [S1] and [S5]. Consider any basis of $\mathscr{X} \oplus \mathcal{Y}$, say for $A^{3}$. We have $\xi_{1}, \xi_{2}, \xi_{3}$ and $\eta_{1}, \eta_{2}, \eta_{3}$ with $\lambda_{1} \leftrightarrow \xi_{1}, \lambda_{2} \leftrightarrow \xi_{2}, \lambda_{3} \leftrightarrow \xi_{3}$, etc. Let $e_{2}^{1}, e_{2}^{2}, e_{1}^{3}, e_{-2}^{1}, e_{-2}^{2}, e_{-1}^{3}$ be any such fixed basis. Then we have

$$
\begin{align*}
& \eta_{i}=d_{i 1} e_{-2}^{1}+d_{i 2} e_{-2}^{2} \quad(i=1,2), \\
& \eta_{3}=d_{3} e_{-1}^{3},  \tag{2.10}\\
& \xi_{i}=c_{i 1} e_{2}^{1}+c_{i 2} e_{2}^{2} \quad(i=1,2), \\
& \xi_{3}=c_{3} e_{1}^{3},
\end{align*}
$$

In order that the orthonormality conditions be satisfied, it must be that $c_{i 1} c_{j 1}+c_{i 2} c_{j 2}=\delta_{i j}$, and thus the matrix [ $c_{i j}$ ] must be orthogonal and the same is true of $\left[d_{i j}\right]$. The constants $d_{3}$ and $c_{3}$ must have the value 1 . Thus by letting $C=\left[c_{i j}\right]$ and $D=\left[d_{i j}\right]$ run through all possible such matrices, we obtain all possible orientations of the boundary spaces associated with $A^{3}$. This allows us to compute operators whose kernels identify the boundary spaces for $A^{3}$ (and by a similar process, for $A^{2}$ ). For the details, we refer the reader to [S1] and [Sc1]. In any case, the boundary operators obtained by this process for $A^{3}$ consist of two one-parameter families which can be written (here we include the effect of the external field intensity) as

$$
\begin{align*}
G_{1, \lambda} & =\left[\begin{array}{cccccccccc}
h_{3} \lambda & -h_{3} & 0 & 0 & 0 & 0 & 0 & 1 & \lambda & 0 \\
0 & 0 & 0 & 1 & \lambda & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0
\end{array}\right], \\
G_{2, \lambda} & =\left[\begin{array}{cccccccccc}
h_{3} \lambda & 0 & 0 & 0 & -1 & 0 & 0 & 0 & \lambda & 0 \\
0 & h_{3} \lambda & 0 & 1 & 0 & 0 & 0 & -\lambda & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0
\end{array}\right] . \tag{2.11}
\end{align*}
$$

One thing which is immediately apparent from (2.11) is that for orthogonal external magnetic fields, the fluid density must vanish at the boundary, if the energy is confined to a half space. This has been proposed in the physical literature, see [A] for example. This fact is in contrast to the orthogonal field case in MHD, where the component of velocity orthogonal to the boundary must vanish ([S1] or [S2]) (nothing is required of the density) and the boundary conditions do not depend on the field intensity. $G_{1, \lambda}$ couples the velocity and electric fields at the boundary while $G_{2, \lambda}$ couples all three fields. Neither condition requires anything from the induced field components orthogonal to the boundary.

For the case of the parallel external field, there is but a single boundary condition for which energy is preserved, and it does not depend on the external field intensity. The boundary condition is

$$
G_{2}=\left[\begin{array}{llllllllll}
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0  \tag{2.12}\\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{array}\right] .
$$

Once again we see that the density must vanish at the boundary. The reader should compare (1.7) with the "strange" boundary condition of [ Sc 2 ] to see that they are the same, modulo the density term. Again there is no condition on the velocity field, while the magnetic and electric field components in the direction of the external field must vanish at the boundary. The parallel field case in MHD also gives a single energypreserving boundary condition but there the boundary condition depends on the external field intensity. However (see [S2]), in MHD the density and induced field component in the direction of the external field are coupled at the boundary ( $h_{2} \mathrm{H}_{2}+r=$ 0 at $x_{3}=0$ ). Thus in the MHD case, if the density does vanish at the boundary, so also must $H_{2}$, which is reminiscent of $G_{2}$. One other comparison between MHD and the present system should be noted: the modes are uncoupled in the parallel case for MHD (an incident slow wave generates only a slow wave, etc. [S2, Thm. 3.6], and they are here, too.

Definition 2.3. The operators $A^{3,2}$ in $L_{2}\left(\mathbb{R}^{2} \times \mathbb{R}_{+}, \mathbb{C}^{10}\right)=\mathscr{H}$ with their associated boundary spaces $\mathscr{S}^{3,2}$ are defined with domains:

$$
D\left(A^{3,2}\right)=\left\{u \mid u, A^{3,2} u \text { are in } \mathscr{H} \text { and } G_{i, \lambda} u \text { or } G_{2} u=0 \text { if } x_{3}=0(i=1 \text { or } 2)\right\} .
$$

The proof of self-adjointness is essentially the same as in Theorem 3.1 of [ Sc 2 ] and will not be repeated here. We note the following, which may be proved in a manner similar to that of [Sc1].

Theorem 2.4. If $u$ is in $\mathscr{D}(A) \cap \mathcal{N}(A)^{\perp}$, then the $D_{3}$ derivative of $u$ lies in $L_{2}\left(\mathbb{R}_{+}, \mathscr{H}^{-1}\right)$ where $\mathscr{H}^{-1}$ is the usual Sobolev space, $u(\cdot, 0)$ is in $\mathscr{S}$ in the $\mathscr{H}^{-1 / 2}$ sense and there exists a sequence

$$
\left\{u_{k}\right\} \subset \mathscr{H}^{1}\left(\mathbb{R}^{2} \times \mathbb{R}_{+}, \mathbb{C}^{10}\right) \cap C\left(\mathbb{R}^{2} \times\left(\mathbb{R}_{+} \backslash\{0\}\right), \mathbb{C}^{10}\right) \cap \mathscr{D}(A) \cap \mathcal{N}(A)^{\perp}
$$

such that $u_{k}\left(x_{1}, x_{2}, 0\right)$ is in $\mathscr{S}$ (with either orientation), $u_{k}(\cdot, 0) \rightarrow u(\cdot, 0)$ in $\mathscr{H}^{-1 / 2}$, and $u_{k} \rightarrow u$ in graph norm.
3. Resolvent kernels. The analysis here is based on Stone's theorem for the construction of the spectral family of a self-adjoint operator $A$ in a Hilbert space $\mathscr{H}$ with inner product (,). Let $R(\lambda)=(A-\lambda I)^{-1}$ (the resolvent of $A$ ) and let $E(\lambda)$ be the (right continuous) spectral family of $A$. Then for ( $a, b$ ) a finite interval and for $f, g$ in $\mathscr{H}$,

$$
\begin{align*}
& \left(\frac{(E(b)+E(b-)) f}{2}-\frac{(E(a)+E(a-)) f}{2}, g\right) \\
& \quad=\lim _{\varepsilon \rightarrow 0} \int_{a}^{b}((R(k+i \varepsilon)-R(k-i \varepsilon)) f, g) \frac{d k}{2 \pi i} . \tag{3.1}
\end{align*}
$$

Using the well-known relations (* signifies adjoint operator),

$$
\begin{align*}
& R^{*}(\lambda)=R(\bar{\lambda}),  \tag{3.2}\\
& R\left(\lambda_{1}\right)-R\left(\lambda_{2}\right)=\left(\lambda_{1}-\lambda_{2}\right) R\left(\lambda_{1}\right) R\left(\lambda_{2}\right) .
\end{align*}
$$

Using the second equation of (3.2), the integral of the right-hand side of (3.1) may be rewritten as

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \int_{a}^{b}(R(k-i \varepsilon) f, R(k-i \varepsilon) g) d k(\varepsilon / \pi) \tag{3.3}
\end{equation*}
$$

Taking $f=g$ and using the first equation of (3.2) we have

$$
\begin{equation*}
\left(\frac{(E(b)+E(b-))}{2} f-\frac{(E(a)+E(a-))}{2} f, f\right)=\lim _{\varepsilon \rightarrow 0^{+}} \frac{\varepsilon}{\pi} \int_{a}^{b}|R(k-i \varepsilon) f|^{2} d k \tag{3.4}
\end{equation*}
$$

with $|\cdot|$ representing the norm in $\mathscr{H}$. Equation (3.4) gives (2.1) upon polarization. Therefore, we seek to compute (3.4) for $A^{3}$ and $A^{2}$. When it is not necessary to distinguish these operators we simply write $A$.

We will need the Fourier transform. On $\mathscr{S}\left(\mathbb{R}^{n}, \mathbb{C}^{m}\right)$, the space of smooth, rapidly decreasing $\mathbb{C}^{m}$-valued functions on $\mathbb{R}^{n}$, the Fourier transform is defined ( $x \circ y=\sum x_{i} y_{i}$ ) as:

$$
\begin{equation*}
\Phi_{n} f(p)=(2 \pi)^{-n / 2} \int_{\mathbb{R}^{n}} e^{-i x \diamond p} f(x) d x \tag{3.5}
\end{equation*}
$$

with $\Phi_{n}^{-1}=\Phi_{n}^{*}$ defined by

$$
\begin{equation*}
\left(\Phi_{n}^{-1} f\right)(p)=\left(\Phi_{n} f\right)(-p) \tag{3.6}
\end{equation*}
$$

$\Phi_{n}$ is an isomorphism on $\mathscr{S}$ which extends by duality to $\mathscr{S}^{\prime}$ the continuous dual of $\mathscr{S}$ and by continuity to $L^{2}\left(\mathbb{R}^{n}, \mathbb{C}^{m}\right)$ (see [R], for example). We will employ the notation $\mathscr{H}$ for $L^{2}\left(\mathbb{R}_{+}^{3}, \mathbb{C}^{7}\right)$. Now, using Parseval's formula in the case of $\Phi_{3}$, (3.4) may be written (here and below, $\chi_{c}$ is the characteristic function of the set $c$ ) as

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0^{+}} \frac{\varepsilon}{\pi} \int_{a}^{b}\left|\Phi_{3}\left(\chi_{R_{+}^{3}} R(k-i \varepsilon) f\right)\right|^{2} d k  \tag{3.7}\\
& \quad=\lim _{\varepsilon \rightarrow 0^{+}} \int_{R^{3}} \frac{\varepsilon}{\pi} \int_{a}^{b}\left|\left(\Phi_{3} \chi_{R_{+}^{3}} R(k-i \varepsilon) f\right)(p)\right|^{2} d k d p . \tag{3.8}
\end{align*}
$$

We first wish to obtain

$$
\begin{equation*}
\frac{\varepsilon}{\pi}\left(\Phi_{3} \chi_{\mathbb{R}^{3}} R(k-i \varepsilon) f\right)(p) \tag{3.9}
\end{equation*}
$$

in a form which can be studied as $\varepsilon \rightarrow 0+$. To this end, we need to compute the "resolvent kernel" of $R(\lambda)$. This is a function $R(x, y ; z)$ such that for $f$ in $\mathscr{H}$,

$$
\begin{equation*}
R(z) f(x)=\int_{\mathbb{R}_{+}^{3}} R(x, y ; z) f(y) d y . \tag{3.10}
\end{equation*}
$$

The idea is to seek $R(x, y ; z)$ in the form

$$
\begin{equation*}
\mathscr{E}(x-y ; z)-F(x, y ; z) \tag{3.11}
\end{equation*}
$$

where $\mathscr{E}(x-y ; z)$ is a solution in $\mathscr{S}^{\prime}$ of

$$
\begin{equation*}
(A(D)-z I) \mathscr{E}(x ; z)=\delta(x) I_{10 \times 10}, \tag{3.12}
\end{equation*}
$$

and $F$ satisfies the three conditions:

$$
\begin{align*}
& (A(D)-z I) F(x, y ; z)=0, \quad x, y \in \mathbb{R}_{+}^{3}(\text { differentiation on } x),  \tag{3.13}\\
& G_{\lambda, j}^{i} F\left(x_{1}, x_{2}, 0, y ; z\right)=\left.G_{\lambda, j}^{i} \mathscr{E}(x-y ; z)\right|_{x_{3}=0}, \quad y \in \mathbb{R}_{+}^{3},  \tag{3.14}\\
& \int_{\mathbb{R}_{+}^{3}} F(x, y ; z) f(y) d y \text { is in } \mathscr{H} \text { for } f \text { in } \mathscr{H} . \tag{3.15}
\end{align*}
$$

Let us define $A(p)$ to be $\sum A_{j} p_{j}$ for all nonzero $p$ in $\mathbb{R}^{3}$. Then it is clear from our definition of $\Phi_{3}$ that in $\mathscr{S}^{\prime}$,

$$
\begin{equation*}
\mathscr{E}(\cdot ; z)=(2 \pi)^{-3 / 2} \Phi_{3}^{*}(A(p)-z I)^{-1} \Phi_{3} . \tag{3.16}
\end{equation*}
$$

Taking the Fourier transform $\Phi_{2}$ (on $\left.\left(x_{1}, x_{2}\right)\right)$ of (3.13) and (3.14) results in a first-order initial value problem in $x_{3}$. To solve this, it is necessary to compute $\Phi_{2} G_{\lambda, j}^{i} \mathscr{E}(x-$ $y ; z)\left.\right|_{x_{3}=0}$. It is evident that we will need $\left.\Phi_{2} \mathscr{E}(x-y ; z)\right|_{x_{3}=0}$ explicitly. In $\mathscr{S}^{\prime}$ this means the evaluation of the integral $(\operatorname{im}(z) \neq 0)$ (which may be regarded as a member of $\mathscr{S}^{\prime}$ or it may be computed in the usual way, by insertion of an appropriate exponential factor $e^{-p_{3} \varepsilon} \chi_{(0, \infty)}\left(p_{3}\right)$, for example, then letting $\varepsilon \rightarrow 0$ )

$$
\begin{equation*}
(2 \pi)^{-2} e^{-i y^{\prime} \circ n} \int_{-\infty}^{\infty} e^{-i y_{3} p_{3}}\left[A\left(n, p_{3}\right)-z\right]^{-1} d p_{3} \tag{3.17}
\end{equation*}
$$

where we have used the notation $n=\left(p_{1}, p_{2}\right), y^{\prime}=\left(y_{1}, y_{2}\right)$. This will be done by means of the residue theorem through deforming the integration into the lower half plane. It is therefore necessary to consider the integrand as being extended as a function of $p_{3}$ into $\mathbb{C} ; n, z$ are not zero.

We write $\tau=p_{3}+i \alpha$. We must consider the zeros of

$$
\begin{equation*}
\operatorname{det}([A(n, \tau)-z]) \tag{3.18}
\end{equation*}
$$

in $\tau$. These occur in the upper and lower half plane at values $\tau_{ \pm}$, respectively. We consider the cases $A=A^{3}$ and $A=A^{2}$ separately now. The roots of $\operatorname{det}(A(p)-\lambda I)$ are given by (2.6), (2.7) above.

For $i=2,3$ and $j=0,1,2,3$ let ${ }_{i} P_{ \pm j}(p)$ be the associated eigenprojectors on $\mathbb{C}^{10}$ of $A^{i}(p)$. By the spectral theorem,

$$
\begin{equation*}
\left[A^{i}(p)-z\right]^{-1}=\sum_{j=-3}^{3}\left({ }_{i} \lambda_{j}(p)-z\right)_{i}^{-1} P_{j}(p) \tag{3.19}
\end{equation*}
$$

We wish to extend (in single-valued fashion) ${ }_{i} \lambda_{j}\left(n, p_{3}\right)$ to ${ }_{i} \lambda_{j}(n, \tau)$ and likewise ${ }_{i} P_{j}\left(n, p_{3}\right)$ to ${ }_{i} P_{j}(n, \tau)$ so that (3.19) remains valid, with all poles determined by the coefficients $\left({ }_{i} \lambda_{j}(n, \tau)-z\right)^{-1}$. For ${ }_{i} \lambda_{ \pm 1},{ }_{i} \lambda_{ \pm 2}$ and ${ }_{i} \lambda_{ \pm 3}$ we will make branchcuts in the $\tau$ plane (see Fig. 5) along the intervals $\left[\left(-i \infty,-i \sqrt{\left(2 p_{2}^{2}+p_{1}^{2}\right)}\right),\left(i \sqrt{\left(2 p_{2}^{2}+p_{1}^{2}\right)}, i \infty\right)\right]$, $\left[\left(-i \infty,-i \sqrt{\left(2 p_{2}^{2}+p_{1}^{2}\right)}\right),\left(i \sqrt{\left(2 p_{2}^{2}+p_{1}^{2}\right)}, i \infty\right)\right],[(-i \infty,-i n),(i n, i \infty)]$, respectively, for $A^{2}$ and $[(-i \infty,-i n / \sqrt{2})$, $(i n / \sqrt{2}, i \infty)], \quad[(-i \infty,-i n / \sqrt{2}),(i n / \sqrt{2}, i \infty)], \quad[(-i \infty,-i n)$, (in, im)], respectively, for $A^{3}$.

$\tau$-plane branch cuts
Fig. 5. $\tau$-plane branchcuts.

The $(\tau)$ zeros of ${ }_{i} \lambda_{j}(n, \tau)-z$ in the plane are given by

$$
\begin{align*}
& { }_{2} \tau_{ \pm 1}= \pm\left(z^{2}-\left(2 p_{2}^{2}+p_{1}^{2}\right)\right)^{1 / 2}, \\
& { }_{2} \tau_{ \pm 2}= \pm \frac{\left(\left(5 z^{4}-6 p_{2}^{2} z^{2}+p_{2}^{4}\right)^{1 / 2}+3 z^{2}-3 p_{2}^{2}-2 p_{1}^{2}\right)^{1 / 2}}{\sqrt{2}},  \tag{3.20}\\
& { }_{2} \tau_{ \pm 3}= \pm \frac{\left(-\left(5 z^{4}-6 p_{2}^{2} z^{2}+p_{2}^{4}\right)^{1 / 2}+3 z^{2}-3 p_{2}^{2}-2 p_{1}^{2}\right)^{1 / 2}}{\sqrt{2}}, \\
& { }_{3} \tau_{ \pm 1}=\frac{ \pm\left(z^{2}-n^{2}\right)^{1 / 2}}{\sqrt{2}}, \\
& { }_{3} \tau_{ \pm 2}=\frac{\left(\left(z^{4}+6 n^{2} z^{2}+n^{4}\right)^{1 / 2}+3 z^{2}-3 n^{2}\right)^{1 / 2}}{2},  \tag{3.21}\\
& { }_{3} \tau_{ \pm 3}=\frac{\left(-\left(z^{4}+6 n^{2} z^{2}+n^{4}\right)^{1 / 2}+3 z^{2}-3 n^{2}\right)^{1 / 2}}{2} .
\end{align*}
$$

Here branchcuts are made for (3.20) (A2) on the intervals

$$
\begin{aligned}
& {\left[\left(-\infty,-\sqrt{\left(2 p_{2}^{2}+p_{1}^{2}\right)}\right),\left(\sqrt{\left(2 p_{2}^{2}+p_{1}^{2}\right)}, \infty\right)\right],} \\
& {\left[\left(-\infty, \frac{\left.-3 n^{2}-\left(9 n^{4}-4 p_{2}^{2} n^{2}\right)^{1 / 2}\right)^{1 / 2}}{\sqrt{2}}\right),\left(\frac{\left(3 n^{2}-\left(9 n^{4}-4 p_{2}^{2} n^{2}\right)^{1 / 2}\right)^{1 / 2}}{\sqrt{2}}, \infty\right)\right],} \\
& {\left[\left(-\infty, \frac{\left(3 n^{2}+\left(9 n^{4}-4 p_{2}^{2} n^{2}\right)^{1 / 2}\right)^{1 / 2}}{\sqrt{2}}\right),\right.} \\
& \left(\frac{\left(3 n^{2}-\left(9 n^{4}-4 p_{2}^{2} n^{2}\right)^{1 / 2}\right)^{1 / 2}}{\sqrt{2}}, \frac{\left(3 n^{2}-\left(9 n^{4}-4 p_{2}^{2} n^{2}\right)^{1 / 2}\right)^{1 / 2}}{\sqrt{2}}\right) \\
& \left.\left(\frac{\left(3 n^{2}+\left(9 n^{4}-4 p_{2}^{2} n^{2}\right)^{1 / 2}\right)^{1 / 2}}{\sqrt{2}}, \infty\right)\right],
\end{aligned}
$$

respectively, and for (3.21) ( $A^{3}$ ) we make the branchcuts (see Fig. 6)

$$
\begin{align*}
& {[(-\infty,-n),(n, \infty)]} \\
& {\left[\left(-\infty,-\left(\frac{3-\sqrt{5}}{2}\right)^{1 / 2} n\right),\left(\left(\frac{3-\sqrt{5}}{2}\right)^{1 / 2} n, \infty\right)\right]}  \tag{3.23}\\
& {\left[\left(-\infty,-\left(\frac{3+\sqrt{5}}{2}\right)^{1 / 2} n\right),\left(-\left(\frac{3-\sqrt{5}}{2}\right)^{1 / 2} n,\left(\frac{3-\sqrt{5}}{2}\right)^{1 / 2} n\right),\left(\left(\frac{3+\sqrt{5}}{2}\right)^{1 / 2} n, \infty\right)\right] .}
\end{align*}
$$

It is easily verified that $\pm \mathrm{im}\left({ }_{i} \tau_{ \pm j}\right)>0$. Using the residue theorem, we obtain for (3.17) the expression (see Fig. 7):

$$
\begin{equation*}
-(2 \pi i)^{-1} e^{-y^{\prime} \circ n} \sum_{j=1}^{3} e^{i y_{i} \tau_{j}} c_{j i} P_{j}\left(n,-{ }_{i} \tau_{j}, z\right), \tag{3.24}
\end{equation*}
$$

where the expression ${ }_{i} c_{j}$ is determined by l'Hopital's rule as the reciprocal of

$$
\left.\frac{\partial_{i} \lambda_{j}}{\partial \tau}\right|_{\tau=i} .
$$

The matrices ${ }_{i} P_{j}\left(n,-_{i} \tau_{j}, z\right)$ are obtained from (3.19) by substitution of ${ }_{i} \tau_{j}$ for $p_{3}$. They are given here (note that in ${ }_{2} P_{2}$ and ${ }_{2} P_{3}, a_{1}=s_{12}^{2}-z^{2}, a_{2}=s_{12}^{2}-2 z^{2}, a_{3}=s_{12}^{2}-3 z^{2}$,


Fig. 6. z-plane branchcuts (center cut used only for $\lambda_{3}$ ).


Fig. 7
$b_{1}=s_{13}^{2}-z^{2}, b_{2}=s_{13}^{2}-2 z^{2}, b_{3}=s_{13}^{2}-3 z^{2}, s_{i j}={ }_{2} \lambda_{1}\left({ }_{i} \tau_{j}\right)$ and in ${ }_{3} P_{2},{ }_{3} P_{3}, a_{1}=n^{2}+{ }_{3} \tau_{2}^{2}-z^{2}$, $a_{2}=2{ }_{3} \tau_{2}^{2}+n^{2}-2 z^{2}, b_{1}=z^{2}-{ }_{3} \tau_{3}^{2}-n^{2}, b_{2}=2 z^{2}-2_{2} \tau_{3}^{2}-n^{2}$, the functions $f_{i j}$ are normalization factors)(see Figs. 8-10).

We are able to write down the resolvent kernel now. First, we note that in the solution of (3.13), (3.14) we have

$$
\Phi_{x^{\prime}} F\left(n, x_{3}, y, z\right)=\frac{-1}{2 \pi i} e^{-i y^{\prime} \circ n} \sum_{j=1}^{3} e^{i x_{3} i \tau_{j}} c_{j i} P_{j i} M_{j}
$$

where the matrices ${ }_{i} M_{j}$ are selected so that (3.14) is satisfied. Generally there are many possible choices for the ${ }_{i} \boldsymbol{M}_{j}$. The idea is to select the simplest among these for each of the boundary conditions. The ${ }_{i} M_{j}$ are functions of $z, t, n$ and are bounded except near points $z$ where the so-called Lopatinski determinant vanishes. These (real) points yield the speeds of any surface waves. We discuss this further in the next section. We note that for $h_{3} \neq 1$ or $h_{2} \neq 1$, the development above is completely parallel except for the explicit formulas of the ${ }_{i} c_{j}$ and ${ }_{i} P_{j}$.

Definition. For $k \neq j \neq 0$, let $\beta$ be the set of points in $p$ space where any ${ }_{i} \lambda_{j}$ coincides with another ${ }_{i} \lambda_{k}$. It is easy to see that this is a set of measure zero in $p$ space.
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[^27]We may now write down $\Phi_{3} \chi_{\mathbb{R}_{+}^{3}} R(p, y, z)$ by applying $\Phi_{1}$ in $x_{3}$ to (3.31), using (3.11) to get

$$
\begin{align*}
& (2 \pi)^{-3 / 2} e^{-i y^{\prime} \circ n}\left(e^{-i y_{3} p_{3}}\left[A^{3}(p)-z I\right]^{-1}+\sum_{j=1}^{3} \frac{e^{i y_{33} \tau_{j}}}{\left({ }_{3} \tau_{j}+p_{3}\right)}{ }_{3} c_{j 3} P_{j}\left(n,-{ }_{3} \tau_{j}, z\right)\right)  \tag{3.32}\\
& \quad+2 \pi e^{-i y^{\prime} \circ n} \sum_{j=1}^{3}\left(\frac{{ }_{3} c_{j}}{{ }_{3} \tau_{j}-p_{3}}\right){ }_{3} P_{j}\left(n,{ }_{3} \tau_{j}, z\right)_{3} M_{j}
\end{align*}
$$

with a completely analogous expression for $A^{2}$. Here it is helpful to note that the functions ${ }_{i} c_{j}$ are not singular. For later reference we also note the facts:

$$
\begin{array}{ll}
\lim _{z \rightarrow i \lambda_{k j}(p) \pm i 0} i \tau_{j}\left(p^{\prime}, z\right)= \pm k\left|p_{3}\right|, & k= \pm 1, \\
\lim _{z \rightarrow i} i_{k}(p) \pm i 0  \tag{3.3}\\
i \tau_{j}\left(p^{\prime}, z\right) \neq \pm k\left|p_{3}\right|, & l \neq j .
\end{array}
$$

4. Eigenfunction expansions. In the computation of the spectral families of the various operators $A_{\lambda}^{i}$ arising from the different combinations of external fields and boundary conditions, the (first-order) singularities of the resolvent kernel give rise to the terms of the spectral family. These singularities include the eigenvalues ${ }_{i} \lambda_{j}$ but may also include singularities of the matrices ${ }_{i} M_{j}$. The singularities of the ${ }_{i} M_{j}$ are the surface wave speeds and may be computed directly from (3.14). This reduces to the search for real zeros (in $z$ ) of the Lopatinski determinant [Wa]. This is defined as follows.

Definition $4.1\left(A^{3}\right)$. The Lopatinski determinant is the family of determinants $\operatorname{det}\left[G_{3} P_{1}^{j}, G_{3} P_{2}^{k}, G_{3} P_{3}^{l}\right]$. A number $s(n, z)$ is a zero of the Lopatinski determinant if it is a zero for each member of the above family. Here, $G$ is fixed to be one of the $A^{3}$ boundary conditions (2.11) and $G_{3} P_{k}^{j}$ is the $j$ th column of $G_{3} P_{k}$. The definition for $A^{2}$ is entirely similar.

Theorem 4.2. The Lopatinski determinant has no real zeros for either $\boldsymbol{A}^{3}$ or $\boldsymbol{A}^{2}$, and hence neither of these supports surface waves.

The proof is rather tedious but is just a matter of finding one of each family of determinants that has no real zeros. We give the computation for $A^{2}$ as an example. The matrices $G_{2} P_{j}, j=1,2,3$, respectively, are given as in Fig. 11. The Lopatinski determinant is seen to be essentially $a_{2}+b_{2}$. This has no real zeros. In fact, we may give (up to a nice scalar factor determined by (3.14) and (3.31)) the matrices ${ }_{2} M_{j}$, $j=1,2,3$ (respectively) as

$$
\begin{align*}
& \operatorname{diag}(-1, a, 1,-1, a, 1, a, 1,1,-1), \\
& \operatorname{diag}(1,1,-1,1,1,-1,1,-1, a, 1),  \tag{4.1}\\
& \operatorname{diag}(1,1,-1,1,1,-1,1,-1, a, 1),
\end{align*}
$$

where " $a$ " means the entry is arbitrary. Combining this with the fact that (1.17) reduces to the Maxwell equations when $V=0$, and results of [Sc2] together with the remarks above (cf. (2.11)) we have the following corollary.

Corollary 4.3. The presence of surface waves is unstable in a liquid semiconductor modeled by (1.17) for either parallel or orthogonal external fields.

Definition 4.4.

$$
\begin{gather*}
{ }_{i} \psi_{j}^{*}=\left({ }_{i} \lambda_{j}(p)-z^{*}\right) \chi_{\mathbb{R}^{3} \backslash \beta}(p) \Phi_{3} \chi_{\mathbb{R}_{+}^{3}} R\left(p, y, z^{*}\right),  \tag{4.2}\\
{ }_{i} \hat{f}_{j}(p, z)=\int_{\mathbb{R}_{+}^{3}}{ }_{i} \psi_{j}^{*}(p, y, z) f(y) d y, \tag{4.3}
\end{gather*}
$$

Fig. 11
where $f$ is smooth and has bounded support.
Set $k= \pm 1$ and

$$
\begin{align*}
{ }_{i} \psi_{k j}^{*}(p, y)= & \lim _{z \rightarrow i} i_{k j}(p)+i 0  \tag{4.4}\\
= & { }_{i} \psi_{j}^{*}(p, y, z)  \tag{4.5}\\
& (2 \pi)^{-3 / 2} \chi_{\mathbb{R}^{3} \backslash \beta}(p) \chi_{\mathbb{R}_{-k}}\left(p_{3}\right)_{i} P_{j}(p) \\
& \times\left\{e^{i y{ }^{i}{ }^{p}} I-{ }_{i} M_{j}\left(n,{ }_{i} \lambda_{k j}(p)-i 0, y_{3}\right) e^{-i y^{\prime} \circ n}\right\} .
\end{align*}
$$

Lemma 4.5. If $f$ is smooth and has compact support, then

$$
\begin{equation*}
{ }_{i} \hat{f}_{ \pm j}(p)=\lim _{z \rightarrow i} \lambda_{ \pm j}(p)+i 0{ }^{j} \hat{f}_{j}(p, z)=\int_{\mathbb{R}_{+}^{3}}{ }_{i} \psi_{ \pm j}^{*}(p, y) f(y) d y \tag{4.6}
\end{equation*}
$$

defines a function which is smooth and rapidly decreasing almost everywhere.
Proof. Equations (4.2) and (4.5) show that the function on the left-hand side of (4.3) in this case converges by the definition of ${ }_{i} M_{j}$ and the dominated convergence theorem as indicated. The fact that the Fourier transform of $f$ is smooth and rapidly decreasing together with (4.5) gives the result.

Most of the results in this section are essentially independent of external field direction, at least in their statements. So that the notation does not become unwieldy, we will omit the front subscript from most expressions. The generalized Fourier transforms are defined by (4.6). These will also be denoted by expression $\Phi$. Whether the ordinary or generalized transform is meant should be clear from the context.

Lemma 4.6.

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0} & \int_{\mathbb{R}^{3}} \frac{\varepsilon}{\pi} \int_{a}^{b}\left|\Phi_{3} \chi_{\mathbb{R}_{+}^{3}} R(k-i \varepsilon) f(p)\right|^{2} d k d p \\
& =\int_{\mathbb{R}_{+}^{3}} \lim _{\varepsilon \rightarrow 0^{+}} \frac{\varepsilon}{\pi} \int_{a}^{b}\left|\Phi_{3} \chi_{\mathbb{R}_{+}^{3}} R(k-i \varepsilon) f(p)\right|^{2} d k d p \tag{4.7}
\end{align*}
$$

There is no problem in switching the order of integration for positive $e$, since the integrand is continuous in $k$ and measurable in $p$ and nonnegative. The proof of this lemma is tedious but straightforward.

Theorem 4.7.

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \frac{\varepsilon}{\pi} \int_{a}^{b}\left|\Phi_{3} \chi_{\mathbb{R}_{+}^{3}} R(k-i \varepsilon) f(p)\right|^{2} d k=\sum_{j \neq 0} \chi_{\lambda_{j}(p) \in(a, b)}(p)\left|\hat{j}_{j}(p)\right|^{2} \tag{4.8}
\end{equation*}
$$

for all $f$ in the orthogonal complement of the null space of $A^{i}$.
THEOREM 4.8. The modes of propagation are uncoupled for $A^{2}$ and for $A^{3}$ with type II boundary at $\lambda=\infty$. For $A^{3}$ with type II boundary at $\lambda=0$, the quasi-Alfven mode is uncoupled.

Proof of Theorem 4.7. We apply the classical elementary fact:

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \frac{\varepsilon}{\pi} \int_{a}^{b} \frac{f(x)}{(k-x)^{2}+\varepsilon^{2}} d k=\chi_{(a, b)}(x) f(x) \tag{4.9}
\end{equation*}
$$

for any continuous $f$.
For $p \notin \beta$, and $\delta$ small, the sets

$$
\begin{equation*}
\Delta_{j}=(a, b) \cap\left(\lambda_{j}(p)-\delta, \lambda_{j}(p)+\delta\right) \tag{4.10}
\end{equation*}
$$

are pairwise disjoint. Making the appropriate substitution for $f$ above, we have ( $z^{*}=k-i \varepsilon$ )

$$
\begin{equation*}
\sum_{j} \lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{\pi} \int_{\Delta_{j}} \frac{\varepsilon}{\left(\lambda_{j}(p)-k\right)^{2}+\varepsilon^{2}}\left|\left(\lambda_{j}(p)-z^{*}\right) \Phi_{3} \chi_{\mathbb{R}_{+}^{3}} R(k-i \varepsilon) f(p)\right|^{2} d k \tag{4.11}
\end{equation*}
$$

from which the result follows.
Proof of Theorem 4.8. Here we must use (3.14) to obtain the equations for $M_{j}$ as follows:

$$
\begin{equation*}
\sum_{j=1}^{3} G\left(e^{i y_{3} \tau_{j}} c_{j}\left(-\tau_{j}\right) P_{j}\left(n,-\tau_{j}, z\right)-c_{j} P_{j}\left(n, \tau_{j}, z\right) M_{j}\right)=0 . \tag{4.12}
\end{equation*}
$$

Now from (4.5) it follows that one mode is uncoupled from the others when $M_{j}$ can be found for that $j$ so that

$$
\begin{equation*}
G\left(e^{i y_{3} \tau_{j}} c_{j}\left(-\tau_{j}\right) P_{j}\left(n,-\tau_{j}, z\right)-c_{j} P_{j}\left(n, \tau_{j}, z\right) M_{j}\right)=0 . \tag{4.13}
\end{equation*}
$$

The result for $A^{2}$ now follows from (4.1) and for $A^{3}, \lambda=\infty$,

$$
\begin{aligned}
& \operatorname{diag}(1,1, a,-1,-1, a, a, 1,1,-1), \\
& \operatorname{diag}(1,1,-1,-1,-1,1,1,1,1, a), \\
& \operatorname{diag}(1,1,-1,-1,-1,1,1,1,1, a),
\end{aligned}
$$

and for $\lambda=0$ for

$$
\begin{equation*}
\operatorname{diag}(-1,-1,1,1, a, a,-1,-1,1) \tag{4.15}
\end{equation*}
$$

To check that coupling occurs for the other boundary conditions is a straightforward computation and is omitted.

In order to continue, we must define the null spaces associated with the operators $A^{2}$ and $A^{3}$. These null spaces are determined, respectively, by the sums of two collections of orthoprojectors given by the pseudodifferential operator kernels

$$
\begin{align*}
& { }_{2} P_{01}=\frac{1}{p^{2}}\left(0,0,0, p_{1}, p_{2}, p_{3}, 0,0,0,0\right) \otimes\left(0,0,0, p_{1}, p_{2}, p_{3}, 0,0,0,0\right),  \tag{4.16}\\
& { }_{2} P_{02}=\frac{1}{p^{2}}\left(0,0,0,0,0,0,0, p_{1}, p_{2}, p_{3}\right) \otimes\left(0,0,0,0,0,0,0, p_{1} p_{2}, p_{3}\right),  \tag{4.17}\\
& { }_{2} P_{03}={ }_{2} m_{3} \otimes_{2} m_{3},  \tag{4.18}\\
& { }_{2} P_{04}={ }_{2} m_{4} \otimes_{2} m_{4}, \tag{4.19}
\end{align*}
$$

where
(4.20) ${ }_{2} m_{3}=\left(-p^{2} p_{2} p_{3}, p^{2} p_{1} p_{3}, 0,0,0,0,0, p_{1} p_{2} p_{3}^{2}, p_{2}^{2} p_{3}^{2},-n^{2} p_{2} p_{3}\right) /\left({ }_{2} \lambda_{1} p\left|p_{3}\right| n\right)$,
(4.21) ${ }_{2} m_{4}=\left(-p_{1}^{2} p_{3},-p_{1} p_{2} p_{3}, n^{2} p_{1}, 0,0,0,0,-p_{1} p_{2}^{2}, p_{1}^{2} p_{2}, 0\right) /\left({ }_{2} \lambda_{1} n\left|p_{1}\right|\right)$, and for $A^{3}$

$$
\begin{align*}
& { }_{3} P_{01}={ }_{2} P_{01},  \tag{4.22}\\
& { }_{3} P_{02}={ }_{2} P_{02},  \tag{4.23}\\
& { }_{3} m_{3}=\left(-p^{2} p_{2}, p^{2} p_{1}, 0,0,0,0,0, p_{1} p_{3}^{2}, p_{2} p_{3}^{2},-n^{2} p_{3}\right) /\left({ }_{3} \lambda_{1} n p\right),  \tag{4.24}\\
& { }_{4} m_{4}=\left(-p_{1}^{2} p_{3},-p_{1} p_{2} p_{3}, n^{2} p_{1}, 0,0,0,0,-p_{1} p_{2} p_{3}, p_{1}^{2} p_{3}, 0\right) N\left({ }_{3} \lambda_{1} n\left|p_{1}\right|\right), \tag{4.25}
\end{align*}
$$

From this we see that the usual Maxwell divergence equations continue to hold for $B$ and $E^{\prime}$ for both $A^{2}$ and $A^{3}$. The other two auxiliary conditions are more complex, relating $E^{\prime}$ and $V$.

Defining ${ }_{2} P_{0}={ }_{2} P_{01}+{ }_{2} P_{02}+{ }_{2} P_{03}+{ }_{2} P_{04}$ and similarly for ${ }_{3} P_{0}$, we obtain the following result.

Theorem 4.9. If $g, h \in\left(I-P_{0}\right) \mathscr{H}$ then

$$
\begin{equation*}
(E(I) g, h)=\sum_{j \neq 0} \int_{\mathbb{R}^{3}} \chi_{\left(\lambda_{j}(p) \in I\right)}(p) \hat{g}_{j}(p)^{*} \hat{h}_{j}(p) d p \tag{4.26}
\end{equation*}
$$

where $E$ is the spectral family for $A$ and $I$ is any subinterval of $\mathbb{R}$.
Proof. This follows from (4.9) and the polarization identity. (See Lemma 4.5 for the notation ${ }^{\wedge}$.) We can define the generalized transforms now.

Definition 4.10. For $g \in \mathscr{D}\left(\mathbb{R}_{+}^{3}\right)$ define

$$
\begin{equation*}
\Phi_{j} g(p)=\hat{g}_{j}(p) \tag{4.27}
\end{equation*}
$$

and by Theorem 4.9 extend to all of $\mathscr{H}$. The adjoints of the maps $\Phi_{j}$ are given by

$$
\begin{equation*}
\Phi_{j}^{*} f(x)=\int_{\mathbb{R}^{3}} \psi_{j}^{* *}(p, x) f(p) d p \tag{4.28}
\end{equation*}
$$

This follows easily for functions in $\mathscr{D}$ by definition and the general case follows by extension. The maps $\Phi_{j}$ yield the reduction of the unitary groups $e^{-i t A^{i}}$. To check that they are orthogonal in the sense that the range of $\Phi_{j}^{*}$ is in the null space of $\Phi_{j}, k \neq j$, suppose $f$ is smooth and rapidly decreasing. Then the expression

$$
\begin{align*}
\Phi_{j} f(r) & =\int_{\mathbb{R}_{+}^{3}} \psi_{j}^{*}(x, r) f(x) d x \\
& =(2 \pi)^{-3 / 2} \chi_{\mathbb{R}^{3} \backslash \beta} \chi_{\mathbb{R}}\left(r_{3}\right) P_{j}(r) \int_{\mathbb{R}_{+}^{3}}\left\{e^{-i x^{\circ} r} I-M_{j}(r) e^{-i x^{\prime} \circ r^{\prime}}\right\} f(x) d x \tag{4.29}
\end{align*}
$$

makes sense pointwise and further (here we have assumed $j, k>0$ ),

$$
\begin{align*}
\Phi_{k}^{*} g(x) & =\int_{\mathbb{R}^{3}} \psi_{k}^{* *}(x, s) g(s) d s  \tag{4.30}\\
& =(2 \pi)^{-3 / 2} \int_{\mathbb{R}^{3}} \chi_{\mathbb{R}_{-}}\left(s_{3}\right) \chi_{\mathbb{R}^{3} \backslash \beta}(s)\left\{e^{i x s} I-e^{i x^{\prime} \circ s^{\prime}} M_{k}^{*}(s) P_{k}(s) g(s) d s\right.
\end{align*}
$$

is a smooth rapidly decreasing function if $g$ is, and if $g$ vanishes in a neighborhood of $\beta$ for a fixed $p$ on a neighborhood of the set of $s$ such that $\lambda_{k}(s)=\lambda_{j}(p)$. If $F$ satisfies this condition, then $g(s)=F(s) /\left(\lambda_{j}(p)-\lambda_{k}(s)\right)$ also satisfies the same condition.

Let $\mathscr{D}_{1}=\left\{f \in \mathscr{D}\left(\mathbb{R}^{3}, \mathbb{C}^{7}\right) \mid \beta \cap \operatorname{supp}(f)=\varnothing\right\}$. Fix $F \in \mathscr{D}_{1}$ and $p \in \mathbb{R}^{3}$, and set $g(s)$ as above; $g \in \mathscr{D}_{1}$. Then $\Phi_{k}^{*} g$ is smooth, rapidly decreasing, and satisfies the boundary conditions and so is in the domain of $A$, and $A \Phi_{k}^{*} g=\Phi_{k}^{*} \lambda_{k}(\cdot) g$. Hence $\Phi_{j} A \Phi_{k}^{*} g=$ $\Phi_{j} \Phi_{k}^{*} \lambda_{k}(\cdot) g$. But also $\Phi_{j} A \Phi_{k}^{*} g=\lambda_{j}(p) \Phi_{j} \Phi_{k}^{*} g(p)$. Subtracting, we obtain $\Phi_{j} \Phi_{k}^{*} F(p)=$ 0 . Since $p$ is arbitrary and $\mathscr{D}_{1}$ is dense, this proves the required relation.

It follows from the preceding that the maps $\left[{ }_{i} \Phi_{j}^{*}{ }_{i} \Phi_{j}\right]$ are projections on $\mathscr{H}$.
In a similar way, we may show the spectral representation

$$
\begin{equation*}
e^{-i t A^{i}} f=\sum_{j \neq 0}{ }_{i} \Phi_{j}^{*} e^{-i|p| t}{ }_{i} \Phi_{j} f . \tag{4.31}
\end{equation*}
$$

The theory of potential scattering in a half-space may be studied for the operators $A^{i}$. We will not do this here. The interested reader may consult Theorems 3.8-3.10 of [S2], where this was done in the perfect conductor case. The method is entirely similar for the present problem. Instead, we take up the problem of when $\sigma=\sigma(x)$, or $\sigma=\sigma(t, x)$ is nonzero but decays at infinity in an appropriate sense. The case of $\sigma$ that do not decay will be studied elsewhere.
5. Variable conductivity. We now wish to consider the problem of nonvanishing conductivity which may vary in space and/or time. First we consider the spatial variation only. We allow for possible anisotropy of the medium.

Assumption. Let $\sigma(x)$ be any two-tensor of dimension 3 whose components $\sigma_{i j}$ $(i, j=1,2,3)$ are almost everywhere uniformly bounded and satisfy the condition

$$
\begin{equation*}
\left|\sigma_{i j}(x)\right|<0\left(|x|^{-1-\varepsilon}\right) \quad \text { as }|x| \rightarrow \infty \tag{5.1}
\end{equation*}
$$

for some $\varepsilon>0$.
We wish to study the operator determined by the right-hand side of (2.2) but where $B=i\left[\sigma_{i j}\right]$. We write $\Lambda(D, x) u=A(D) u+B(x) u$, where $A(D)$ is given by the first terms on the right side of (2.2). It is easily established that $\Lambda(D, x)$ is maximal dissipative in $L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{10}\right)$. We will show that steady-state solutions of

$$
\begin{equation*}
-i \frac{\partial u}{\partial t}=\Lambda(D, x) u \tag{5.2}
\end{equation*}
$$

exist in certain weighted spaces when the initial disturbance lies in the dual of the given weighted space. The interesting concept of "spectral barrier" arises here (see the appendix of [S3]).

We define the weighted spaces $L_{2, \alpha}\left(\mathbb{R}^{3}, \mathbb{C}^{10}\right)$ as

$$
L_{2, \alpha}\left(\mathbb{R}^{3}, \mathbb{C}^{10}\right)=\left\{\left.f\left|\int_{\mathbb{R}^{3}}\left(1+|x|^{2}\right)^{\alpha}\right| f(x)\right|^{2} d x<\infty, f: \mathbb{R}^{3} \rightarrow \mathbb{C}^{10}\right\} .
$$

It is noted here that the $\lambda_{j}$ satisfy the "strongly propagative" hypothesis ( $\lambda_{j}$ is either bounded away from zero or is identically zero-see [Wi]).

The steady-state form of (5.2) at frequency $\lambda$ is given by

$$
\begin{equation*}
A(D) u+B(x) u-\lambda u=f, \tag{5.3}
\end{equation*}
$$

where $f$ is assumed to belong to $L_{2, \alpha}$ with $\alpha>\frac{1}{2}$ and $u$ is sought in a space $L_{2,-\beta}, \beta>\frac{1}{2}$. Note that $L_{2,-\beta} \supseteq L^{2} \supseteq L_{2, \alpha}$. Note that $B$, considered as a multiplication operator, maps $L_{2,-\beta}$ to $L_{2, \alpha}$ if $\alpha$ and $\beta$ are sufficiently close to $\frac{1}{2}$ (we will assume they are from now on). We will use the notation $\mathbb{C}^{ \pm}=\{z \in \mathbb{C} \mid \pm$ imaginary part of $z>0\}$. Without loss of generality, we may assume $A(D)=A^{3}(D)$ by choice of coordinates since we are working in all of $\mathbb{R}^{3}$. Let $P_{1}=I-{ }_{3} P_{0}, P_{0}={ }_{3} P_{0}$ in $L^{2}$. Assume $\lambda \in \mathbb{C}^{ \pm}$and operate on both sides of (5.2) with $(A(D)-\lambda I)^{-1}$ in the sense of $L^{2}$. This makes sense because $A(D)$ is self-adjoint. From (2.9) of [We] we may conclude that $P_{1}(A(D)-\lambda I)^{-1}$, thought of as mapping $L_{2, \alpha}$ to $L_{2,-\beta}$ is continuous in $\mathbb{C}^{ \pm}$and has continuous extensions $P_{1}(A(D)-$ $\lambda I)_{ \pm}^{-1}$ to the closure of $\mathbb{C}^{+}$or $\mathbb{C}^{-}$(i.e., down to or up to the real axis), that assume compact values as operators from $L_{2, \alpha}$ to $L_{2,-\beta} . P_{0}$ has a bounded extension to $L_{2,-\beta}$. We may "solve" for $u$ now when $\lambda$ is real as

$$
u_{ \pm}(x, \lambda)=\left(I-P_{0}(B / \lambda)+\lambda P_{1}(A(D)-\lambda I)_{ \pm}^{-1}(B / \lambda)\right)^{-1}(A(D)-\lambda I)_{ \pm}^{-1} f .
$$

The Fredholm theory (see [S4], for example) now allows us to say $u_{ \pm}$exists (in $L_{2,-\beta}$ ) when $|\lambda|$ is sufficiently large. (There may be some other exceptional values of $\lambda$ besides
the "small" values for which a solution fails to exist-these form a countable nowhere dense set of linear measure zero [S4].) The difficulty for small $\lambda$ is that the operator $\left(I-P_{0}(B / \lambda)\right)^{-1}$ may not exist. In fact, using the explicit formula for $P_{0}$ given above, it is possible to construct examples exhibiting this difficulty. $u_{ \pm}$exists provided $\lambda$ does not belong to the set of exceptional values or to the spectrum of $P_{0} B$ (the spectrum of $P_{0} B$ is the "spectral barrier."

For $\sigma=\sigma(t, x)$, a similar technique can be employed. We quote the following result from [S3, Thm. 4.2], adapted to the present situation.

Theorem 5.1. Suppose $B(t, x)$ is measurable in $(t, x)$ and $t \rightarrow B(t, x)$ is a continuous map from $\mathbb{R}$ to the set of bounded operators on $L^{2}$. If $|B(t, x)| \leqq C\left(1+|t|^{-1-\varepsilon}(\varepsilon>0)\right.$ then for any $f(t, x)$ in the space $L_{2, \alpha}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{10}\right)\right)\left(\alpha>\frac{1}{2}\right)$ there is a solution $u(t, x)$ of

$$
-i \frac{\partial u}{\partial t}=\Lambda(D, x) u+f(t, x)
$$

in the space $L_{2,-\beta}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{10}\right)\right)$.
In fact, since the medium is a semiconductor, we may assume that $C$ in the statement of Theorem 5.1 is small. In that case, the continuity hypothesis on $B$ may be discarded (see Theorem 4.1 of [S3]).
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# QUALITATIVE THEORY OF THE CAUCHY PROBLEM FOR A ONE-STEP REACTION MODEL ON BOUNDED DOMAINS* 

JOEL D. AVRIN $\dagger$


#### Abstract

A system of reaction-diffusion equations on a bounded domain arising as a model of laminar flames in a premixed reactive gas is considered. The equations couple the temperature $T$ and the concentration $Y$ subject to Arrhenius kinetics. After establishing the existence of unique global strong solutions for arbitrary nonnegative initial data in $L^{p}$, the bulk of the paper is devoted to an examination of the qualitative behavior of solutions subject to various boundary conditions, showing in particular that both $T$ and $Y$ remain bounded in most of the cases discussed.

In the no-flux case in which both $T$ and $Y$ satisfy zero Neumann boundary conditions, it is shown that if the average of the initial temperature over the domain is larger than ignition temperature, then eventually $T$ is uniformly above ignition temperature and $Y$ eventually decays exponentially to zero. This situation is called complete asymptotic burning, and an example is given to show that it does not always occur if the averaging condition is not met; if $Q$ is the chemical heat release it is in fact shown in the case of equal diffusion coefficients that there exist parameters $Q^{*}$ and $Q_{*}$ with $Q_{*} \leqq Q^{*}$ such that complete asymptotic burning or eventual flame quenching occurs if, respectively, $Q>Q^{*}$ or $Q<Q_{*}$. In this case convergence to constant steady states is also established if $Q>Q^{*}$ or $Q<Q_{*}$.

For $T$ satisfying fixed Dirichlet boundary conditions an example of complete asymptotic burning, and an example of flame quenching in at least portions of the domain are constructed. When $Y$ satisfies fixed Dirichlet boundary condtions, cases are constructed where $Y$ is bounded away from zero in portions of the domain if a certain parameter appearing in the Arrenius rate law is small enough.


Key words. laminar flames, boundary conditions, complete asymptotic burning, flame quenching
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1. Introduction. For the one-step reaction $A \rightarrow B$, let $Y=Y(x, t)$ denote the concentration of $A$ and let $T=T(x, t)$ denote the temperature, where for a spatial domain $\Omega$ and time $t$ we have ( $x, t) \in \Omega \times \mathbb{R}^{+}$. The following reaction-diffusion equations model the dynamic interaction of $T$ and $Y$ subject to first-order Arrhenius kinetics:

$$
\begin{align*}
& T_{t}=d_{0} \Delta T+Q Y f(T),  \tag{1.1a}\\
& Y_{t}=d_{1} \Delta Y-Y f(T) . \tag{1.1b}
\end{align*}
$$

Here $d_{0}, d_{1}$, and $Q$ are positive constants, with $d_{0}$ and $d_{1}$ representing the thermal and mass diffusivities, respectively, while $Q$ is proportional to the chemical heat release. For positive constants $B$ and $E, f(T)$ is given by the usual Arrhenius rate law

$$
f(T)= \begin{cases}0, & T \leqq T_{I},  \tag{1.2}\\ B \exp \left(-E /\left(T-T_{I}\right)\right), & T>T_{I}\end{cases}
$$

where the nonnegative constant $T_{I}$ represents the ignition temperature. Here $B$ is the preexponential factor and $E$ is proportional to the activation energy. For a physical background of these equations, see Williams [22].

With $f$ as in (1.2), the system (1.1) has appeared in a variety of contexts. For the case $\Omega=\mathbb{R}$, traveling wave solutions have been studied as models of propagating flame fronts. Existence of traveling wave solutions was established in [5] for $T_{I}>0$ (for the case $T_{I}=0$, see [13], [14], [20]). It is interesting to note that for Lewis number $L=d_{1} / d_{0}$ far from one, these solutions are known to be unstable. This fact was shown by formal

[^28]asymptotics in [18] and [6], and a rigorous proof has recently been found [21]. Meanwhile the solutions have been shown to be stable for $L$ close to one [18], [6]. As traveling wave solutions are not stable in all cases, it is worthwhile to consider the Cauchy problem for (1.1) on $\Omega=\mathbb{R}$ with arbitrary initial data. Basic qualitative theory is obtained for the Cauchy problem for wide classes of initial data in [4], [12], and [17] with some overlap of results (see, e.g., §§ $2-5$ of [4] and $\S 2$ of [17]).

Additional qualitative theory is developed in $\S \S 6$ and 7 of [4], in which the important case of ignition at one end only is treated. It is shown in § 6 of [4] that if the average of the initial temperature values at $+\infty$ and $-\infty$ is above ignition temperature, then on any ray coming from the ignition end the temperature is eventually uniformly above ignition temperature and the concentration decays uniformly to zero. As this ray can be continually enlarged by making $t$ large enough, a rough sense of flame propagation is thus obtained. If the "averaging condition" on the initial temperature is not met, examples of both flame propagation or flame quenching can be constructed (see § 7 of [4]).

In this paper we consider the system (1.1) when $\Omega$ is a bounded domain in $\mathbb{R}^{n}$, $n \geqq 1$, with the usual smoothness assumptions on the boundary $\Gamma$. Various numerical studies exist [19] and for the steady-state problem for a porous pellet with exothermic reaction asymptotic solutions were derived and studied in [10]. We consider here the Cauchy problem for (1.1) with various boundary conditions and arbitrary nonnegative initial data in $L^{p}(\Omega)$ for any real $p>1$. After establishing the existence and uniqueness of global strong solutions we will examine their qualitative behavior.

Consider first the case of zero Neumann boundary conditions for both $T$ and $Y$, i.e., $\partial T / \partial \nu=\partial Y / \partial \nu=0$ on $\Gamma$, where $\nu$ is the outward normal. Let $T_{A V}$ denote the average of the initial temperature $T(x, 0) \equiv T_{0}(x)$ over $\Omega$, i.e.,

$$
\begin{equation*}
T_{A V}=\frac{1}{|\Omega|} \int_{\Omega} T_{0}(x) d x \tag{1.3}
\end{equation*}
$$

where $|\Omega|$ is the volume of $\Omega$. We will show that if $T_{A V}>T_{I}$ then eventually $T$ is uniformly above ignition temperature and $Y$ eventually decays exponentially to zero. We will refer to this phenomenon as complete asymptotic burning. If $T_{A V}<T_{I}$, we will show that complete asymptotic burning still occurs if the initial data $Y_{0}(x)$ for $Y$ is bounded from below by a positive constant and $Q$ is large enough. In the case where $d_{0}=d_{1}$ and with $T_{A V}<T_{I}$ we will show that eventual uniform flame quenching occurs (i.e., $T$ is eventually uniformly below $T_{I}$ ) if $Q$ is small enough. When $T_{A V}<T_{I}, d_{0}=d_{1}$, and $Y_{0}(x)$ is bounded below by a positive constant we will show that there exist positive numbers $Q_{*}$ and $Q^{*}$ with $Q_{*} \leqq Q^{*}$ such that complete asymptotic burning occurs whenever $Q>Q^{*}$ while eventual flame quenching occurs if $Q<Q_{*}$.

The assumption $d_{0}=d_{1}$ makes it easy for us to establish steady-state convergence results in these cases of complete asymptotic burning or flame quenching. If $T_{A V}>T_{I}$ not only does $Y(t)$ converge uniformly to zero, but $T(t)$ converges uniformly to the average of $T_{0}+Q Y_{0}$ on $\Omega$. If $T_{A V}<T_{I}$ and we add the assumption that $Y_{0}(x) \geqq \gamma$ for some $\gamma>0$, then, as noted above, there exists a constant $Q^{*}$ such that $Q>Q^{*}$ implies complete asymptotic burning and a constant $Q_{*}$ such that $Q<Q_{*}$ implies eventual flame quenching; thus if $Q>Q_{*}$ the steady-state convergence is the same as in the case $T_{A V}>T_{I}$. If $Q<Q_{*}$ we will show that there exist constants $T_{1}$ and $Y_{1}$ such that $T(t)$ and $Y(t)$ converge to $T_{1}$ and $Y_{1}$, respectively; moreover, the averages of $T_{1}+Q Y_{1}$ and $T_{0}+Q Y_{0}$ over $\Omega$ are equal.

Our results for these boundary conditions closely parallel the results in [4] for the case $\Omega=\mathbb{R}$. In fact, our results here are somewhat better as we are able to show
that $T$ is bounded as well as $Y$ when $T_{A V}>T_{I}$, and we obtain a uniform exponential decay estimate for $Y$ in that case.

Specializing to the case where $T_{I}=0$ we note that unless $T_{0}$ is zero throughout $\Omega$ we have that $T_{A V}>0$. Hence, whenever we have nontrivial solutions in the case $T_{I}=0$, we have that $T_{A V}>T_{I}$, so that regardless of all other parameters (e.g., $Q$ ) $T(t)$ remains bounded for all $t \geqq 0$ and $Y$ decays exponentially to zero. Our results in this case relate somewhat to those in [15], in which the examples treated include the system (1.1) with $T_{I}=0$ in (1.2) and $Y f(T)$ is replaced by the more general case $Y^{p} f(T)$ where $p$ is a positive integer. Marion shows that there exists a maximal attractor which attracts the bounded sets of $L^{2}(\Omega)$, and she estimates the fractal Hausdorff dimensions of this attractor (the attractor is compact in $L^{2}$ and bounded in the closed subset of $H^{1}$ appropriate for the boundary conditions). These results also hold in the case of periodic or zero Dirichlet boundary conditions, so there is also some relationship with our results described below.

Consider next the assumptions that $T$ satisfies a fixed Dirichlet boundary condition and $Y$ satisfies either a zero Neumann boundary condition or a fixed Dirichlet condition on $\Gamma$. The boundary condition on $T$ corresponds physically to the case of an exothermic reaction in which the exterior heat source is fixed. Meanwhile the boundary conditions for $Y$ correspond, respectively, to the no-flux case mentioned earlier and physical situations of which the permeable pellet as studied in [10] is a special case.

For these situations we will show that both $T$ and $Y$ remain bounded for all time; moreover, if the values of $T$ on $\Gamma$ are uniformly above ignition temperature and $Y$ satisfies zero Neumann boundary conditions then complete asymptotic burning occurs. This latter condition imposed on the boundary values of $T$ can occur, for example, in engines equipped with a precombustion chamber [19]. If on some nonempty open portions of $\Gamma$ we have that $T$ is below $T_{I}$ we will show that if $Q$ is small enough eventual flame quenching occurs in certain portions of $\Omega$. This last result will be obtained regardless of the initial values of $T$ and $Y$ or the boundary conditions on $Y$.

In our final example we will allow either arbitrary fixed Dirichlet or Neumann conditions for $T$, and fixed nonzero Dirichlet conditions for $Y$. For each choice of initial conditions on $T$ and $Y$ we will show that if $B$ is small enough then in portions of $\Omega Y$ is bounded uniformly above zero. Thus the rate at which $Y$ burns is small enough to allow the boundary conditions to maintain a positive level for $Y$ in subsets of $\Omega$.

These latter results will be established in § 5 below. The exothermic case mentioned earlier will be handled in $\S 4$, while the case of zero Neumann conditions for $T$ and $Y$ on $\Gamma$ will be developed in $\S 3$. We begin in $\S 2$ with some preliminary observations and the construction of unique global strong solutions for (1.1).
2. Preliminaries and global existence. Let $B_{0}, B_{1}$ be a pair of boundary value operators; in particular, for $u \in C^{2}(\Omega), B_{i} u=0$ means that $u$ satisfies either zero Dirichlet or zero Neumann boundary conditions, $i=0,1$. The indexing will correspond in what follows to the boundary conditions desired for $T$ and $Y$, respectively. For $i=0,1$ set

$$
C_{B_{i}}^{2}=\left\{u \in C^{2}(\Omega) \mid B_{i} u=0\right\} .
$$

We will correspondingly write $L^{p}(\Omega)$ and the usual Sobolev spaces $W^{m, p}(\Omega)$ in the abbreviated form $L^{p}$ and $W^{m, p}$.

Each of the operators $d_{0} \Delta$ and $d_{1} \Delta$ is a continuous linear map from $C_{B_{i}}^{2}$ to $C(\Omega)$. It is well known that $C_{B_{i}}^{2}$ is dense in $L^{p}$ for $1<p<+\infty$ and that the closure of both
of the above operators is well defined and generates an analytic semigroup on $L^{p}$, $1<p<+\infty$. These facts are also true when $p=1$ (see, e.g., [3] where this is shown for a general class of second-order elliptic operators). Let $A_{0}$ and $A_{1}$ denote the closures of $d_{0} \Delta$ and $d_{1} \Delta$ in $L^{1}$ with domains $D\left(A_{0}\right)$ and $D\left(A_{1}\right)$. It is also shown in [3] that (for $i=0,1) D\left(A_{i}\right) \cap L^{p}$ is the domain of the closure of the operator $d_{i} \Delta$ in $L^{p}, 1<p<+\infty$, and $A_{i}$ restricted to $D\left(A_{i}\right) \cap L^{p}$ (which we call $A_{i, p}$ ) equals this closure. We denote the domains $D\left(A_{i}\right) \cap L^{p}$ by $D_{p}\left(A_{i}\right)$; meanwhile we will denote the semigroups generated by $A_{0, p}$ and $A_{1, p}$ by $W_{0}(t)$ and $W_{1}(t)$. With $B_{0} T=B_{1} Y=0$ on $\Gamma$ the system (1.1) then has the corresponding integral equations

$$
\begin{align*}
& T(t)=W_{0}(t) T_{0}+Q \int_{0}^{t} W_{0}(t-s) Y(s) f(T(s)) d s  \tag{2.1a}\\
& Y(t)=W_{1}(t) Y_{0}-\int_{0}^{t} W_{1}(t-s) Y(s) f(T(s)) d s \tag{2.1b}
\end{align*}
$$

where $T_{0}=T(x, 0)$ and $Y_{0}=Y(x, 0)$ are in $L^{p}$. We have followed the usual convention of suppressing the dependence on $x$ in writing (2.1).

The following existence result for $B_{0} T=B_{1} Y=0$ on $\Gamma$ follows easily by considering the usual types of contraction maps on appropriate metric spaces defined by the right-hand sides of (2.2), once we note that $Y f(T)$ is a globally Lipschitz continuous map in $Y$ and $T$ by l'Hôpital's rule as follows.

Theorem 2.1. Let $T_{0}$ and $Y_{0}$ be in $L^{p}$ for any $p \in(1,+\infty)$; then there exists an $S>0$ such that (2.1a), (2.1b) have unique solutions $T, Y \in C\left([0, S] ; L^{p}\right)$.

Corollary 2.1. The mild solutions found in Theorem 2.1 are, in fact, global solutions, i.e., $T, Y \in C\left([0,+\infty) ; L^{p}\right)$.

Corollary 2.1 , in particular, follows easily by exploiting the globally Lipschitz continuous properties of the nonlinearities and employing the usual contradiction argument on the hypothesis that finite-time blowup occurs. Meanwhile, the case of nonzero boundary conditions will be handled later in this section.

The next result establishes regularity for $t>0$; again the proof is straightforward, using standard semigroup techniques and the fact that every derivative of $f$ is continuous and bounded.

Theorem 2.2. For each $j, k \geqq 1$ we have that $T, \quad Y \in C^{j}\left([0,+\infty) ; C^{k}(\bar{\Omega})\right) \cap$ $C\left([0,+\infty) ; L^{p}\right)$.

The proof of the results above, in fact, follow directly from, or are simple adaptations of, the corresponding existence and regularity results found in [4] and [12].

The results summarized in the next theorem hold also when $\Omega=\mathbb{R}$ (see [4, § 2]) and easily follow from the maximum principle (see, e.g., [16]), (2.1a) and (1.2).

Theorem 2.3. Let $T$ and $Y$ be as above. If in addition $T_{0}$ and $Y_{0}$ are nonnegative, then $T(t)$ and $Y(t)$ remain nonnegative for all $t>0$. Also, if $T_{0}, Y_{0} \in C(\bar{\Omega})$, then for all $t>0$

$$
\begin{gather*}
\|Y(t)\|_{\infty} \leqq\left\|Y_{0}\right\|_{\infty},  \tag{2.2a}\\
\|T(t)\|_{\infty} \leqq\left\|T_{0}\right\|_{\infty}+Q\left\|Y_{0}\right\|_{\infty} B t . \tag{2.2b}
\end{gather*}
$$

We now indicate how to modify Theorems 2.1-2.3 and Corollary 2.1 to handle cases with nonzero boundary conditions (if $n=1$ we do this only for Dirichlet conditions or with the appropriate matching conditions imposed in the Neumann case). Let $g$ and $h$ be measurable (e.g., continuous) functions on $\Gamma$ such that the elliptic problem $\Delta w=0$ in $\Omega$ with respective boundary conditions $B_{0} w=g$ and $B_{1} w=h$ on $\Gamma$ has a
unique strong solution. Denote these solutions by $w_{0}$ and $w_{1}$, respectively. The corresponding integral equations such that $T$ and $Y$ satisfy these boundary conditions are

$$
\begin{align*}
& T(t)=W_{0}(t)\left(T_{0}-w_{0}\right)+w_{0}+Q \int_{0}^{t} W_{0}(t-s) Y(s) f(T(s)) d s,  \tag{2.3a}\\
& Y(t)=W_{1}(t)\left(Y_{0}-w_{1}\right)+w_{1}-\int_{0}^{t} W_{1}(t-s) Y(s) f(T(s)) d s . \tag{2.3b}
\end{align*}
$$

Standard regularity theory (see, e.g., [7]) allows us to select $g$ and $h$ smooth enough so that $w_{0}$ and $w_{1}$ are in $C^{k}(\bar{\Omega})$ for any given $k \geqq 0$. Then if $W_{0}(t) T_{0}$ and $W_{1}(t) Y_{0}$ are replaced by $W_{0}(t)\left(T_{0}-w_{0}\right)+w_{0}$ and $W_{1}(t)\left(Y_{0}-w_{1}\right)+w_{1}$, respectively, the above existence and regularity techniques apply to (2.3) instead of (2.1) with only minor modification. In this way we obtain the following result.

Theorem 2.4. Given an integer $k \geqq 2$ select $g$ and $h$ as above such that $w_{i} \in C^{k}(\bar{\Omega})$, $i=0,1$. Then for each choice of $T_{0}$ and $Y_{0}$ in $L^{p}$ for any $p \in(1,+\infty)$ there exist unique global strong solutions $T$ and $Y$ of (1.1) with $B_{0} T=g$ and $B_{1} Y=h$ on $\Gamma$ such that $T$, $Y \in C^{j}\left((0,+\infty) ; C^{k}(\bar{\Omega})\right) \cap C\left([0,+\infty) ; L^{p}\right)$ for each $j \geqq 1$.

From the maximum principle, (1.2), and (2.3) we can modify Theorem 2.3 to handle $B_{0} T=g$ and $B_{1} Y=h$ in the case where $B_{0}$ and $B_{1}$ are Dirichlet boundary operators on $\Gamma$ as follows.

Theorem 2.5. Let $T$ and $Y$ be as in Theorem 2.4. Then if $T_{0}, Y_{0} \geqq 0$ then $T(t)$, $Y(t) \geqq 0$ for all $t>0$. If in addition $T_{0}, Y_{0} \in C(\bar{\Omega})$, then for all $t>0$ and $g$ and $h$ as in Theorem 2.4 with $g \geqq 0$ and $h \geqq 0$ we have that

$$
\begin{gather*}
\|Y(t)\|_{\infty} \leqq\left\|Y_{0}\right\|_{\infty}+\sup _{\Gamma} h,  \tag{2.4}\\
\|T(t)\|_{\infty} \leqq\left\|T_{0}\right\|_{\infty}+\sup _{\Gamma} g+Q B t\left(\left\|Y_{0}\right\|_{\infty}+\sup _{\Gamma} h\right) . \tag{2.5}
\end{gather*}
$$

3. Zero Neumann boundary conditions for $\boldsymbol{T}$ and $\boldsymbol{Y}$. Let $\boldsymbol{\nu}$ denote the outward normal on $\Omega$; then we assume throughout this section that $B_{0}=B_{1}=\partial /(\partial \nu)$, i.e.,

$$
\begin{equation*}
\frac{\partial T}{\partial \nu}=\frac{\partial Y}{\partial \nu}=0 \quad \text { on } \Gamma . \tag{3.1}
\end{equation*}
$$

Let $T_{A V}$ be as in (1.3). We first note a fairly standard fact about the Laplace operator with zero Neumann boundary conditions.

Proposition 3.1. If $B_{0} T=\partial T /(\partial \nu)=0$ on $\Gamma$ we have that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} W_{0}(t) T_{0}=T_{A V} \tag{3.2}
\end{equation*}
$$

uniformly in $x$.
Proof. For $T_{0} \in C^{1}(\bar{\Omega})$ the result follows from expanding $W_{0}(t) T_{0}$ in terms of the eigenfunctions of $-A_{0,2}$. The first term in the expansion is $T_{A V}$, corresponding to the first eigenfunction $1 /|\Omega|$ with eigenvalue zero. The sum of the next terms decays uniformly to zero as $O\left(\exp \left(-\lambda_{2} t\right)\right)$, where $\lambda_{2}$ is the first nonzero eigenvalue of $-A_{0,2}$. For $T_{0} \in L^{p}$ with $1<p<+\infty$, we note that $W_{0}(t)$ conserves $L^{1}$-norms; this can be seen by integrating the heat equation satisfied by $W_{0}(t) T_{0}$ on both sides with respect to $x$, and then applying the divergence theorem (recall that $T_{0}$ is nonnegative and $W_{0}(t)$ is positivity preserving). Thus we can replace $T_{0}$ in (3.2) by any $T\left(t_{1}\right)$ with $t_{1}>0$. But $T\left(t_{1}\right)$ is $C^{1}(\bar{\Omega})$ by parabolic regularity, and thus the result holds for general $T_{0} \in L^{p}$.

The next proposition asserts that $Y$ decays uniformly to zero exponentially if the temperature starts out uniformly above ignition temperature throughout $\Omega$.

Proposition 3.2. Let T and $Y$ be as in Theorem 2.2 such that (3.1) holds. Suppose that there exists an $\alpha$ such that $T_{0}(x) \geqq \alpha>T_{I}$ for all $x \in \Omega$. Then for $\beta=f(\alpha)$

$$
\begin{equation*}
\|Y(t)\|_{p} \leqq\left\|Y_{0}\right\|_{p} e^{-\beta t}, \quad t \geqq 0 . \tag{3.3}
\end{equation*}
$$

If in addition $Y_{0} \in C(\bar{\Omega})$, then

$$
\begin{equation*}
\|Y(t)\|_{\infty} \leqq\left\|Y_{0}\right\|_{\infty} e^{-\beta t}, \quad t \geqq 0 . \tag{3.3a}
\end{equation*}
$$

Proof. Since the integral part of (2.1a) is nonnegative for all $t \geqq 0$, we have that $T(x, t) \geqq \alpha$ for all $t \geqq 0$ and all $x \in \Omega$. Since $f(T)$ is strictly increasing in $T$ for $T>0$, we thus have that $f(T(x, t)) \geqq f(\alpha)=\beta$ for all $t \geqq 0$ and all $x \in \Omega$. Let $V(t)$ denote multiplication by $f(T(t))$ and let $U(t, s)$ be the fundamental solution generated by the (time-dependent) operator $A_{1, p}-V(t)$, i.e., $U(t, s)$ is the unique operator-valued function satisfying $\partial U(t, s) /(\partial t)=\left(A_{1, p}-V(t)\right) U(t, s), U(s, s)=I$ for every $0 \leqq s \leqq t$; we have that $Y(t)=U(t, 0) Y_{0}$. If $U_{\beta}(t, s)$ is the fundamental solution generated by $A_{1, p}-V(t)+\beta I$, then

$$
\begin{equation*}
\left\|U_{\beta}(t, 0) Y_{0}\right\|_{p} \leqq\left\|Y_{0}\right\|_{p} . \tag{3.4}
\end{equation*}
$$

Inequality (3.3) now follows since

$$
\begin{equation*}
U(t, 0)=U_{\beta}(t, 0) e^{-\beta t} . \tag{3.5}
\end{equation*}
$$

If $Y_{0} \in C(\bar{\Omega})$ we obtain (3.3a) by replacing $p$ and $\infty$ in (3.4) and then using (3.5).
Our main result of this section follows by combining the above propositions.
Theorem 3.1. Let $T$ and $Y$ be as in Theorem 2.2 such that (3.1) holds. Then if $T_{A V}>T_{I}$ we have that $Y$ eventually decays to zero exponentially; that is, there exists a $t_{1}>0$ and a $\beta>0$ such that for all $t \geqq t_{1}$

$$
\begin{equation*}
\|Y(t)\|_{p} \leqq\left\|Y_{0}\right\|_{p} e^{-\beta\left(t-t_{1}\right)} . \tag{3.6}
\end{equation*}
$$

If in addition $Y_{0} \in C(\bar{\Omega})$, then for all $t \geqq t_{1}$

$$
\begin{equation*}
\left\|\left.Y(t)\right|_{\infty} \leqq\right\| Y_{0} \|_{\infty} e^{-\beta\left(t-t_{1}\right)} . \tag{3.6a}
\end{equation*}
$$

Proof. Let $\alpha$ be a constant such that $T_{A V}>\alpha>T_{I}$. By Proposition 3.1 there exists a $t_{1}>0$ such that $t \geqq t_{1}$ implies that $\left(W_{0}(t) T_{0}\right)(x) \geqq \alpha$ for all $x \in \Omega$. Again, from (1.2) and (2.1a) this implies that $T(x, t) \geqq \alpha$ for all $t \geqq t_{1}$ and all $x \in \Omega$. If we now consider (1.1) with initial data $T\left(t_{1}\right), Y\left(t_{1}\right)$, the inequality (3.6) now follows from Proposition 3.2, noting that $\left\|Y\left(t_{1}\right)\right\|_{p} \leqq\left\|Y_{0}\right\|_{p}$ since $U(t, s)$ (as in the proof of Proposition 3.2) is nonexpansive on $L^{p}$. If $Y_{0} \in C(\bar{\Omega})$ (3.6a) follows similarly, making use of (2.2a).

The next result asserts that if $T_{0}, Y_{0}$ are in $C(\bar{\Omega})$ then under the above conditions $T(t)$ (as well as $Y(t)$ ) is bounded for all $t$.

Theorem 3.2. Under the conditions of Theorem 3.1 assume in addition that $T_{0}$ and $Y_{0}$ are in $C(\bar{\Omega})$. Then there exists a constant $K$ such that $\|T(t)\|_{\infty} \leqq K$ for all $t \geqq 0$.

Proof. Let $t_{1}$ be as in Theorem 3.1. From (2.1a) and (3.6a) we have for $t \geqq t_{1}$ that

$$
\begin{align*}
0 \leqq T(t)= & W_{0}(t) T_{0}+Q \int_{0}^{t_{1}} W_{0}(t-s) Y(s) f(T(s)) d s \\
& +Q \int_{t_{1}}^{t} W_{0}(t-s) Y(s) f(T(s)) d s \\
\leqq & \left\|T_{0}\right\|_{\infty}+Q\left\|Y_{0}\right\|_{\infty} B t_{1}+Q \int_{t_{1}}^{t}\|Y(s)\|_{\infty} B d s  \tag{3.7}\\
\leqq & \left\|T_{0}\right\|_{\infty}+Q\left\|Y_{0}\right\|_{\infty} B\left[t_{1}+\int_{t_{1}}^{\infty} e^{-\beta\left(s-t_{1}\right)} d s\right]
\end{align*}
$$

$$
=\left\|T_{0}\right\|_{\infty}+Q\left\|Y_{0}\right\|_{\infty} B\left[t_{1}+(1 / \beta)\right]
$$

Thus the result is established with $K$ taken as the right-hand side of (3.7).
Note that Theorem 3.1 asserts that in the case where $T_{I}=0$ we have complete asymptotic burning whenever $T_{0}$ is nonnegative in $\Omega$ and positive on a subset of positive measure in $\Omega$. However, if $T_{I}>0$, different results can occur depending on the value of other parameters. We illustrate below with two examples in which eventual flame extinction occurs in the first case for a small enough value of $Q$ and in the second case complete asymptotic burning occurs if $Q$ is large enough.

Proposition 3.3. Under the conditions of Theorem 2.3 with $T$ and $Y$ satisfying (3.1), suppose in addition that $d_{0}=d_{1}$ and $T_{A V}<T_{I}$; then for small enough $Q$ we have that $T(t)$ eventually stays below ignition temperature.

Proof. From (2.1b) and the nonnegativity of $Y$ and $f(T)$ we have for all $t \geqq 0$ that

$$
\begin{equation*}
0 \leqq \int_{0}^{t} W_{1}(t-s) Y(s) f(T(s)) d s \leqq W_{1}(t) Y_{0} \leqq\left\|Y_{0}\right\|_{\infty} \tag{3.8}
\end{equation*}
$$

Since $d_{0}=d_{1}$ we have that $W_{0}(t)=W_{1}(t)$, hence from (2.1a) and (3.8) it follows that

$$
\begin{equation*}
0 \leqq T(t) \leqq W_{0}(t) T_{0}+Q\left\|Y_{0}\right\|_{\infty} \tag{3.9}
\end{equation*}
$$

Given $\gamma$ such that $T_{A V}<\gamma<T_{I}$, by Proposition 3.1 there exists a $t_{2}$ such that $t \geqq t_{2}$ implies that $W_{0}(t) T_{0} \leqq \gamma$. Thus if $Q$ is such that $Q\left\|Y_{0}\right\|_{\infty}<T_{I}-\gamma$ we have from (3.9) that $T(t)<T_{I}$ for all $t \geqq t_{2}$. Thus the proposition is established.

We next construct a case in which we can have $T_{A V}<T_{I}$ but complete asymptotic burning prevails if $Q$ is large enough. To simplify the proof, we place some restrictions on the initial data. In this case no restrictions are placed on the diffusion coefficients.

Proposition 3.4. Under conditions (3.1) assume in addition that there exists a constant $\gamma>0$ such that $Y_{0}(x) \geqq \gamma$ for all $x \in \Omega$. Assume also that there exists a constant $\alpha>T_{I}$ and a subset $E_{0}$ of $\Omega$ such that $E_{0}$ has positive measure and $T_{0}(x) \geqq \alpha$ for all $x \in E_{0}$. Then if $Q$ is large enough we have complete asymptotic burning.

Proof. Select $t_{0}$ small enough so that $t_{0} B\left\|Y_{0}\right\|_{\infty} \leqq \gamma / 2$; then from (1.2), (2.1b), and (2.2a) we have that

$$
\begin{equation*}
Y(t) \geqq W_{1}(t) Y_{0}-t B\left\|Y_{0}\right\|_{\infty} \geqq W_{1}(t) Y_{0}-\gamma / 2 \tag{3.10}
\end{equation*}
$$

whenever $0 \leqq t \leqq t_{0}$. Since $W_{1}(t)$ is positivity preserving we have that $\left(W_{1}(t) Y_{0}\right)(x) \geqq \gamma$ for all $x \in \Omega$, hence it follows from (3.10) that $Y(x, t) \geqq \gamma / 2$ for all $x \in \Omega$, if $t$ is small enough.

Meanwhile, by the continuity of $W_{0}(t)$ in $t$, there exist positive constants $t_{1}$ and $\alpha_{1}>T_{I}$, and a subset $E_{1}$ of $E_{0}$ with positive measure, such that $\left(W_{0}(t) T_{0}\right)(x) \geqq \alpha_{1}$ for $x \in E_{1}$ whenever $0 \leqq t \leqq t_{1}$. Set $\beta_{1}=f\left(\alpha_{1}\right)$; then if $0 \leqq t \leqq \min \left\{t_{0}, t_{1}\right\}$ we have that

$$
\begin{equation*}
W_{0}(t-s) Y(s) f(T(s)) \geqq W_{0}(t-s)\left[(\gamma / 2) \beta_{1} \aleph_{E_{1}}\right] \tag{3.11}
\end{equation*}
$$

on $\Omega$ for all $s \in[0, t]$, where $\aleph_{E_{1}}$ is the indicator function for $E_{1}$. Similarly to the choice of $t_{1}, \alpha_{1}$, and $E_{1}$, we can find positive constants $t_{2} \leqq \min \left\{t_{0}, t_{1}\right\}$ and $\beta_{2}$, and a subset $E_{2}$ of $E_{1}$ with positive measure, such that

$$
\begin{equation*}
\left(W_{0}(t-s)\left[(\gamma / 2) \beta_{1} \aleph_{E_{1}}\right]\right)(x) \geqq \beta_{2} \tag{3.12}
\end{equation*}
$$

whenever $0 \leqq s \leqq t \leqq t_{2}$ and $x \in E_{2}$. Then for all $t \in\left[0, t_{2}\right]$ and all $x \in E_{2}$ we have from (2.1a), (3.11), (3.12), and the choice of $\alpha_{1}$ that

$$
\begin{equation*}
T(x, t) \geqq \alpha_{1}+Q \beta_{2} t \tag{3.13}
\end{equation*}
$$

Since $T(x, t)$ is bounded below by zero on $\Omega$, we see from (3.13) that by selecting $t=t_{2}$ and $Q$ large enough we can arrange that

$$
\begin{equation*}
\frac{1}{|\Omega|} \int_{\Omega} T\left(x, t_{2}\right) d x>T_{I} . \tag{3.14}
\end{equation*}
$$

Considering (1.1) with initial data $T\left(x, t_{2}\right)$ and $Y\left(x, t_{2}\right)$, we then obtain complete asymptotic burning by Theorem 3.1, which proves the proposition.

Theorem 3.1 and Propositions 3.3 and 3.4 show that $T_{A V}$ is a "semithreshold parameter." We use this term to describe the fact that when $T_{A V}$ is above the critical value $T_{I}$, complete asymptotic burning occurs regardless of all other parameters; when $T_{A V}$ is less than $T_{I}$, complete asymptotic burning or eventual flame quenching occurs depending on the other parameters, in particular, depending on $Q$. In fact, the next result shows that under the above conditions there exists a closed interval [ $Q_{*}, Q^{*}$ ] such that if $Q>Q^{*}$ we are guaranteed complete asymptotic burning and if $Q<Q_{*}$ we are guaranteed eventual flame quenching.

Theorem 3.3. Under all conditions of Propositions 3.3 and 3.4, there exists a positive constant $Q^{*}$ such that for every $Q>Q^{*}$ complete asymptotic burning occurs and there exists a positive constant $Q_{*}$ such that for every $Q<Q_{*}$ eventual flame quenching occurs.

Proof. Set $X=T+Q Y$; then as in § 7 of [4] we assume, for simplicity, that $d_{0}=d_{1}=1$ and rewrite (1.1a), (1.1b) as

$$
\begin{align*}
& T_{t}=T_{x x}+(X-T) f(T),  \tag{3.15a}\\
& X_{t}=X_{x x} . \tag{3.15b}
\end{align*}
$$

Here $X(0)=T_{0}+Q Y_{0} \equiv X_{0}$ so that $X(t)=e^{t \Delta} X_{0}$. Thus we can rewrite (3.15a), (3.15b) as the single equation

$$
\begin{equation*}
T_{t}=T_{x x}+\left(e^{t \Delta} X_{0}-T\right) f(T) \tag{3.16}
\end{equation*}
$$

Now suppose $T^{\prime}$ solves (3.15) with $X_{0}$ replaced by $X_{0}^{\prime}$, with

$$
\begin{equation*}
X_{0}^{\prime} \geqq X_{0} . \tag{3.17}
\end{equation*}
$$

Set $\bar{T}=T^{\prime}-T$; then $\bar{T}$ satisfies

$$
\begin{equation*}
\bar{T}_{t}=\bar{T}_{x x}+V_{1}(t) \bar{T}+V_{2}(t) \tag{3.18}
\end{equation*}
$$

where

$$
\begin{align*}
& V_{1}(t)=(X(t)-T) f^{\prime}(\varphi)-f\left(T^{\prime}\right), \\
& V_{2}(t)=e^{i \Delta}\left(X_{0}^{\prime}-X_{0}\right) f\left(T^{\prime}\right) . \tag{3.19}
\end{align*}
$$

Here $\varphi=T+\theta\left(T^{\prime}-T\right)$, where $\theta \in(0,1)$ is chosen so that

$$
\begin{equation*}
f\left(T^{\prime}\right)-f(T)=f^{\prime}(\varphi)\left(T^{\prime}-T\right) \tag{3.20}
\end{equation*}
$$

Let $U(t, s)$ be the fundamental solution for the operator $(\cdot)_{x x}+V_{1}(t)$, then from (3.18) we see that $\bar{T}$ satisfies

$$
\begin{equation*}
\bar{T}(t)=U(t, 0) \bar{T}_{0}+\int_{0}^{t} U(t, s) V_{2}(s) d s \tag{3.21}
\end{equation*}
$$

where $\bar{T}_{0}=T_{0}^{\prime}-T_{0}$.
Since $U(t, s)$ is positivity preserving and (3.17) holds, we see that $\bar{T}(t) \geqq 0$ for all $t \geqq 0$ provided $T_{0}^{\prime} \geqq T_{0}$. In particular, if all other parameters remain fixed, replacing $Q$ by $Q^{\prime}$ in $W_{0}$ with $Q^{\prime} \geqq Q$ implies that $T^{\prime}(t) \geqq T(t)$.

With all parameters fixed and $d_{0}=d_{1}$, let $S^{*}$ be the set of all $Q$ such that eventual flame propagation occurs and let $S_{*}$ be the set of all $Q$ such that eventual flame
quenching occurs. Our two examples in Propositions 3.3 and 3.4 show that both sets are nonempty. Set $Q^{*}=\inf S^{*}$ and set $Q_{*}=\sup S_{*}$. Our comparison principle that we have just shown for $Q$ then implies the conclusions of the theorem.

The above proof is basically reproduced from parts of § 7 of [4]. We have included it here for completeness.

We now continue with the case where $d_{0}=d_{1}$ and show that the above results provide a detailed picture of the large-time behavior of $T$ and $Y$ under this assumption. Our next result follows easily from Theorem 3.1 and the proof of Theorem 3.3.

Corollary 3.1. Under the conditions of Theorem 3.1 we have that $Y$ converges to zero uniformly in $t$ and $T$ converges uniformly in to the average of $T_{0}+Q Y_{0}$ over $\Omega$.

Proof. From the proof of Theorem 3.3 we have that $T+Q Y=\exp (t \Delta)\left(T_{0}+Q Y_{0}\right)$. Hence $T+Q Y$ converges uniformly to the average of $T_{0}+Q Y_{0}$ over $\Omega$, i.e., the constant obtained by replacing $T_{0}$ by $T_{0}+Q Y_{0}$ in the right-hand side of (1.3). But by Theorem 3.1, $Y(t)$ converges uniformly to zero in $t$, hence $T(t)$ converges uniformly to this constant, and the proof of the corollary is completed.

Our final result of this section shows that, when $d_{0}=d_{1}$ and $T_{0}, Y_{0}$ satisfy the (not too restrictive) assumptions of Theorem 3.3, we have a nearly complete portrait of the asymptotic dynamics of the model given by (1.1) if $Q$ is not in the interval $\left[Q_{*}, Q^{*}\right]$.

Theorem 3.4. Let $Q_{*}, Q^{*}$ be as in Theorem 3.3; then under the conditions of Theorem 3.3 we have that if $Q>Q^{*}, Y$ converges uniformly to zero and $T$ converges uniformly to the average of $T_{0}+Q Y_{0}$ over $\Omega$. If $Q<Q_{*}$, then there exists a constant $T_{1} \leqq T_{I}$ and a constant $Y_{1}$ such that $T(t)$ converges uniformly to $T_{1}$ and $Y(t)$ converges uniformly to $Y_{1}$. We have that the averages of $T_{1}+Q Y_{1}$ and $T_{0}+Q Y_{0}$ over $\Omega$ are equal.

Proof. If $Q>Q^{*}$, then the result follows by Proposition 3.4 and Corollary 3.1. If $Q<Q_{*}$ we have that there exists a positive constant $t_{0}$ such that $t \geqq t_{0}$ implies that $T(t) \leqq T_{I}$. Hence $Y(t) f(T(t))=0$ for $t \geqq t_{0}$. Considering (1.1) with initial data $T\left(t_{0}\right)$, $Y\left(t_{0}\right)$, we thus see that $T(t)=\exp (t \Delta)\left(T\left(t_{0}\right)\right)$ and $Y(t)=\exp (t \Delta)\left(Y\left(t_{0}\right)\right)$ for $t \geqq t_{0}$, and thus we can take $T_{1}$ and $Y_{1}$ to be the averages of $T\left(t_{0}\right)$ and $Y\left(t_{0}\right)$ over $\Omega$, respectively. That the average of $T_{1}+Q Y_{1}$ over $\Omega$ equals the average of $T_{0}+Q Y_{0}$ over $\Omega$ follows from the opening remarks of the proof of Corollary 3.1. This concludes the proof of the theorem, as well as our discussion of (1.1) with boundary conditions (3.1).
4. Dirichlet boundary conditions for $\boldsymbol{T}$. In this section we assume that $B_{0}$ is the Dirichlet operator on $\Gamma$. Let $g$ and $h$ be nonnegative continuous functions on $\Gamma$ which are smooth enough so that the desired regularity of Theorem 2.4 holds. We assume throughout this section that the following boundary conditions hold for $T$ and $Y$ :

$$
\begin{array}{ll}
T(x)=g(x), & x \in \Gamma, \\
B_{1} Y(x)=h(x), & x \in \Gamma \tag{4.1b}
\end{array}
$$

where $B_{1}$ is either the Dirichlet or Neumann boundary operator; in the latter case we set $h \equiv 0$. Our first task is to show that $T(t)$ is bounded uniformly in $t$. Recall from Theorem 2.5 that we already have that $Y$ is bounded. Recall from $\S 2$ that $A_{0}$ is the closure in $L^{1}$ of $d_{0} \Delta$ on $C_{B_{0}}^{2}$, and $A_{0, p}$ is $A_{0}$ restricted to $D\left(A_{0}\right) \cap L^{p}$. Let $\lambda_{1}$ be the first eigenvalue of $-A_{0,2}$. Then $\lambda_{1}>0$ and it is shown in [3] that there exists a constant $M$ such that for all $u \in C(\bar{\Omega})$ and all $t \geqq 0$

$$
\begin{equation*}
\left\|W_{0}(t) u\right\|_{\infty} \leqq M\|u\|_{\infty} e^{-\lambda_{1} t} . \tag{4.2}
\end{equation*}
$$

The next result then follows easily.

Theorem 4.1. Let T and Y satisfy (4.1) on $\Gamma$ under the conditions of Theorem 2.5. In particular, assume that $T_{0}$ and $Y_{0}$ are in $C(\bar{\Omega})$; then there exists a constant $K$ such that $\|T(t)\|_{\infty} \leqq K$ for all $t \geqq 0$.

Proof. From (1.2), (2.3), (2.4), and (4.2) we have that

$$
\begin{align*}
\|T(t)\|_{\infty} & \leqq\left\|T_{0}\right\|_{\infty}+\sup _{\Gamma} g+Q \int_{0}^{t}\left\|W_{0}(t-s) Y(s) f(T(s))\right\|_{\infty} d s \\
& \leqq\left\|T_{0}\right\|_{\infty}+\sup _{\Gamma} g+Q \int_{0}^{t} M\|Y(s) f(T(s))\|_{\infty} e^{-\lambda_{1}(t-s)} d s \\
& \leqq\left\|T_{0}\right\|_{\infty}+\sup _{\Gamma} g+Q M B K_{1} \int_{0}^{\infty} e^{-\lambda_{1}(t-s)} d s  \tag{4.3}\\
& \leqq\left\|T_{0}\right\|_{\infty}+\sup _{\Gamma} g+Q M B K_{1}\left(1 / \lambda_{1}\right)
\end{align*}
$$

where $K_{1}$ equals the right-hand side of (2.4). The proof is thus established with $K$ as the right-hand side of (4.3).

Theorem 4.2. Under the conditions of Theorem 4.1 assume, in addition, that $g(x)>T_{I}$ for all $x \in \Gamma$, and that $B_{1}$ is the Neumann operator; then complete asymptotic burning occurs at a rate which is eventually exponential.

Proof. As $\Gamma$ is compact, there exists an $x_{0} \in \Gamma$ such that $g(x) \geqq g\left(x_{0}\right)>T_{I}$ for all $x \in \Gamma$. Set $\alpha_{0}=g\left(x_{0}\right)$; then by the maximum principle (see, e.g., [7] or [16]) $w_{0}(x) \geqq \alpha_{0}$ for all $x \in \Omega$. Now while $W_{0}(t)\left(T_{0}-w_{0}\right)$ may not always be nonnegative, it goes to zero uniformly by (4.2), thus for any $\varepsilon_{1}$ such that $0<\varepsilon_{1}<\alpha_{0}-T_{I}$, there exists a $t_{1}$ such that $t \geqq t_{1}$ implies that $\left\|W_{0}(t)\left(T_{0}-w_{0}\right)\right\|_{\infty}<\varepsilon_{1}$. Set $\alpha_{1}=\alpha_{0}-\varepsilon_{1}$; then since $W_{0}(t)$ is positivity preserving and both $Y$ and $f(T)$ are nonnegative, it follows from (2.3a) that $T(x, t) \geqq \alpha_{1}>T_{I}$ for all $x \in \Omega$ and all $t \geqq t_{1}$. Set $\beta_{1}=f\left(\alpha_{1}\right)$; then as in the proof of Theorem 3.1 it follows that

$$
\begin{equation*}
\|Y(t)\|_{\infty} \leqq\left\|Y_{0}\right\|_{\infty} e^{-\beta_{1}\left(t-t_{1}\right)} \tag{4.4}
\end{equation*}
$$

for all $t \geqq t_{1}$. This completes the proof of the theorem.
To underscore the advantage gain when $T$ is kept above ignition temperature on the boundary, for the last result of this section we consider cases where $T$ is below $T_{I}$ on some (not necessarily connected) open subset of $\Gamma$. Recall that $Q$ is proportional to the chemical heat release; the next theorem shows that eventually no combustion can occur in subsets of $\Omega$ of positive measure if $Q$ is small enough.

Theorem 4.3. Under the conditions of Theorem 4.1 assume, in addition, that $g(x)<T_{I}$ for $x$ in an open nonempty subset of $\Gamma$. Then there exists a set $E$ of positive measure in $\Omega$ and a $t_{1}>0$ such that $T(x, t) \leqq T_{I}$ for all $x \in E$ and $t \geqq t_{1}$ if $Q$ is small enough.

Proof. Let $K_{1}$ equal the right-hand side of (2.4); then from the proof of Theorem 4.1 and the fact that $W_{0}(t)\left(T_{0}-w_{0}\right) \leqq W_{0}(t) T_{0}$, we have that

$$
\begin{equation*}
T(x, t) \leqq\left(W_{0}(t) T_{0}\right)(x)+w_{0}(x)+Q M B K_{1}\left(1 / \lambda_{1}\right) \tag{4.5}
\end{equation*}
$$

where, as before, $\lambda_{1}$ is the first eigenvalue of $-A_{0,2}$. By the continuity of $w_{0}(x)$ there exists a set of positive measure $E_{0}$ in $\Omega$ such that $w_{0}(x)<T_{I}$ for $x \in E_{0}$. In particular, there exists a $\gamma<T_{I}$ and a subset $E$ of $E_{0}$ with positive measure such that $w_{0}(x) \leqq \gamma$ for $x \in E$. For positive $\varepsilon$ such that $\varepsilon<T_{I}-\gamma$, choose $t_{1}$ such that $\left\|W_{0}(t) T_{0}\right\|<\varepsilon$ for all $t \geqq t_{1}$; then from (4.5) we have that for all $x \in E$ and all $t \geqq t_{1}$

$$
\begin{equation*}
T(x, t) \leqq \gamma+\varepsilon+Q M B K_{1}\left(1 / \lambda_{1}\right) . \tag{4.6}
\end{equation*}
$$

As $\gamma+\varepsilon<T_{I}$, it is now clear that if $Q$ is small enough, $T(x, t) \leqq T_{I}$ for all $x \in E$ and all $t \geqq t_{1}$, thus completing the proof.

We note that Theorem 4.3 holds regardless of whether $B_{1}$ represents the Dirichlet or Neumann operator, and regardless of the initial conditions $T_{0}$ and $Y_{0}$. In particular, even if combustion occurs initially throughout $\Omega$, i.e., $T_{0}(x)>T_{I}$ for all $x \in \Omega$, we have eventual flame quenching on portions of $\Omega$ with positive measure.
5. Examples of maintained concentration levels in $\boldsymbol{\Omega}$. We allow in this section for $B_{0}$ to be either the Dirichlet or Neumann operator, and set $B_{1}$ to be the Dirichlet operator. Let $g$ and $h$ be nonnegative continuous functions on $\Gamma$ with enough smoothness for the desired regularity in Theorem 2.4. Thus the boundary conditions assumed in this section are:

$$
\begin{align*}
& B_{0} T=g \quad \text { on } \Gamma,  \tag{5.1a}\\
& Y=h \quad \text { on } \Gamma . \tag{5.1b}
\end{align*}
$$

Let $\lambda_{1}$ be the first eigenvalue of $-A_{1,2}$; then as with $A_{0,2}$ in $\S 4, \lambda_{1}>0$ and there exists a constant $M$ such that for all $u$ in $C(\bar{\Omega})$

$$
\begin{equation*}
\left\|W_{1}(t) u\right\|_{\infty} \leqq M\|u\|_{\infty} e^{-\lambda_{1} t} \tag{5.2}
\end{equation*}
$$

for all $t \geqq 0$. We now use techniques similar to those in previous sections in obtaining the next result.

Theorem 5.1. Under the conditions of Theorem 2.5 assume that $T$ and $Y$ satisfy (5.1) on $\Gamma$. Then if $h$ is strictly positive on a nonempty open subset of $\Gamma$, there exists a subset $E$ of $\Omega$ with positive measure and constants $\gamma>0$ and $t_{1}>0$ such that if the preexponential factor $B$ is small enough we have that $Y(x, t) \geqq \gamma$ for all $x \in E$ and all $t \geqq t_{1}$.

Proof. Let $w_{1}$ be as in Theorem 2.4; then by continuity there exists a subset $E_{0}$ of $\Omega$ with positive measure such that $w_{1}$ is strictly positive on $E_{0}$. Hence there exists a subset of $E_{0}$ with positive measure and a constant $\gamma_{1}>0$ such that $w_{1}(x) \geqq \gamma_{1}$ for all $x \in E$. Given $\varepsilon$ such that $0<\varepsilon<\gamma_{1}$, there exists by (5.2) a $t_{1}>0$ such that $\left\|W_{1}(t) w_{1}\right\|_{\infty}<\varepsilon$ if $t \geqq t_{1}$. Then from (2.3b) and (5.2) we have for all $x \in E$ and $t \geqq t_{1}$ that

$$
\begin{align*}
Y(x, t) & \geqq\left(W_{1}(t) Y_{0}\right)(x)+\left(\gamma_{1}-\varepsilon\right)-\int_{0}^{t}\left\|W_{1}(t-s) Y(s) f(T(s))\right\|_{\infty} d s \\
& \geqq\left(W_{1}(t) Y_{0}\right)(x)+\left(\gamma_{1}-\varepsilon\right)-\int_{0}^{t} M\|Y(s) f(T(s))\|_{\infty} e^{-\lambda_{1}(t-s)} d s \\
& \geqq\left(W_{1}(t) Y_{0}\right)(x)+\left(\gamma_{1}-\varepsilon\right)-M\left(\left\|Y_{0}\right\|_{\infty}+\sup _{\Gamma} h\right) B \int_{0}^{\infty} e^{-\lambda_{1}(t-s)} d s  \tag{5.3}\\
& =\left(W_{1}(t) Y_{0}\right)(x)+\left(\gamma_{1}-\varepsilon\right)-B M\left(\left\|Y_{0}\right\|_{\infty}+\sup _{\Gamma} h\right)\left(1 / \lambda_{1}\right) .
\end{align*}
$$

Note that $\left(\gamma_{1}-\varepsilon\right)>0$ and $\left(W_{1}(t) Y_{0}\right)(x) \geqq 0$, so that if we set

$$
\begin{equation*}
\gamma=\left(\gamma_{1}-\varepsilon\right)-B M\left(\left\|Y_{0}\right\|_{\infty}+\sup _{\Gamma} h\right)\left(1 / \lambda_{1}\right) \tag{5.4}
\end{equation*}
$$

then if $B$ is small enough we have that $\gamma>0$ and $Y(x, t) \geqq \gamma$ for all $x \in E$ and all $t \geqq t_{1}$, as desired. This completes the proof of the theorem.

Fixed Dirichlet boundary conditions for $Y$ occur, for example, in the case of a permeable pellet, as studied in [10], and in models of a combustible fluid where the burning occurs in a thin layer at the surface of the fluid. Theorem 5.1 shows that if $B$ is small enough then in portions of $\Omega$ the rate of burning does not exceed the rate at which the concentration is diffusing in from the boundary.
6. Remarks. We note that the averaging condition $T_{A V}>T_{I}$ imposed on the initial temperature $T_{0}$ in Theorem 3.1 is a reasonable one since in practice $T_{I}$ is a small number while the burnt temperature is typically very large. The importance of this condition is underscored by Proposition 3.3, in which an example of eventual flame quenching is produced when the averaging condition is not met. $T_{A V}$ is in some sense the analogue of the quantity $\left(T_{0}(-\infty)+T_{0}(+\infty)\right) / 2$ considered in [4] with $\Omega=\mathbb{R}$. Note that in both cases imposing the condition that the respective average involving $T_{0}$ is above ignition temperature guarantees that eventually $T(x, t)>T_{I}$ and $Y(x, t) \rightarrow 0$ as $t \rightarrow \infty$ regardless of the values of all other parameters.

Meanwhile, we note that global existence and uniqueness results have been established for the more general Cauchy problem in $\mathbb{R}$ which couples $T$ and $Y$ with pressure, velocity, and density terms under certain conditions placed on these additional terms [12], [17].

The system (1.1) is a special case of a general class of equations for which boundedness results are already known for Dirichlet and Neumann conditions imposed on both components (see, e.g., [8], [9], [11] and the references contained therein). These results could have been substituted for Theorem 3.2, and for Theorem 4.1 when both $T$ and $Y$ satisfy fixed Dirichlet boundary conditions. Note that Theorem 4.1 holds with mixed conditions, although the techniques in the aforementioned papers can probably be modified to handle this case as well. Our purpose in developing self-contained boundedness results here has been to obtain bounds depending directly on the special structure of (1.1) and (1.2), and to preserve a common thread of argument.
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# STABILITY ANALYSIS FOR THE SLOW TRAVELING PULSE OF THE FITZHUGH-NAGUMO SYSTEM* 
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#### Abstract

This paper is concerned with the existence and stability of the slow traveling pulse for the FitzHugh-Nagumo system $u_{t}=u_{x x}+u(1-u)(u-a)-w, w_{t}=\varepsilon(u-\gamma w)$. This traveling wave is obtained as a perturbation of the standing wave of the Nagumo equation $u_{t}=u_{x x}+u(1-u)(u-a)$. Its existence is established by analyzing how the unstable manifold of the origin exits a suitable block. This geometric proof is an alternative approach to the singular perturbation expansion proposed by Casten, Cohen, and Lagerstrom [Quart. Appl. Math., 32 (1975), pp. 335-367], as well as to the existence proof of Hastings [SIAM J. Appl. Math., 42 (1982), pp. 247-260].

The method also allows use of the techniques developed by Evans [ Indiana Univ. Math. J., 24 (1985), pp. 193-226] to analyze the spectrum of the variational equation around the traveling wave. It is shown that there is exactly one unstable mode.
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Introduction. The FitzHugh-Nagumo system

$$
\begin{align*}
& u_{t}=u_{x x}+u(1-u)(u-a)-w, \quad-\infty<x<\infty, \\
& w_{t}=\varepsilon(u-\gamma w), \tag{A}
\end{align*}
$$

where $0<a<\frac{1}{2}, \varepsilon \geqq 0, \gamma \geqq 0$, is a simplified version of the model proposed by Hodgkin and Huxley [12a, b] to describe the conduction of electrical impulses along a nerve axon. The experimental and numerical evidence shows that the voltage travels along the nerve with little distortion of the shape and amplitude, and at nearly constant speed. The mathematical problem is to classify the waveforms and to determine their stability.

This program has been carried out for the Nagumo equation $u_{t}=u_{x x}+f(u)$, $f(u)=u(1-u)(u-a)$, which corresponds to $\varepsilon=0, w \equiv 0$ in (A). The equation has a front, that is, a traveling wave $\varphi(\xi), \xi=x+c t$, with $\varphi(-\infty)=0, \varphi(+\infty)=1$. The speed is $c=\sqrt{2}\left(\frac{1}{2}-a\right)$. Fife and McLeod [7] proved that this front is globally stable: If the initial datum $u_{0}(x)$ satisfies $u_{0}(-\infty)<a<u_{0}(+\infty)$, then the corresponding solution approaches a translate of the front. The Nagumo equation also has a solitary wave, that is, a wave solution with a single hump and vanishing at $\pm \infty$. Its speed is $c=0$, so it is a standing wave. It has been established in [9] that the standing wave is a saddle of codimension 1 , and that it is a threshold for the steady state $\bar{u}=1$. The status of the problem for the FitzHugh-Nagumo system and related models will be discussed at the end of the introduction.

In terms of a moving frame $\xi=x+c t$, (A) becomes

$$
\begin{align*}
& u_{t}=u_{\xi \xi}-c u_{\xi}+f(u)-w, \\
& w_{t}=-c w_{\xi}+\varepsilon(u-\gamma w) . \tag{B}
\end{align*}
$$

Traveling waves of (A) correspond to stationary solutions (B). Carpenter [1], Hastings [10], and Langer [14] have proved the existence of a fast traveling pulse, $((u(\xi), w(\xi)) \rightarrow$ $(0,0)$ as $|\xi| \rightarrow \infty)$ with speed $c(\varepsilon)=\sqrt{2}\left(\frac{1}{2}-a\right)+o(1)$. The construction in Carpenter [1]

[^29]and Langer [14] is explicit: for small $\varepsilon>0$, the fast pulse is a perturbation of a singular orbit formed by piecing together the front of the Nagumo equation with the graph of $w=f(u)$. Jones [13] has proved that this wave is stable under small perturbations. He has shown that the continuous spectrum of the linearization of (B) around the fast traveling wave is contained in a half-plane $\operatorname{Re}(\lambda)<-b^{2}$, that $\lambda=0$ is a simple eigenvalue, and that there are no eigenvalues with positive real part.

Using singular perturbations, Casten, Cohen, and Lagerstrom [2], have constructed a series expansion of a slow traveling pulse with $c(\varepsilon)=O(\sqrt{\varepsilon})$, the first term being the standing wave of the Nagumo equation. Hastings [7] has proved the existence of a pulse with $c(\varepsilon)=O(\sqrt{\varepsilon})$. The numerical evidence for this kind of problems suggests that slow waves are unstable.

In this work, the existence of a slow traveling wave $(c(\varepsilon)=O(\sqrt{\varepsilon}))$ is proved by the method of isolating blocks, which yields the slow wave as a perturbation of the standing wave for the scalar equation. It is also shown that for small $\varepsilon>0$, the continuous spectrum of the linearization of (B) around the slow wave lies in a half-plane $\operatorname{Re}(\lambda)<-b^{2}$, and that there is exactly one positive eigenvalue. The stability analysis in this case is simplified by the fact that the slow pulse is a perturbation of a homoclinic orbit, and by the convergence of the analytic functions determining the point spectrum of the linearization of $(B)$ at the wave to the corresponding function of the reduced equation.

The limit of the fast pulses is a "singular orbit" consisting of heteroclinic orbits and critical points. The behavior of the analytic functions is more complicated (see Jones [13]).

The analogy with the scalar equation suggests that the stable manifold of the slow pulse is a threshold for the nerve impulse: solutions below this manifold should decay, while solutions above it should propagate and approach the fast pulse. The decay of solutions of initial-boundary problems corresponding to small initial data has been proved by Schoenbeck [18] and Weixi [20].

The existence of multiple pulses and infinite trans of the FitzHugh-Nagumo system has been proved by Hastings [10], [11] and Carpenter [1], but there are no results concerning their stability. The situation for the Hodgkin-Huxley equation is the same.

A little more is known about the piecewise linear model introduced by McKean [15], where the cubic is replaced by the broken line $-u+H(u-a), H$ being the Heaviside step function. Rinzel and Keller [17] have proved the existence of solitary waves and some infinite trains. They have also made numerical studies to establish the instability of the slow waves. The existence of multiple pulses was proved by Evans, Fenichel, and Feroe [4]. Feroe [5] proved that the fast pulse is stable, and he has also made numerical studies on the stability of multiple impulses [6]: the fastest is stable, and the others are unstable. The interesting fact is that some unstable modes correspond to growth in the amplitude, and some correspond to the spacing between the pulses. The only analytic results in this direction are bounds on the number of unstable modes of $n$ pulse solutions, which were obtained by Wang [19a, b]: fast $n$-pulses have at most $n$ unstable modes, slow $n$-pulses have at least $n$ and at most $2 n-1$ unstable modes.

1. Existence of the slow traveling wave. It will be shown that the system for traveling wave solutions of the FitzHugh-Nagumo equation

$$
\begin{align*}
& u^{\prime}=v, \\
& v^{\prime}=c v-f(u)+w, \quad '=d / d \xi,  \tag{1}\\
& w^{\prime}=\varepsilon / c(u-\gamma w),
\end{align*}
$$

has a homoclinic orbit for $c=O(\sqrt{\varepsilon})$, which is a perturbation of the standing wave of the Nagumo equation.

Let $M=\max \left\{f^{\prime}(u): 0 \leqq u \leqq 1\right\}$; then $\frac{1}{6}<M<\frac{1}{3}$. Choose $\gamma<1 / M$ (so that the origin is the only critical point of (1)), and $\delta>0$ such that $M+\delta<1 / \gamma$. We will consider parameter values $\varepsilon, c$ in the region $\varepsilon \leqq(M+\delta) c^{2}$. Since $\varepsilon / c \leqq(M+\delta) c$, the (onedimensional) unstable manifold of the origin for (1), denoted by $U_{\varepsilon, c}(\xi)$, depends continuously on ( $\varepsilon, c$ ) in the region under consideration.

We use the notion of an isolating block as defined in § 1 of Carpenter [1]: equation (1) is the autonomous system $X^{\prime}=G(X)$, where $X=(u, v, w)$.

Definition. A set $B$ is block for (1) if it is homeomorphic to $[0,1]^{3}$ and there exist $C^{1}$ functions $f_{1}, \cdots, f_{6}: \mathbb{R}^{3} \rightarrow \mathbb{R}$ such that $B=\bigcap_{i=1}^{6} f_{i}^{-1}([0, \infty])$ and $\left\langle\nabla f_{i}, G\right\rangle \neq 0$ on $f_{i}=0$.

Thus a block is a set homeomorphic to a closed ball, such that the trajectories of the flow are transversal to its boundary.

Take a block $\tilde{B}$ around $(0,0)$ for the reduced system $u^{\prime}=v, v^{\prime}=-f(u)$, with sides parallel to the lines $v= \pm u$, in such a way that the standing wave leaves $\tilde{B}$ through $b_{1}^{-}$ and comes back through $b_{2}^{+}$(see Fig. 1).

Similarly, we can construct blocks for $u^{\prime}=v, v^{\prime}=-f(u)+w$, for $|w|$ small, around the smallest root $u_{1}=u_{1}(w)$ of the equation $w=f(u)$ (see Fig. 2). The three-dimensional


Fig. 1. Exit set $\tilde{B}^{-}=b_{1}^{-} \cup b_{2}^{-}$. Entrance set $\tilde{B}^{+}=b_{1}^{+} \cup b_{2}^{+}$.


Fig. 2. Exit set $B^{-}=b_{1}^{-} \cup b_{2}^{-}$front and back.
box constructed in this manner is a block for (1) because the top and bottom, being parallel to the $u, v$ plane, are transversal to the vector field for $\varepsilon>0$.

We will concentrate on the behavior of the unstable manifold $U_{\varepsilon, c}(\xi)$ after it returns to $B$ through $b_{2}^{+} . U_{\varepsilon, c}(\xi)$ is normalized by the condition $U_{\varepsilon, c}(\xi)=a$ for the first time at $\xi=0$. The asymptotic behavior of $U_{\varepsilon, c}(\xi)$ has been analyzed by Hastings [11]: the sets $E^{-}=\left\{(u, v, w): u<0, v<0, v^{\prime}<0, w^{\prime}<0\right\}$ and $E^{+}=$ $\left\{(u, v, w): u>1, v>0, v^{\prime}>0, w^{\prime}>0\right\}$ are invariant regions for (1). Moreover, $U_{\varepsilon, c}(\xi)$ enters $E^{+}\left(E^{-}\right)$if and only if $u$ and $v$ tend to $+\infty(-\infty)$.

Let $\Omega=\{(c, \varepsilon): c>0, \varepsilon \geqq 0\}, \Omega_{1}=\left\{(c, \varepsilon): U_{\varepsilon, c}(\xi)\right.$ is bounded $\}, \Omega_{2}=\left\{(c, \varepsilon): U_{\varepsilon, c}(\xi)\right.$ enters $\left.E^{+}\right\}, \Omega_{3}=\left\{(c, \varepsilon): U_{\varepsilon, c}(\xi)\right.$ enters $\left.E^{-}\right\}$; then $\Omega_{2}$ and $\Omega_{3}$ are disjoint open sets, and $\Omega=\Omega_{1} \cup \Omega_{2} \cup \Omega_{3}$. The region between the parabolas $\varepsilon=M c^{2}$ and $\varepsilon=(1 / \gamma) c^{2}$ is contained in $\Omega_{2}$. Let $C_{3}$ be the component of $\Omega_{3}$ containing the segment $\left(0, c_{0}\right) \times\{0\}$, where $c_{0}=\sqrt{2}\left(\frac{1}{2}-a\right)$ (see Fig. 3). It will be shown that $C_{3}$ contains a portion of a parabola. For $0<c<c_{0}, U_{\varepsilon, c}(\xi)$ returns to $B$ through $b_{2}^{+}$. For $0<c<c_{0}$ and $\varepsilon=0, U_{0, c}(\xi)$ leaves $B$ for the second time through $b_{2}^{-}$, and $u<0, v^{\prime}<0$ at the exit point. By continuity, the same is true for $0 \leqq \varepsilon \leqq \varepsilon_{0}, 0<c \leqq c_{0}$. The claim is that $U_{\varepsilon, c}(\xi)$ enters $E^{-}$if it leaves $B$ through $b_{2}^{-}$for $c \leqq c_{0}$ and $\varepsilon \leqq(M+\delta) c^{2}$. This is the content of the following lemma.


Fig. 3

Lemma 1. If $c \leqq c_{0}, \varepsilon \leqq(M+\delta) c^{2}$ and $U_{\varepsilon, c}(\xi)$ leaves $B$ through $b_{2}^{-}$, then $U_{\varepsilon, c}\left(\xi_{0}\right) \in$ $E^{-}$for some $\xi_{0}>0$.

Proof. Assume that $U_{\varepsilon, c}(\xi)$ leaves $B$ (after returning through $b_{2}^{+}$) for the first time at $\xi=T(\varepsilon, c)$, and that $U_{\varepsilon, c}(T) \in b_{2}^{-}$, then $u(T)<0, v(T)<0$ and $v^{\prime}(T)<0$. There are two possibilities:
(i) $w(T) \geqq 0$, in which case $w^{\prime}(T)=(\varepsilon / c)(u(T)-\gamma w(T))<0$, so that $U_{\varepsilon, c}(T) \in$ $E^{-}$.
(ii) $w(T)<0$. Only the case $w^{\prime}(T) \geqq 0$ needs to be considered. There are two subcases:
(a) $U_{\varepsilon, c}(\xi)$ leaves the region $u<0, v<0, v^{\prime}<0$ for the first time at $T_{1}>T$, and $w^{\prime}(\xi) \geqq 0$ at $T \leqq \xi \leqq T_{1}$. In this situation, $v^{\prime}\left(T_{1}\right)=0$, which implies $w\left(T_{1}\right)>$ 0 . For small $\delta>0$, the inequalities $u\left(T_{1}-\delta\right)<0, v\left(T_{1}-\delta\right)<0, v^{\prime}\left(T_{1}-\delta\right)<0$, and $w\left(T_{1}-\delta\right)>0$ hold, so that $w^{\prime}\left(T_{1}-\delta\right)<0$, a contradiction.
(b) $U_{\varepsilon, c}(\xi)$ remains in the region $u<0, v<0, v^{\prime}<0$ as long as it exists, and $w^{\prime}(\xi) \geqq 0$ for $T \leqq \xi<T^{*}(\varepsilon, c)\left(T^{*}\right.$ is the largest positive time for which $U_{\varepsilon, c}(\xi)$ is defined). If $T^{*}<\infty$, then $u(\xi) \rightarrow-\infty, v(\xi) \rightarrow-\infty$ as $\xi \rightarrow T^{*}$, from which it follows that $w^{\prime}(\xi)=(\varepsilon / c)(u(\xi)-\gamma w(\xi)) \rightarrow-\infty$ as $\xi \rightarrow T^{*}$, so that eventually $w^{\prime}(\xi)<0$, a contradiction.

If $T^{*}=\infty$, the claim is that $w(\xi) \rightarrow 0$ as $\xi \rightarrow \infty$. If this were not true, there would exist $\alpha>0$ such that $w(\xi) \leqq-\alpha$ for $\xi \geqq T$, then $v^{\prime}(\xi) \leqq-\alpha$, so that $v(\xi) \rightarrow-\infty$ and $u(\xi) \rightarrow-\infty$ as $\xi \rightarrow \infty$. This implies that $w^{\prime}(\xi) \rightarrow-\infty$, a contradiction. But if $w(\xi) \rightarrow 0$, then $w^{\prime}(\xi) \rightarrow-\infty$, again a contradiction.

It follows that $U_{\varepsilon, c}(\xi)$ must enter $E^{-}$at some $\xi>T$. The proof is finished.
Now let $\tilde{w}=(1 / \sqrt{\varepsilon}) w$ and $\sqrt{\varepsilon}=\alpha c$. Then (1) becomes

$$
\begin{equation*}
u^{\prime}=v, \quad v^{\prime}=c v-f(u)+\alpha c \tilde{w}, \quad \tilde{w}^{\prime}=\alpha(u-\gamma \alpha c \tilde{w}) . \tag{2}
\end{equation*}
$$

When $\alpha=0$, we get $u^{\prime}=v, v^{\prime}=c v-f(u), \tilde{w}^{\prime}=0$, so that $\tilde{U}_{0, c}(\xi)$ leaves $B$ through $b_{2}^{-}$ if $c \leqq c_{0}$, and by continuity the same is true for $\alpha \leqq \sqrt{m}$. By Lemma $1, U_{\alpha, c}(\xi)$ enters $E^{-}$if $c \leqq c_{0}, \alpha \leqq \sqrt{m}$, so that $(\varepsilon, c) \in \Omega_{3}$ if $c \leqq c_{0}$ and $\varepsilon \leqq m c^{2}$.

Restrict the values of $(\varepsilon, c)$ to the region $c \leqq c_{0}, \varepsilon \leqq \min \left\{(M+\delta) c^{2}, \varepsilon_{0}\right\}$, where $\varepsilon_{0}=m c_{0}^{2}$. Take $0<\varepsilon<\varepsilon_{0}$, and define $c_{2}=\sqrt{\varepsilon /(M+\delta)}, c_{3}=\sqrt{\varepsilon / m}$. Since $B$ is a block, the exit point of $U_{\varepsilon, c}(\xi)$ depends continuously on $(\varepsilon, c)$. Therefore, $U_{\varepsilon, c}(\xi)$ leaves $B$ through $b_{2}^{-}$if $c_{3}<c<c_{0}$. Since $\left(\varepsilon, c_{2}\right) \in \Omega_{2}$, it follows from Lemma 1 that $U_{\varepsilon, c}(\xi)$ leaves $B$ through $b_{1}^{-}$. By continuity, there exists $\bar{c}$, such that $\sqrt{\varepsilon} / \sqrt{M+\delta}<\bar{c}<\sqrt{\varepsilon} / \sqrt{m}$ and $U_{\varepsilon, \bar{c}}(\xi)$ remains in $B$ after returning through $b_{2}^{+}$. By choosing $B$ small enough we can guarantee that $U_{\varepsilon, \bar{c}}(\xi) \rightarrow(0,0,0)$ as $\xi \rightarrow \infty$, and therefore $U_{\varepsilon, \bar{c}}(\xi)$ is the slow traveling pulse.
2. Stability analysis. To simplify the notation, we make the change $c \rightarrow-c$. The system for traveling waves is

$$
\begin{equation*}
u^{\prime}=v, \quad v^{\prime}=-c v-f(u)+w, \quad w^{\prime}=-\frac{\varepsilon}{c}(u-\gamma w) . \tag{3}
\end{equation*}
$$

If $U_{\varepsilon}=\left(u_{\varepsilon}, v_{\varepsilon}, w_{\varepsilon}\right)$ is the travelling wave found in the previous section, and $L_{\varepsilon}$ is the linearization around $U_{\varepsilon}$ of

$$
\begin{equation*}
u_{t}=u_{\xi \xi}+c u_{\xi}+f(u)-w, \quad w_{t}=c w_{\xi}+\varepsilon(u-\gamma w), \tag{4}
\end{equation*}
$$

then

$$
L_{\varepsilon}\binom{p}{r}=\binom{\frac{d^{2} p}{d \xi^{2}}+c \frac{d p}{d \xi}+f^{\prime}\left(u_{\varepsilon}\right) p-r}{c \frac{d r}{c \xi}+\varepsilon(p-\gamma r)}
$$

The spectrum of $L_{\varepsilon}$, denoted by $\sigma\left(L_{\varepsilon}\right)$, consists of the values of $\lambda \in \mathbb{C}$ for which $L_{\varepsilon}\binom{p}{r}=\lambda\binom{p}{r}$ has a bounded solution. The spectrum can be divided into two parts: the point spectrum $\sigma_{p}\left(L_{\varepsilon}\right)$, which consists of isolated eigenvalues of finite multiplicity, and the essential spectrum $\sigma_{e}\left(L_{\varepsilon}\right)=\sigma\left(L_{\varepsilon}\right) \backslash \sigma_{p}\left(L_{\varepsilon}\right)$.

In the limit case $\varepsilon=0$ (and $c=0$ ), the corresponding linear operator is $L_{0}(p)=$ $\left(d^{2} p\right) / d x^{2}+f^{\prime}\left(u_{0}\right) p$, where $u_{0}(x)$ is the standing wave of the Nagumo equation. The spectrum of $L_{0}$ can be computed: $\sigma_{e}\left(L_{0}\right)=(-\infty,-a]$, and there is exactly one positive eigenvalue (see Flores [9] and McKean and Moll [16]). It will be shown that for small $\varepsilon>0, \sigma_{e}(L \varepsilon)$ lies in the left half-plane, and that the point spectrum has one positive eigenvalue, so that $U_{\varepsilon}$ is a saddle of codimension 1.

The eigenvalue equation $L_{\varepsilon}\binom{p}{r}=\lambda\binom{p}{r}$ can be written as the system

$$
\begin{align*}
p^{\prime} & =q, \\
q^{\prime} & =c q+\left[\lambda-f^{\prime}\left(u_{\varepsilon}\right)\right] p+r,  \tag{5}\\
r^{\prime} & =-\frac{\varepsilon}{c} p+\left(\frac{\lambda+\varepsilon \gamma}{c}\right) r .
\end{align*}
$$

If $z=(p, q, r)$, then (5) is the linear system in $\mathbb{C}^{3}: z^{\prime}=A z$, where

$$
A=\left(\begin{array}{ccc}
0 & 1 & 0 \\
\lambda-f^{\prime}\left(u_{\varepsilon}\right) & -c & 1 \\
-\varepsilon / c & 0 & (\lambda+\varepsilon \gamma) / c
\end{array}\right)
$$

System (5) is asymptotically autonomous, the asymptotic equation being given by the matrix

$$
A_{0}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
\lambda+a & -c & 1 \\
-\varepsilon / c & 0 & (\lambda+\varepsilon \gamma) / c
\end{array}\right)
$$

Let $L_{1}$ be the linearization of (4) around ( $0,0,0$ ), that is,

$$
L_{1}\binom{p}{r}=\binom{\frac{d^{2} p}{d \xi^{2}}+c \frac{d p}{d \xi}-a p-r}{c \frac{d r}{c \xi}+\varepsilon(p-\gamma r)}
$$

then $\sigma_{e}\left(L_{1}\right)=S=\left\{\lambda \in \mathbb{C}: A_{0}(\lambda)\right.$ has a pure imaginary eigenvalue $\}$.
Since

$$
L_{\varepsilon}=L_{1}+\left({ }^{\left[f^{\prime}\left(u_{\varepsilon}\right)+a\right] p}\right),
$$

and the second term in the right-hand side is a relatively compact perturbation, it follows that any connected component of $\mathbb{C} \backslash S$ is entirely the essential spectrum, or the only spectrum in it is discrete.

The claim is that $S$ lies in the left half-plane for small $\varepsilon>0$. Let

$$
P(\alpha, \varepsilon, \lambda)=\operatorname{det}\left(A_{0}(\varepsilon, \lambda)-\alpha I\right)=\left[\alpha^{2}+c \alpha-(\lambda+a)\right]\left[\frac{\lambda+\varepsilon \gamma}{c}-\alpha\right]-\frac{\varepsilon}{c}
$$

Since $c(\varepsilon)<0, S=\{\lambda \in \mathbb{C}: c(\varepsilon) P(\alpha, \varepsilon, \lambda)=0$ for some $\alpha=i \tau, \tau \in \mathbb{R}\}$. When $\varepsilon=0$, the equation is $\left[\alpha^{2}-(\lambda+a)\right] \lambda=0$, and this has solutions $\alpha=i \tau, \tau \in \mathbb{R}$ if and only if $\lambda \leqq-a$, so that $S_{0}=(-\infty,-a]$. By continuity, $S$ lies in the left half-plane for small $\varepsilon>0$.

Let $G$ be the connected component of $\mathbb{C} \backslash S$ which contains a half-plane of the form $\{\lambda: \operatorname{Re}(\lambda)>b\}, b<0$. From Theorem 1 and Corollary 3 of Evans [3c], $\lambda \in \rho\left(L_{\varepsilon}\right)$ if $|\lambda|$ is large. Therefore, the only part of the spectrum in $G$ is $\sigma_{p}\left(L_{\varepsilon}\right)$. Moreover, the number of eigenvalues of $A_{0}(\lambda)$ in $\operatorname{Re}(\lambda)>0$ is constant in $G$. To compute this number, note that $c(\varepsilon) P(\alpha, \varepsilon, \lambda)=\left[a^{2}+c \alpha-(\lambda+a)\right][\lambda+\varepsilon \gamma-c \alpha]-\varepsilon=0$. At $\varepsilon=0$ we get $\left[\alpha^{2}-\right.$ $(\lambda+a)] \lambda=0$. For $\lambda \neq 0$ there are two eigenvaues: $\alpha_{1}(0, \lambda)=\sqrt{\lambda+a}$, and $\alpha_{2}(0, \lambda)=$ $-\sqrt{\lambda+a}$ with $\operatorname{Re}\left(\alpha_{2}(0, \lambda)\right)<0<\operatorname{Re}\left(\alpha_{1}(0, \lambda)\right)$. By continuity there are two eigenvalues $\alpha_{1}(\varepsilon, \lambda), \alpha_{2}(\varepsilon, \lambda)$ with $\operatorname{Re}\left(\alpha_{2}(\varepsilon, \lambda)\right)<0<\operatorname{Re}\left(\alpha_{1}(\varepsilon, \lambda)\right)$ for small $\varepsilon>0$. Since $\alpha_{1}+\alpha_{2}+$ $\alpha_{3}=(\lambda+\varepsilon \gamma) / c-c$, it follows that $\alpha_{3}(\varepsilon, \lambda) \sim \lambda / c$. In particular $\operatorname{Re}\left(\alpha_{3}\right) \sim \operatorname{Re}(\lambda / c) \sim$ $-k^{2} / \sqrt{\varepsilon}$.

Therefore, the eigenvalues of $A_{0}$ satisfy $\operatorname{Re}\left(\alpha_{3}(\varepsilon, \lambda)\right)<\operatorname{Re}\left(\alpha_{2}(\varepsilon, \lambda)\right)<0<$ $\operatorname{Re}\left(\alpha_{1}(\varepsilon, \lambda)\right)$ if $\varepsilon$ is small enough. Let $X_{1}, X_{2}, X_{3}$ be the eigenvalues of $A_{0}$ corresponding to $\alpha_{1}, \alpha_{2}, \alpha_{3}$, respectively, then $X_{1}=\left(1, \alpha_{1},-\varepsilon\left(c \alpha_{1}-(\lambda+\varepsilon \gamma)\right)^{-1}\right)$. System (5) has a solution $\varphi(\xi ; \varepsilon, \lambda)=X_{1} e^{\alpha_{1}(\varepsilon, \lambda) \xi}+o\left(e^{\alpha_{1}(\varepsilon, \lambda) \xi}\right)$ as $\xi \rightarrow-\infty$. This is a candidate for being an eigenfunction. To see if $\varphi(\xi ; \varepsilon, \lambda)$ is bounded as $\xi \rightarrow+\infty$, consider the adjoint system $z^{* \prime}=B z^{*}$, where $B=-A^{*}$. This system is asymptotic to $z^{* \prime}=B_{0} z^{*}$, where $B_{0}=-A_{0}^{*}$.

The eigenvalues of $B_{0}$ are $\left\{\beta_{1}, \beta_{2}, \beta_{3}\right\}=\left\{-\bar{\alpha}_{1},-\bar{\alpha}_{2},-\bar{\alpha}_{3}\right\}$. Let $Y_{1}, Y_{2}, Y_{3}$ be the corresponding eigenvectors. $Y_{1}$ is given by

$$
Y_{1}=\left(1,\left(c-\beta_{1}\right)^{-1},\left[\left(\beta_{1}-c\right)\left(\beta_{1}+\frac{\bar{\lambda}+\varepsilon \gamma}{c}\right)\right]^{-1}\right)
$$

The adjoint system has a solution $\psi(\xi ; \varepsilon, \lambda)=Y_{1} e^{\beta_{1} \xi}+o\left(e^{\beta_{1} \xi}\right)$ as $\xi \rightarrow \infty$. The function $D_{\varepsilon}(\lambda)=\varphi(\xi ; \varepsilon, \lambda) \cdot \psi(\xi ; \varepsilon, \lambda)$, originally introduced by Evans [3a-d], containing the information relative to the stability. Indeed, $\lambda$ is an eigenvalue of $L_{\varepsilon}$ if and only if $D_{\varepsilon}(\lambda)=0$. To see this take $\left\{\varphi_{1}, \varphi_{2}, \varphi_{3}\right\},\left\{\psi_{1}, \psi_{2}, \psi_{3}\right\}$ as fundamental systems of $z^{\prime}=A z$ and $z^{* \prime}=B z^{*}$, respectively, such that $\varphi_{i} \sim X_{i} e^{\alpha_{i} \xi}$ as $\xi \rightarrow \infty, \psi_{i} \sim Y_{i} e^{\beta_{i} \xi}$ as $\xi \rightarrow \infty$. Since $X_{2} \cdot Y_{1}=0, X_{3} \cdot Y_{1}=0$, and $\varphi(\xi ; \varepsilon, \lambda)=\sum_{i=1}^{3} c_{i}(\lambda) \varphi_{i}(\xi, \varepsilon, \lambda)$ it follows that

$$
D_{\varepsilon}(\lambda)=\varphi(\xi ; \varepsilon, \lambda) \cdot \psi(\xi ; \varepsilon, \lambda)=\sum_{i=1}^{3} c_{i}(\lambda) \varphi_{i}(\xi ; \varepsilon, \lambda) \cdot \psi(\xi ; \varepsilon, \lambda) \sim c_{1}(\lambda) X_{1} \cdot Y_{1}
$$

as $\xi \rightarrow \infty$ so that $D_{\varepsilon}(\lambda)=0$ if and only if $c_{1}(\lambda)=0$, in which case $\varphi(\xi ; \varepsilon, \lambda)$ is bounded as $\xi \rightarrow \infty$.

There are solutions $\psi_{0}(\xi ; \lambda), \psi_{0}(\xi ; \lambda)$ corresponding to the reduced system

$$
\begin{equation*}
p^{\prime}=q, \quad q^{\prime}=\left[\lambda-f^{\prime}\left(u_{0}\right)\right] p . \tag{6}
\end{equation*}
$$

The function $D_{0}(\lambda)=\varphi_{0}(\xi ; \lambda) \cdot \psi_{0}(\xi ; \lambda)$ has roots at $\lambda_{0}=0$ and $\lambda_{1}>0$. These are the only roots in the half-plane $\operatorname{Re}(\lambda) \geqq 0$. It will be shown that $D_{\varepsilon}(\lambda)=0$ has exactly one positive root for small $\varepsilon>0$. This is due to the fact that $D_{\varepsilon}(\lambda) \rightarrow D_{0}(\lambda)$ as $\varepsilon \downarrow 0$, uniformly on compact subsets of $G$.

Let $\varphi(\xi ; \varepsilon, \lambda)=(p(\xi ; \varepsilon, \lambda), q(\xi ; \varepsilon, \lambda), r(\xi ; \varepsilon, \lambda))$ be the solution of (5) with $\varphi(\xi ; \varepsilon, \lambda) \sim X_{1} e^{\alpha_{1} \xi}$ as $\xi \rightarrow-\infty$; then

$$
r(\xi ; \varepsilon, \lambda)=e^{(\lambda / c) \xi} r(0 ; \varepsilon, \lambda)+\frac{\varepsilon}{c} \int_{0}^{\xi} e^{(\lambda / c)(\xi-\sigma)}[(p(\sigma)-\gamma r(\sigma)] d \sigma
$$

Since $\alpha_{1}(\varepsilon, \lambda)=\sqrt{\lambda+a}+o(1)$ as $\varepsilon \rightarrow 0$, there are bounds of the form $|\varphi(\xi ; \varepsilon, \lambda)| \leqq M e^{\alpha \xi}$, $\xi \geqq 0, \varepsilon$ small, where the constants $M$ and $\alpha$ are uniform for $\lambda$ in compact subsets of $G$. Moreover, $\operatorname{Re}(\lambda / c) \rightarrow-\infty$ as $\varepsilon \downarrow 0$, uniformly for $0 \leqq \xi \leqq \xi_{0}$ and $\lambda$ in compact subsets of $G$. From the construction of the slow wave $U_{\varepsilon}(\xi)$, it follows that $\left|u_{\varepsilon}(\xi)-u_{0}(\xi)\right| \rightarrow 0$ as $\varepsilon \downarrow 0$, and therefore $D_{\varepsilon}(\lambda) \rightarrow D_{0}(\lambda)$ as $\varepsilon \downarrow 0$ uniformly on compacts subsets of $G$. By Rouché's theorem, $D_{\varepsilon}(\lambda)=0$ has exactly one root $\lambda_{1}(\varepsilon)$ near $\lambda_{1}$, the positive root of $D_{0}(\lambda)=0$, and since $D_{\varepsilon}(\lambda)$ is real for $\lambda$ real, it follows that $\lambda_{1}(\varepsilon)>0$.
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# ON THE BIFURCATION OF RADIALLY SYMMETRIC STEADY-STATE SOLUTIONS ARISING IN POPULATION GENETICS* 
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#### Abstract

This paper considers a semilinear elliptic equation which arises in a selection-migration model in population genetics, involving two alleles $A_{1}$ and $A_{2}$ such that $A_{1}$ is at an advantage over $A_{2}$ in certain subregions and at a disadvantage in others. The system is studied on all of $R^{n}$ and is assumed to possess radial symmetry. Existence and asymptotic properties of solutions of the corresponding ordinary differential equation are investigated and, by using shooting method type arguments, results are obtained on the bifurcation of solutions from the trivial solutions corresponding to the cases where $A_{1}$ or $A_{2}$ is extinct. The nature of the results obtained varies according to whether $A_{1}$ or $A_{2}$ has an overall advantage.
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1. Introduction. In this paper we discuss the steady-state solutions of the semilinear parabolic problem

$$
\begin{equation*}
u_{t}(x, t)=\Delta u+\lambda g(|x|) f(u) \quad \text { for } x \text { in } R^{n}, \quad t \geqq 0 \tag{1.1}
\end{equation*}
$$

where $\Delta$ denotes the Laplacian, $g$ assumes both positive and negative values on $R^{n}$, and $f:[0,1] \rightarrow R$ is a nonnegative concave function such that $f(0)=0=f(1)$.

Such problems arise in population genetics. Consider a model with two alleles $A_{1}$ and $A_{2}$ corresponding to three possible genotypes: $A_{1} A_{1}, A_{1} A_{2}$, and $A_{2} A_{2}$. Let $u(x, t)$ denote the frequency of the allele $A_{1}$ at time $t$ at the point $x$ in $R^{n}$. Changes in gene frequency are assumed to be caused only by the flow of genes and by selective advantages for certain genotypes in certain subregions of $D$. Then $u$ satisfies (1.1); the term $\Delta u / \lambda$ represents the effect of gene flow; the term $g(x) f(u)$ with $f(u)=$ $u(1-u)[h(1-u)+(1-h) u]$ for some constant $h, 0<h<1$, represents the effect of natural selection where the fitness coefficients of the genotypes $A_{1} A_{2}$ and $A_{2} A_{2}$ relative to $A_{1} A_{1}$ are, respectively, $1-h g(x)$ and $1-g(x)$. The fact that $g$ changes sign on $R^{n}$ corresponds to the allele $A_{1}$ being at an advantage in some parts of $R^{n}$ and at a disadvantage in others. A more detailed account of this model can be found in Fleming [3].

Since $u$ represents a population frequency, the physically meaningful steady-state solutions of (1.1) satisfy

$$
\begin{equation*}
-\Delta u=\lambda g(|x|) f(u) \quad \text { on } R^{n}: 0 \leqq u \leqq 1 . \tag{1.2}
\end{equation*}
$$

It is clear that (1.2) ${ }_{\lambda}$ has the trivial constant solutions $u \equiv 0$ and $u \equiv 1$ corresponding to the extinction of one of the alleles. We are interested in the existence of nontrivial solutions.

Nontrivial radially symmetric solutions of (1.2) ${ }_{\lambda}$ satisfy the ordinary differential equation (ODE)

$$
\begin{align*}
& u^{\prime \prime}(r)+\frac{n-1}{r} u^{\prime}(r)+\lambda g(r) f(u(r))=0 \quad \text { for } r>0,  \tag{1.3}\\
& u^{\prime}(0)=0, \quad 0<u(r)<1 \quad \text { for } r>0 .
\end{align*}
$$

[^30]We have already studied various aspects of (1.2) $\lambda_{\lambda}$ in [2] and [7]. As in [2] and [7] we shall assume throughout that $g$ satisfies
$g:[0, \infty) \rightarrow R$ is locally Holder continuous and there exists $r_{0}, R_{0}>0$ such that $g\left(r_{0}\right)>0$ and $g(r)<0$ for $r>R_{0}$.
The uniqueness of radially symmetric solutions of (1.3) ${ }_{\lambda}$ is discussed by Tertikas in [7] under the additional hypothesis that $f$ is concave (this occurs whenever $\frac{1}{3}<h<\frac{2}{3}$ ). In [2] equation (1.2) $\lambda_{\lambda}$ was studied without assuming that $g$ is radially symmetric or that $f$ is concave and results on the existence and nonexistence of solutions were obtained. These results correspond closely to what might be expected from the model. It was shown that, if $g$ is negative and bounded away from zero at infinity and $\lambda$ is sufficiently small, then there exist no solutions of (1.2) ; this corresponds to the fact that if the allele $A_{1}$ suffers a significant overall disadvantage and the rate of gene flow is sufficiently large, then $A_{1}$ and $A_{2}$ cannot coexist. On the other hand, if the alleles both hold some kind of advantage in the sense that $\int_{R^{n}} g d x>0$, although $g$ is negative at infinity, then it was shown that, when $n=1,2$, solutions of (1.2) ${ }_{\lambda}$ can exist no matter how great the rate of gene flow. The purpose of this paper is to demonstrate how the results of [2] can be considerably sharpened in the case where $g$ is assumed to be radially symmetric so that the problem may be attacked by using ODE methods. Because of the radial symmetry of $g$ we are able to replace the bare existence results of [2] with precise descriptions of the bifurcation diagrams in the $(\lambda, u)$ plane for (1.2) ${ }_{\lambda}$. Properties of bifurcation diagrams for (1.2) $\lambda_{\lambda}$ on bounded regions have been studied by Fleming [3] in the case of Neumann boundary conditions and by Hess and Kato [5] in the case of Dirichlet boundary conditions. In general, it is difficult to obtain bifurcation results for problems on unbounded regions because the linearized problem can no longer be formulated as a problem involving compact operators and so it is no longer obvious that the linearized problem has eigenvalues which might correspond to bifurcation points. However, in this special case, using ODE techniques we are able to describe how bifurcation occurs.

We now describe how the paper is organized. In § 2 we prove the existence of radially symmetric solutions of (1.2) $)_{\lambda}$ for sufficiently large $\lambda$ by constructing appropriate weak sub- and supersolutions. Similar existence theorems are proved in [2] and [7] but the sub- and supersolutions used here are simpler than those used previously. In order to obtain our main results an understanding of the asymptotic properties of solutions as $r \rightarrow \infty$ is necessary; in § 3 we prove the required asymptotic results, obtaining conditions in terms of integrals involving $g$ for all solutions to tend to zero at infinity. In § 4 we study (1.3) $)_{\lambda}$ by using the shooting method; the uniqueness results of [7] make possible a very clear and simple description of what happens to solutions as the initial value changes and this description is the principal tool in the proofs of our main existence results. In addition at the end of $\S 4$ we deduce that all solutions of $(1.2)_{\lambda}$ are radially symmetric; this result is of interest as the radial symmetry of all solutions is proved without the assumption that $g$ is a decreasing function of $r$ (cf. Gidas, Ni, and Nirenberg [4]). Finally, in §§ 5 and 6 we describe our main existence results. In $\S 5$ we show that bifurcation occurs from the zero solution when $g$ is bounded away from zero at infinity and that the bifurcation diagram is as shown in Fig. 1. In $\S 6$ we consider the case where $\int_{R^{n}} g d x>0$ and show that the bifurcation diagram is as shown in Fig. 2, i.e., a nontrivial branch of solutions bifurcates from the trivial branch $u \equiv 1$ at $\lambda=0$.
2. Existence of solutions for large $\boldsymbol{\lambda}$. We shall prove the existence of solutions by constructing appropriate sub- and supersolutions.


Fig. 1. Bifurcation diagram when $\int g<0$.


Fig. 2. Bifurcation diagram when $\int g>0$.
Let $D \subset R^{n}$ be a domain with smooth boundary, and let $D_{1}$ be a subregion of $D$ such that $\partial D_{1}$ is smooth and $\bar{D}_{1} \subset D$. Let $D_{2}=D-D_{1}$, and let $n(x)$ denote the outward normal to $D_{1}$ at $x \in \partial D_{1}$. Suppose that $u_{1}$ and $u_{2}$ are smooth subsolutions of $-\Delta u=$ $\lambda g(x) f(u)$ on $D_{1}$ and $D_{2}$, respectively, and that on $\partial D_{1}, u_{1}=u_{2}$ and $\partial u_{1} / \partial n \leqq \partial u_{2} / \partial n$. Then, if we define $u$ by

$$
u=u_{1} \quad \text { on } D_{1}, \quad u=u_{2} \quad \text { on } D_{2},
$$

we say that $u$ is a weak subsolution of $-\Delta u=\lambda g(x) f(u)$ on $D$. Roughly speaking, $u$ can be regarded as the supremum of the two subsolutions $u_{1}$ and $u_{2}$. Weak supersolutions are defined similarly. Such weak sub- and supersolutions are discussed by Berestycki and Lions in [1] in the case of bounded regions with Dirichlet boundary conditions and the existence of solutions lying between weak sub- and supersolutions is obtained. Ni in [6] proves the existence of a solution lying between smooth suband supersolutions for semilinear elliptic equations on all of $R^{n}$; the solution is obtained as the limit of solutions on bounded regions and so the proof in [6] can be adapted to apply to the case of weak sub- and supersolutions.

Lemma 2.1. Suppose $f:[0,1] \rightarrow R$ satisfies
$\left(\mathrm{F}_{0}\right) \quad f(0)=f(1)=0, \quad f(u)>0 \quad$ for $0<u<1, \quad f^{\prime}(0)>0, \quad f^{\prime}(1)<0$.
There exists $\Lambda_{0}>0$ such that (1.2) has arbitrarily small nontrivial radially symmetric weak subsolutions for all $\lambda>\Lambda_{0}$.

Proof. By our assumption $\left(\mathrm{G}_{0}\right)$ on $g$ there exists an annulus or ball $\Omega$ centred at $r_{0}$ and a constant $m>0$ such that $g(|x|) \geqq m$ for all $x \in \Omega$. Let $\lambda_{1}$ denote the principal eigenvalue and $\varphi_{1}$ the corresponding positive radially symmetric eigenfunction such that $\sup _{\Omega} \varphi_{1}(x)=1$ of

$$
-\Delta \varphi=\lambda \varphi \quad \text { on } \Omega, \quad \varphi=0 \quad \text { on } \partial \Omega .
$$

Let $f_{1}(u)=\lambda m f(u)-\lambda_{1} u$. Then $f_{1}(0)=0$, and $f_{1}^{\prime}(0)=\lambda m f^{\prime}(0)-\lambda_{1}$. Hence $f_{1}^{\prime}(0)>0$ provided $\lambda>\lambda_{1} / m f^{\prime}(0)=\Lambda_{0}$, say. Thus

$$
\begin{equation*}
\tau(\lambda)=\sup \left\{t \in[0,1] ; \lambda m f(u)>\lambda_{1} u \text { for } 0 \leqq u \leqq t\right\}>0 \tag{2.1}
\end{equation*}
$$

for any $\lambda>\Lambda_{0}$.

Suppose $\lambda>\Lambda_{0}$ and $0<\varepsilon<\tau(\lambda)$. Then

$$
\Delta\left(\varepsilon \varphi_{1}\right)+\lambda g(|x|) f\left(\varepsilon \varphi_{1}\right) \geqq-\lambda_{1} \varepsilon_{1} \varphi_{1}+\lambda m f\left(\varepsilon \varphi_{1}\right) \geqq 0
$$

for all $x \in \Omega$ and so the function

$$
\underline{u}_{\varepsilon}(x)= \begin{cases}\varepsilon \varphi_{1}(x) & \text { for } x \in \Omega, \\ 0 & \text { for } x \in R^{n}-\Omega\end{cases}
$$

is a weak subsolution of $(1.2)_{\lambda}$.
Lemma 2.2. Let $f$ satisfy the hypotheses of Lemma 2.1. Then there exists $\Lambda_{1}>0$ such that (1.2) has radially symmetric weak supersolutions arbitrarily close to one for all $\lambda>\Lambda_{1}$.

Proof. Let $\Omega$ be an annulus or ball such that $g(|x|) \leqq-m$ for $x \in \Omega$ where $m$ is a positive constant. Now $u$ is a solution of

$$
\begin{equation*}
-\Delta u=\lambda g(|x|) f(u) \quad \text { in } \Omega, \quad u=1 \quad \text { on } \partial \Omega \tag{2.2}
\end{equation*}
$$

if and only if $v=1-u$ is a solution of

$$
\begin{equation*}
-\Delta v=\lambda \hat{g}(|x|) \hat{f}(v) \quad \text { in } \Omega, \quad v=0 \quad \text { on } \partial \Omega \tag{2.3}
\end{equation*}
$$

where $\hat{g}(r)=-g(r)$ and $\hat{f}(v)=f(1-v)$. By Lemma 2.1 there exist arbitrarily small subsolutions of the form $\varepsilon \varphi_{1}$ of (2.3) and so there exist supersolutions of (2.2) of the form $1-\varepsilon \varphi_{1}$ arbitrarily close to 1 . Therefore a radially symmetric weak supersolution of (1.2) ${ }_{\lambda}$ is given by

$$
\bar{u}_{\varepsilon}(x)= \begin{cases}1-\varepsilon \varphi_{1}(x) & \text { for } x \in \Omega, \\ 1 & \text { for } x \in R^{n}-\Omega\end{cases}
$$

and so the proof is complete.
Theorem 2.3. Let $f$ satisfy the hypotheses of Lemma 2.1. Then for all $\lambda>$ $\max \left\{\Lambda_{0}, \Lambda_{1}\right\}$, problem (1.2) has a nontrivial radially symmetric solution $u_{\lambda}$ such that $\sup _{x \in R^{n}} u_{\lambda}(x) \rightarrow 1$ and $\inf _{x \in R^{n}} u_{\lambda}(x) \rightarrow 0$ as $\lambda \rightarrow \infty$.

Proof. By Lemmas 2.1 and 2.2 we have that for each $\lambda>\max \left\{\Lambda_{0}, \Lambda_{1}\right\}$ there exist weak sub- and supersolutions $\underline{u}_{\varepsilon}$ and $\bar{u}_{\varepsilon}$. By choosing $\varepsilon$ sufficiently small we can ensure that $\underline{u}_{\varepsilon}<\bar{u}_{\varepsilon}$. Hence by Ni's existence theorem in [6] there exists a solution to (1.2) ${ }_{\lambda}$. Moreover, since $g, \underline{u}_{\varepsilon}$, and $\bar{u}_{\varepsilon}$ are radially symmetric, the iteration scheme of [6] will give us a radially symmetric solution.

The proof of the second part of the theorem depends on the construction of the weak sub- and supersolutions. In the notation of Lemma 2.1 we have that $u_{\lambda}(x) \geqq$ $\tau(\lambda) \varphi_{1}(x)$ for all $x \in \Omega$. It is clear from (2.1) that $\lim _{\lambda \rightarrow \infty} \tau(\lambda)=1$ and so $\lim \sup _{\lambda \rightarrow \infty} u_{\lambda}(x)=1$. Similarly, in the notation of Lemma 2.2 we have that $u_{\lambda}(x) \leqq$ $1-\tau(\lambda) \varphi_{1}(x)$, and so $\lim _{\inf }^{\lambda \rightarrow \infty}{ }^{\prime} u_{\lambda}(x)=0$.
3. Asymptotic behaviour of solutions. The main objective of this section is to obtain conditions which ensure that all solutions of (1.3) tend to zero as $r \rightarrow \infty$. We also obtain information on rates of decay by investigating the asymptotic behavior of $u^{\prime}(r) / u(r)$. We shall later require asymptotic results on solutions of the linearization of $(1.3)_{\lambda}$ about zero. So that we may deal with $(1.3)_{\lambda}$ where $f(u)=$ $u(1-u)((1-h) u+h(1-u))$ and its linearization simultaneously we assume throughout this section only that $f$ satisfies

$$
\begin{equation*}
f:[0,1] \rightarrow R^{+}, \quad f(0)=0, \quad f^{\prime}(0)>0, \quad 0<f(u) \leqq u \quad \text { for } 0<u<1 . \tag{F}
\end{equation*}
$$

The assumption that $g(r)<0$ for $r$ sufficiently large is essential for our results of this section. If $g$ is allowed to oscillate arbitrarily at $\infty$, then $\lim _{r \rightarrow \infty} u(r)$ need not exist. For example, $u(x)=\left(1+e^{\cos x}\right)^{-1}$ satisfies the differential equation

$$
u^{\prime \prime}(x)-\left[\cos x+\left(e^{\cos x}-1\right)\left(e^{\cos x}+1\right)^{-1}\right] u(1-u)=0 \quad \text { for } x \in R, \quad u^{\prime}(0)=0 .
$$

First we discuss the case $n=1,2$. Our main result is the following.
Theorem 3.1. Let $f$ satisfy ( F ), and let $u$ be a solution of (1.3) ${ }_{\lambda}$.
(i) Suppose $n=1$. Then $\lim _{r \rightarrow \infty} u(r)=0$ if and only if $\int^{\infty} r g(r) d r=-\infty$.
(ii) Suppose $n=2$. Then $\lim _{r \rightarrow \infty} u(r)=0$ if and only if $\int^{\infty} r \ln r g(r) d r=-\infty$.

For $n=2$ the classical transformation

$$
s=\ln r, \quad v(s)=u(r)
$$

transforms (1.3) ${ }_{\lambda}$ into

$$
v_{s s}+\lambda e^{2 s} g\left(e^{s}\right) f(v(s))=0
$$

Thus we can investigate the asymptotics of (1.3) ${ }_{\lambda}$ for $n=1,2$ by studying the asymptotics of solutions of

$$
\begin{equation*}
w^{\prime \prime}(x)+G(x) f(w(x))=0 \quad \text { for } x>0, \quad 0<w<1 \tag{3.1}
\end{equation*}
$$

where $G(x)=\lambda g(x)$ when $n=1$, and $G(x)=\lambda e^{2 x} g\left(e^{x}\right)$ when $n=2$. Clearly, $G(x)<0$ for $x>R_{0}$.

Suppose $w$ is a solution of (3.1). Since $w$ is bounded and eventually convex, it is easy to see that $w$ is eventually decreasing, $\lim _{x \rightarrow \infty} w^{\prime}(x)=0$, and $\lim _{x \rightarrow \infty} w(x)$ exists.

Lemma 3.2. If $\int^{\infty} x G(x) d x=-\infty$, then $\lim _{x \rightarrow \infty} w(x)=0$.
Proof. Multiplying (3.1) by $x$ and integrating gives

$$
x w^{\prime}(x)-R_{0} w^{\prime}\left(R_{0}\right)-w(x)+w\left(R_{0}\right)+\int_{R_{0}}^{x} t G(t) f(w(t)) d t=0 .
$$

Suppose that $\lim _{x \rightarrow \infty} w(x)=\beta>0$. Then $\lim _{x \rightarrow \infty} f(w(x))=f(\beta)>0$ and so $\int^{\infty} t G(t) f(w(t)) d t=-\infty$. Hence $x w^{\prime}(x) \rightarrow \infty$ as $x \rightarrow \infty$, which is impossible as $w^{\prime}(x) \leqq 0$ for $x>R_{0}$. Thus $\lim _{x \rightarrow \infty} w(x)=0$.

Lemma 3.3. If $\int^{\infty} x G(x) d x>-\infty$, then $\lim _{x \rightarrow \infty} w(x)>0$.
Proof. Suppose the contrary, i.e., $\lim _{x \rightarrow \infty} w(x)=0$. Since $f^{\prime}(0)>0$, there exists $\alpha>R_{0}$ such that $f(w(\cdot))$ is a decreasing function for $x>\alpha$. Integrating (3.1), we obtain

$$
w^{\prime}(X)-w^{\prime}(x)+\int_{x}^{x} G(t) f(w(t)) d t=0
$$

where $\alpha \leqq x \leqq X$. Since, for $t>x, f(w(t)) \leqq f(w(x)) \leqq w(x)$, it follows that

$$
w^{\prime}(X)-w^{\prime}(x)+w(x) \int_{x}^{X} G(t) d t \leqq 0
$$

and so, letting $x \rightarrow \infty$,

$$
\begin{equation*}
\frac{w^{\prime}(x)}{w(x)} \geqq \int_{x}^{\infty} G(t) d t . \tag{3.2}
\end{equation*}
$$

Integrating from $x=\alpha$ to $x=\infty$, we obtain

$$
\int_{\alpha}^{\infty} \int_{x}^{\infty} G(t) d t d x=\int_{\alpha}^{\infty}(t-\alpha) G(t) d t>-\infty
$$

whereas

$$
\int_{\alpha}^{\infty} \frac{w^{\prime}(x)}{w(x)} d x=\lim _{x \rightarrow \infty}[\ln w(x)-\ln w(\alpha)]=-\infty
$$

which contradicts (3.2). Hence $\lim _{x \rightarrow \infty} w(x)>0$.
It is clear that Theorem 3.1 follows directly from the two previous lemmas.
We now study the case $n \geqq 3$. Suppose that $u$ is a solution of (1.3) $\lambda_{\lambda}$. Since

$$
\left(r^{n-1} u^{\prime}\right)^{\prime}=-\lambda r^{n-1} g(r) f(u)
$$

$r^{n-1} u^{\prime}$ is eventually increasing and so is eventually of one sign. Hence $u$ is eventually monotone, and so $\lim _{r \rightarrow \infty} u(r)$ exists.

The following result, which can be proved by an argument similar to that used in the proof of Lemma 3.2, enables us to evaluate this limit.

Lemma 3.4. Suppose $f$ satisfies $(F)$ and $\int^{\infty} r g(r) d r=-\infty$. Let $u$ be a solution of $(1.3)_{\lambda}$ such that $\lim _{r \rightarrow \infty} u(r)=\beta$. Then $f(\beta)=0$.

We can now give our main asymptotic result for the case $n \geqq 3$.
Theorem 3.5. Suppose $n \geqq 3$ and $u$ is a solution of (1.3) $)_{\lambda}$. Then $\lim _{r \rightarrow \infty} u(r)=0$ when either
(i) $\int^{\infty} r g(r) d r=-\infty$ and $f(u)=u$, or
(ii) $\lim _{r \rightarrow \infty} r^{2} g(r)=-\infty$ and $f:[0,1] \rightarrow R$ satisfies $\left(F_{0}\right)$.

Proof. Part (i) is immediate from Lemma 3.4.
(ii) It follows from Lemma 3.4 that either $\lim _{r \rightarrow \infty} u(r)=0$ or $\lim _{r \rightarrow \infty} u(r)=1$. Suppose that $\lim _{r \rightarrow \infty} u(r)=1$. Let $v(r)=r^{1 / 2(n-1)}(u(r)-1)$. Then $v(r)<0$ for all $r$ and

$$
v^{\prime \prime}(r)+\frac{1}{4} r^{-2}\left\{4 \lambda r^{2} g(r) \frac{f(u(r))}{u(r)-1}-(n-1)(n-3)\right\} v=0,
$$

i.e.,

$$
\begin{equation*}
v^{\prime \prime}(r)+\frac{1}{4} q(r) r^{-2} v=0 . \tag{3.3}
\end{equation*}
$$

Since $\lim _{r \rightarrow \infty} u(r)=1, \lim _{r \rightarrow \infty} f(u(r)) /(u(r)-1)=f^{\prime}(1)$, and so $\underline{\lim }_{r \rightarrow \infty} q(r)>1$. If $k>1$ every solution of the Euler equation

$$
w^{\prime \prime}(r)+\frac{1}{4} k r^{-2} w(r)=0
$$

is oscillatory. Hence it follows from the Sturmian comparison theorem that every solution of (3.3) is oscillatory, i.e., that $v$ is oscillatory. This is impossible and so $\lim _{r \rightarrow \infty} u(r)=0$.

Finally, in this section we investigate the asymptotic behavior of $u^{\prime} / u$. In the next two results we deal only with the case where $n \geqq 2$; the same results hold when $n=1$ and the corresponding proofs are simpler.

Lemma 3.6. Suppose $f$ satisfies ( F ) and that $g$ is bounded below. If $u$ is a solution of $(1.3)_{\lambda}$ such that $\lim _{r \rightarrow \infty} u(r)=0$, then $u^{\prime}(r) / u(r)$ is uniformly bounded for $r>0$.

Proof. Let $z(r)=u^{\prime}(r) / u(r)$. Then $z^{\prime}=u^{\prime \prime} / u-z^{2}$, and so it follows from (1.3) ${ }_{\lambda}$ that

$$
z^{\prime}+z^{2}+\frac{n-1}{r} z+\lambda g(r) \frac{f(u)}{u}=0 .
$$

Hence

$$
z^{\prime}+\frac{1}{2} z^{2}=-\lambda g(r) \frac{f(u)}{u}-\frac{n-1}{r} z-\frac{1}{2} z^{2} .
$$

Since $f(u) / u \leqq 1$ and $g(r)$ is bounded, there exists $K>0$ such that $z^{\prime}+\frac{1}{2} z^{2}<0$ whenever $z<-K$. Hence, when $z<-K, z^{\prime} / z^{2}<-\frac{1}{2}$, and so $d / d z(1 / z)>\frac{1}{2}$. Thus, if $z\left(x_{0}\right)<-K$, $1 / z$ is an increasing function, and so $z(x)<-K$ for all $x>x_{0}$. Since, however, $d / d z(1 / z)>\frac{1}{2}, 1 / z$ must eventually become positive and this is impossible. Hence $z(x) \geqq-K$ for all $x$ and the proof is complete.

TheOrem 3.7. Suppose $f$ satisfies (F), $g$ is bounded below, and $g$ is bounded away from zero at $\infty$, i.e., there exist $k, R_{0}>0$ such that $g(r)<-k$ for $r \geqq R_{0}$. If $u$ is a solution of $(1.3)_{\lambda}$, then $\lim _{r \rightarrow \infty} e^{\beta r} u(r)=0$ for any $\beta<\sqrt{\lambda k f^{\prime}(0)}$.

Proof. It follows from Theorems 3.1 and 3.5 that $\lim _{r \rightarrow \infty} u(r)=0$. Since

$$
\frac{u^{\prime \prime}}{u}=-\frac{n-1}{r} \frac{u^{\prime}}{u}-\lambda g(r) \frac{f(u)}{u}
$$

and $\lim _{r \rightarrow \infty} f(u) / u=f^{\prime}(0)$, we have that

$$
u^{\prime \prime}(r) \geqq \alpha u(r) \quad \text { for } r \text { sufficiently large }
$$

for any constant $\alpha<\lambda k f^{\prime}(0)$.
It is now easy to complete the proof by using standard differential inequality arguments.

The previous theorem shows that solutions decay exponentially when $g$ is bounded away from zero at infinity. The final two results in this section show that exponential decay does not occur when $|g|$ is small at infinity.

Theorem 3.8. Suppose $n=1, f$ satisfies ( F ), and $\int_{0}^{\infty} g(r) d r$ converges. If $u$ is $a$ solution of $(1.3)_{\lambda}$, then $\lim _{r \rightarrow \infty} u^{\prime}(r) / u(r)=0$.

Proof. Dividing (1.3) $)_{\lambda}$ by $u$ and integrating, we obtain

$$
\int_{0}^{r} \frac{u^{\prime \prime}}{u} d s+\lambda \int_{0}^{r} g(s) \frac{f(u(s))}{u(s)} d s=0
$$

Since $f(u) / u$ is bounded, the second integral converges and so the first integral must converge. Hence

$$
\lim _{r \rightarrow \infty}\left\{\frac{u^{\prime}(r)}{u(r)}+\int_{0}^{r}\left[\frac{u^{\prime}(s)}{u(s)}\right]^{2} d s\right\} \text { exists. }
$$

If $\int_{0}^{\infty}\left[u^{\prime}(s) / u(s)\right]^{2} d s$ converges the conclusion is obvious. Suppose $\int_{0}^{\infty}\left[u^{\prime}(s) / u(s)\right]^{2} d s$ diverges. Then there exists $R>0$ such that

$$
\begin{equation*}
-\frac{u^{\prime}(r)}{u(r)}>\frac{1}{2} \int_{0}^{r}\left[\frac{u^{\prime}(s)}{u(s)}\right]^{2} d s \quad \text { for } r \geqq R \tag{3.4}
\end{equation*}
$$

Let $v(r)=\int_{0}^{r}\left[u^{\prime}(s) / u(s)\right]^{2} d s$. Then $\lim _{r \rightarrow \infty} v(r)=\infty$. However, (3.4) implies that $v^{\prime}(r)>$ $\frac{1}{4}[v(r)]^{2}$, and so $d / d r(1 / v) \leqq-\frac{1}{4}$ for $r \geqq R$. Hence $1 / v(r) \leqq-\frac{1}{4} r+C$ for some constant $C$ and this is a contradiction.

Corollary 3.9. Suppose $n=2$, $f$ satisfies (F) and $\int_{0}^{\infty} r g(r) d r$ converges. If $u$ is a solution of $(1.3)_{\lambda}$, then $\lim _{r \rightarrow \infty} r u^{\prime}(r) / u(r)=0$.

Proof. By using the transformation $s=\ln r$ and $v(s)=u(r)$, equation (1.3) $)_{\lambda}$ can be transformed into

$$
v_{s s}+\lambda G(s) f(v)=0
$$

where $G(s)=e^{2 s} g\left(e^{s}\right)$. Then $\int_{0}^{\infty} G(s) d s=\int^{\infty} r g(r) d r$ and so $\lim _{r \rightarrow \infty} v_{s}(s) / v(s)=0$ by Theorem 3.8. But $v_{s}=r u_{r}$ and the proof is complete.
4. The shooting method. Uniqueness of solutions of boundary value problems plays a vital role in the development of the shooting method for the study of $(1.3)_{\lambda}$. We require the following results which are proved in [7] and [8], respectively.

Theorem 4.1. Suppose $f$ satisfies $\left(\mathrm{F}_{0}\right)$ of Lemma 2.1 and $f$ is concave, i.e., $f^{\prime \prime}(u) \leqq 0$ for $0 \leqq u \leqq 1$.
(i) Equation (1.2) ${ }_{\lambda}$ has at most one nontrivial radially symmetric solution $u$ such that $\lim _{|x| \rightarrow \infty} u(x)=0$.
(ii) Let $R>0, k \geqq 0$, and let $B_{R}=\left\{x \in R^{n}:|x| \leqq R\right\}$. Then the boundary value problem

$$
\begin{align*}
& -\Delta u(x)=\lambda g(x) f(u) \quad \text { in } B_{R}, \\
& 0<u(x)<1 \quad \text { in } B_{R}, \quad u=k \quad \text { on } \partial B_{R} \tag{4.1}
\end{align*}
$$

has at most one radially symmetric solution.
For the remainder of this section we assume that $f$ satisfies ( $\mathrm{F}_{0}$ ) and is concave. In addition we assume that
$\left(\mathrm{G}_{1}\right)$

$$
\begin{array}{ll}
\int^{\infty} r g(r) d r=-\infty & \text { if } n=1, \\
\int r \ln r g(r) d r=-\infty & \text { if } n=2, \\
\lim _{r \rightarrow \infty} r^{2} g(r)=-\infty & \text { if } n \geqq 3 .
\end{array}
$$

It follows from Theorems 3.1 and 3.5 that all solutions of $(1.3)_{\lambda} \rightarrow 0$ as $|x| \rightarrow \infty$ provided $f$ satisfies $\left(\mathrm{F}_{0}\right)$ and $g$ satisfies $\left(\mathrm{G}_{0}\right)$ and $\left(\mathrm{G}_{1}\right)$.

Consider the initial value problem

$$
\begin{align*}
& u^{\prime \prime}(r)+\frac{n-1}{r} u^{\prime}(r)+\lambda g(r) f(u)=0 \quad \text { for } r>0, \\
& u^{\prime}(0)=0, \quad u(0)=p \quad \text { where } 0<p<1 \tag{4.2}
\end{align*}
$$

We denote a solution of $(4.2)_{\lambda}$ by $u(\cdot, p, \lambda)$. It follows from standard theorems on the continuous dependence of solutions on parameters and on initial data that $(p, \lambda) \rightarrow$ $u(\cdot, p, \lambda)$ is a continuous function from $[0,1] \times[0, \infty)$ to $C[0, R]$ for any $R>0$.

Let $A(\lambda)=\{p \in(0,1)$ : there exists $R>0$ such that $0<u(r, p, \lambda)<1$ for $0 \leqq r<R$ and $u(R, p, \lambda)=0\}$ and $B(\lambda)=\{p \in(0,1)$ : there exists $R>0$ such that $0<u(r, p, \lambda)<1$ for $0 \leqq r<R$ and $u(R, p, \lambda)=1\}$.

It is straightforward to prove from the continuous dependence of solutions on parameters that $A(\lambda)$ and $B(\lambda)$ are open disjoint subsets of $(0,1)$. Thus the following result is obvious.

Lemma 4.2. (i) Let $p \in(0,1)$. Then $u(\cdot, p, \lambda)$ is a solution of $(1.3)_{\lambda}$ if and only if $p \notin A(\lambda) \cup B(\lambda)$.
(ii) If $A(\lambda)$ and $B(\lambda)$ are both nonempty, then there exists a solution of $(1.3)_{\lambda}$.

We next use the uniqueness result of Theorem 4.1(ii) to obtain further information about $A(\lambda)$ and $B(\lambda)$.

Lemma 4.3. (i) If $A(\lambda) \neq \varnothing$, then there exists $p(\lambda), 0<p(\lambda) \leqq 1$, such that $A(\lambda)=$ ( $0, p(\lambda)$ ).
(ii) Suppose (1.3) has a solution. Then there exists $p(\lambda), 0<p(\lambda)<1$ such that $A(\lambda)=(0, p(\lambda)), B(\lambda)=(p(\lambda), 1)$ and $u(\cdot, p(\lambda), \lambda)$ is the solution of $(1.3)_{\lambda}$.

Proof. If $p \in A(\lambda)$, there exists $R>0$ such that $0<u(r, p, \lambda)<1$ for $0<r<R$ and $u(R, p, \lambda)=0$. Assume that $q<p$ and $q \notin A(\lambda)$. Then either $u\left(r_{0}, q, \lambda\right)=1$ for some $r_{0}$, $0<r_{0} \leqq R$ or $u(r, q, \lambda)>0$ for $0<r \leqq R$. In either case there exists $r_{1}, 0<r_{1}<R$, such that $u\left(r_{1}, q, \lambda\right)=u\left(r_{1}, p, \lambda\right)(=k$, say $)$. Thus $u(\cdot, p, \lambda)$ and $u(\cdot, q, \lambda)$ correspond to
distinct radially symmetric solutions of (4.1), which is impossible. Hence there exists $p(\lambda) \in(0,1)$ such that $A(\lambda)=(0, p(\lambda))$. Part (ii) follows from the fact that under our hypotheses on $f$ and $g$, (1.3) $)_{\lambda}$ has at most one solution.

We shall use the preceding result to investigate the bifurcation of solutions. To this end let

$$
\Lambda=\left\{\lambda>0 \text { : there exists a solution of }(1.3)_{\lambda}\right\} .
$$

It follows from straightforward continuous dependence arguments that $\Lambda$ is an open set. The results of $\S 2$ show that $\lambda \in \Lambda$ provided that $\lambda$ is sufficiently large. If $\lambda \in \Lambda$, by Theorem 4.1 equation (1.3) ${ }_{\lambda}$ has a unique solution, which we denote by $u_{\lambda}$. The next result shows how $p(\lambda)$ and $u_{\lambda}$ behave as $\lambda$ approaches the boundary of $\Lambda$.

Lemma 4.4. Suppose that $\mu>0$ is such that $(\mu, \mu+\varepsilon) \subset \Lambda$ for some $\varepsilon>0$ but $\mu \notin \Lambda$. Then, as $\lambda \rightarrow \mu^{+}$,
(i) Either $p(\lambda) \rightarrow 1$ and $u_{\lambda} \rightarrow 1$ uniformly on compact subintervals of $[0, \infty)$, or
(ii) $p(\lambda) \rightarrow 0$ and $u_{\lambda} \rightarrow 0$ uniformly on compact subintervals of $[0, \infty)$.

Proof. Since $\mu \notin \Lambda$, either $A(\mu)=(0,1)$ or $B(\mu)=(0,1)$. Suppose $A(\mu)=(0,1)$. Let $q \in(0,1)$. Then $q \in A(\mu)$. Using continuous dependence of solutions it is easy to show that $q \in A(\lambda)$, provided that $\lambda$ is sufficiently close to $\mu$. But, if $q \in A(\lambda)$, then by Lemma 4.3, $p(\lambda)>q$. Since $q$ can be chosen arbitrarily close to 1 , it follows that $p(\lambda) \rightarrow 1$ as $\lambda \rightarrow \mu^{+}$. By the continuous dependence of solutions on initial data $u_{\lambda}(r)=$ $u(r, p(\lambda), \lambda) \rightarrow 1$ uniformly on compact subintervals of $[0, \infty)$.

In the case where $B(\mu)=(0,1)$ a similar argument shows that (ii) holds.
Finally in this section we make use of our previous results on the shooting method to prove that under certain hypotheses all solutions of (1.2) $\lambda_{\lambda}$ are radially symmetric.

Lemma 4.5. (i) If $A(\lambda) \neq \varnothing$, then there are arbitrarily small radially symmetric weak subsolutions of $(1.2)_{\lambda}$.
(ii) If $B(\lambda) \neq \varnothing$, then there are radially symmetric weak supersolutions of $(1.2)_{\lambda}$ which are arbitrarily close to 1 on any compact subinterval of $[0, \infty)$.

Proof. If $A(\lambda) \neq \varnothing$, then $A(\lambda)=(0, p(\lambda))$. For all $p<p(\lambda)$ let $R(p)$ denote the first positive zero of $u(r, p, \lambda)$. Let

$$
v_{p}(r)= \begin{cases}u(r, p, \lambda) & \text { for } 0 \leqq r \leqq R(p), \\ 0 & \text { for } r>R(p) .\end{cases}
$$

Clearly, $v_{p}(r)$ is a radially symmetric weak subsolution of $(1.2)_{\lambda}$. Let $\varepsilon>0$. There exists $p_{1} \leqq p(\lambda)$ such that $|u(r, p, \lambda)|<\varepsilon$ for all $p \leqq p_{1}$ and $r \leqq R_{0}$. If $R(p) \leqq R_{0}$, clearly $v_{p}(r)<\varepsilon$ for all $r>0$. If $R(p)>R_{0}$, then since

$$
u^{\prime \prime}+\frac{n-1}{r} u^{\prime}=-\lambda g(r) f(u)>0 \quad \text { for } R_{0}<r<R(p)
$$

$u$ has no local maximum turning points for $R_{0}<r<R(p)$, and so $u(r, p, \lambda)$ is a decreasing function on ( $R_{0}, R(p)$ ); hence $v_{p}(r)<\varepsilon$ for all $r>0$. Hence arbitrarily small radially symmetric weak subsolutions $v_{p}$ can be obtained by making $p$ sufficiently small.

Part (ii) has a similar proof.
Lemma 4.6. Suppose that (1.2) has a nonradially symmetric solution $u$. Then (1.2) $\lambda_{\lambda}$ also has a radially symmetric solution.

Proof. Assume the contrary. Then $A(\lambda)=(0,1)$ or $B(\lambda)=(0,1)$. Suppose $A(\lambda)=$ $(0,1)$. Then by Lemma 4.5 there exist arbitrarily small radially symmetric subsolutions, with compact support. It follows from the maximum principle that $0<\boldsymbol{u}(x)<1$ for all $x$ in $R^{n}$. Hence there exists a radially symmetric weak subsolution $\underline{u}$ such that
$0 \leqq \underline{u}(|x|) \leqq u(x)$ for all $x \in R^{n}$. Using Ni’s results in [6], we have that the iteration starting from the radially symmetric subsolution $\underline{u}$ converges to a radially symmetric solution lying below the (super) solution $u$. This is a contradiction, and so the proof is complete. A similar contradiction arises if $B(\lambda)=(0,1)$.

Theorem 4.7. Suppose $f$ satisfies $\left(\mathrm{F}_{0}\right)$ and is concave and $g$ satisfies $\left(\mathrm{G}_{1}\right)$. Then every solution of (1.2) ${ }_{\lambda}$ is radially symmetric.

Proof. Suppose $u$ is a nonradially symmetric solution of (1.2) $)_{\lambda}$. Then there exists a radially symmetric solution of (1.2) $)_{\lambda}$, and so by Lemma $4.3 A(\lambda)$ and $B(\lambda)$ are nonempty. Hence by Lemma 4.5 there exist radially symmetric weak sub- and supersolutions $\underline{u}$ and $\bar{u}$ such that $\underline{u} \leqq u \leqq \bar{u}$. Ni's results in [6] imply the existence of radially symmetric solutions $u_{1}$ and $u_{2}$ such that $\underline{u} \leqq u_{1} \leqq u \leqq u_{2} \leqq \bar{u}$. Since $u$ is nonradially symmetric, $u_{1} \neq u$ and $u_{2} \neq u$, and so $u_{1} \neq u_{2}$. But this is impossible because of Theorem 4.1, and so every solution of $(1.2)_{\lambda}$ is radially symmetric.
5. The case $\int_{R^{n}} g(x) d x<0$. In this section we shall discuss the equation

$$
\begin{equation*}
-\Delta u=\lambda g(|x|) u(1-u)(h(1-u)+(1-h) u) \quad \text { on } R^{n}: 0<u<1 \tag{5.1}
\end{equation*}
$$

where $\frac{1}{3}<h<\frac{2}{3}$. Then $f(u)=u(1-u)(h(1-u)+(1-h) u)$ satisfies $\left(\mathrm{F}_{0}\right)$ and is concave. We shall assume throughout the section that $g$ satisfies $\left(G_{1}\right)$. Thus the results of $\S 4$ apply to equation (5.1) $\lambda_{\lambda}$.

We first show that (1.3) $\lambda_{\lambda}$ has no solutions when $\lambda$ is sufficiently small.
Lemma 5.1. If $-\infty \leqq \int_{R^{n}} g(x) d x<0$, then there exists $\lambda_{0}>0$ such that

$$
\int_{R^{n}}|\nabla u|^{2} d x \geqq \lambda_{0} \int_{R^{n}} g(x) f(u) u d x
$$

for all $u \in H^{1}\left(R^{n}\right)$ such that $0 \leqq u \leqq 1$ and $\int_{R^{n}} g u^{2} d x>0$.
Proof. Choose $R>R_{0}$ such that $\int_{B} g d x<0$ where $B=\left\{x \in R^{n}:|x| \leqq R\right\}$. It is proved in [2] that there exists $\lambda_{1}>0$ such that

$$
\int_{B}|\nabla u|^{2} d x \geqq \lambda_{1} \int_{B} u^{2} d x
$$

for all $u \in H^{1}(B)$ such that $\int_{B} g u^{2} d x>0$.
Let $K=\sup \{|g(x)|: x \in B\}$ and $M=\sup \{f(u) / u: 0 \leqq u \leqq 1\}$. Let $u \in H^{1}\left(R^{n}\right)$ such that $0 \leqq u \leqq 1$ and $\int_{R^{n}} g u^{2} d x>0$. Then $\int_{B} g u^{2} d x>0$ and so

$$
\begin{aligned}
\int_{R^{n}}|\nabla u|^{2} d x & \geqq \int_{B}|\nabla u|^{2} d x \geqq \lambda_{1} \int_{B} u^{2} d x \\
& \geqq(K M)^{-1} \lambda_{1} \int_{B} g(x) f(u) u d x \\
& \geqq(K M)^{-1} \lambda_{1} \int_{R^{n}} g(x) f(u) u d x .
\end{aligned}
$$

Theorem 5.2. Suppose $-\infty \leqq \int_{R^{n}} g(x) d x<0, \lambda_{0}$ is as in Lemma 5.1, and $\lambda<\lambda_{0}$. Then there does not exist a solution of (5.1) $)_{\lambda}$.

Proof. Assume the contrary, that (5.1) has a solution $u$. Then by Lemma 4.3, $A(\lambda)$ is nonempty, and so there exists $p \in(0,1)$ and $R>0$ such that $0<u(r, p, \lambda)<1$ for $r \in(0, R)$ and $u(R, p, \lambda)=0$. Define $v$ by $v(r)=u(r, p, \lambda)$ for $0 \leqq r \leqq R$ and $v(r)=0$ for $r>R$. Clearly, $0 \leqq v<1$ and $v \in H^{1}\left(R^{n}\right)$. We now show that $\int_{R^{n}} g v^{2} d x>0$. Let
$w=v^{2} / f(v)$. Since $v$ is bounded away from $1, w \in L^{2}\left(R^{n}\right)$. Moreover,

$$
\nabla w=v / f^{2}(v)\left[2 f(v)-v f^{\prime}(v)\right] \nabla v
$$

and so $w \in H^{1}\left(R^{n}\right)$. Since $v$ satisfies

$$
\begin{equation*}
-\Delta v=\lambda g(r) f(v) \quad \text { on } B=\left\{x \in R^{n}:|x| \leqq R\right\}, \quad v(x)=0 \quad \text { on } \partial B \tag{5.2}
\end{equation*}
$$

multiplying by $w$ and integrating, we obtain

$$
\begin{aligned}
\lambda \int_{B} g v^{2} d x & =-\int_{B} \Delta v w=\int_{B} \nabla v \cdot \nabla w d x \\
& =\int_{B} v / f^{2}(v)\left[2 f(v)-v f^{\prime}(v)\right]|\nabla v|^{2} d x>0
\end{aligned}
$$

as $f(v)=v(1-v)(h(1-v)+(1-h) v)$. Hence $\int_{R^{n}} g v^{2} d x>0$. Therefore by Lemma 5.1

$$
\int_{R^{n}}|\nabla v|^{2} d x \geqq \lambda_{0} \int_{R^{n}} g(x) f(v) v d x
$$

However, multiplying (5.2) by $v$ and integrating gives

$$
\int_{R^{n}}|\nabla v|^{2} d x=\lambda \int_{R^{n}} g(x) f(v) v d x,
$$

and this is a contradiction.
The previous theorem shows that $\Lambda$ is bounded away from zero. The following results show that bifurcation from the zero solution occurs at points on the boundary of $\Lambda$.

Theorem 5.3. Suppose $-\infty \leqq \int_{R^{n}} g(x) d x<0$. Suppose $\mu \notin \Lambda$ but $(\mu, \mu+\varepsilon) \subset \Lambda$ for some $\varepsilon>0$. Then
(i) $u_{\lambda} \rightarrow 0$ as $\lambda \rightarrow \mu^{+}$,
(ii) $\mu$ is an eigenvalue for the linear problem

$$
\begin{equation*}
-\Delta u=\lambda g(r) f^{\prime}(0) u \quad \text { for } x \text { in } R^{n}, \quad \lim _{x \rightarrow \infty} u(x)=0 \tag{5.3}
\end{equation*}
$$

and there exists a corresponding nonnegative radially symmetric eigenfunction.
Proof (i). Suppose the contrary. Then by Lemma $4.4 u_{\lambda} \rightarrow 1$ uniformly on compact subintervals of $[0, \infty)$ as $\lambda \rightarrow \mu^{+}$. Choose $R>R_{0}$ such that $\int_{|x| \leqq R} g(x) d x<0$. Now $u=u_{\lambda}$ satisfies

$$
\frac{\left(r^{n-1} u^{\prime}\right)^{\prime}}{1-u}+\frac{\lambda r^{n-1} g(r) f(u)}{1-u}=0 \quad \text { for } r>0
$$

Integrating from 0 to $R$, we obtain

$$
\begin{equation*}
\frac{R^{n-1} u^{\prime}(R)}{1-u(R)}-\int_{0}^{R} \frac{s^{n-1}\left[u^{\prime}(s)\right]^{2}}{(1-u(s))^{2}} d s+\lambda \int_{0}^{R} \frac{s^{n-1} g(s) f(u(s))}{1-u(s)} d s=0 . \tag{5.4}
\end{equation*}
$$

Since $\lim _{r \rightarrow \infty} u(r)=0$ and $u^{\prime \prime}(r)>0$ at any critical point of $u$ when $r>R_{0}$, it follows that $u^{\prime}(R) \leqq 0$. Hence by (5.4)

$$
\int_{0}^{R} \frac{s^{n-1} g(s) f(u(s))}{1-u(s)} d s>0 .
$$

As $\lambda \rightarrow \mu^{+}, u_{\lambda} \rightarrow 1$ and so $f\left(u_{\lambda}(s)\right) /\left(1-u_{\lambda}(s)\right) \rightarrow-f^{\prime}(1)$ uniformly on $[0, R]$. Hence $f^{\prime}(1) \int_{0}^{R} s^{n-1} g(s) d s \leqq 0$, and this is a contradiction.
(ii) Suppose $\lambda_{k} \rightarrow \mu^{+}$. Let $u_{k}$ denote $u_{\lambda_{k}}$ and let $r_{k}$ denote the point where $u_{k}$ attains its maximum value. Since $u_{k}$ is decreasing on $\left[R_{0}, \infty\right), r_{k} \leqq R_{0}$. Let $v_{k}=u_{k} / u_{k}\left(r_{k}\right)$. Then

$$
\left(r^{n-1} v_{k}^{\prime}\right)^{\prime}+\lambda_{k} r^{n-1} g(r)\left[f\left(u_{k}\right) / u_{k}\right] v_{k}=0 \quad \text { for } r>0, \quad v_{k}^{\prime}(0)=0 .
$$

Hence

$$
\begin{equation*}
r^{n-1} v_{k}^{\prime}(r)=-\lambda_{k} \int_{0}^{r} s^{n-1} g(s)\left[\frac{f\left(u_{k}\right)}{u_{k}}\right] v_{k} d s \tag{5.5}
\end{equation*}
$$

Let $R>R_{0}$. It follows from (5.5) that $\left\{v_{k}\right\}$ is a bounded, equicontinuous sequence of functions on $[0, R]$. By considering the integral equation satisfied by $v_{k}$ and letting $k \rightarrow \infty$, it is straightforward to show that $v^{\prime}(0)=0$ and that $v$ must satisfy $-\Delta v=$ $\lambda g(r) f^{\prime}(0) v$ on $[0, R]$. Using a standard diagonalization procedure we can find a subsequence $\left\{v_{k}\right\}$ converging to $v$ on $[0, \infty)$ such that $v$ satisfies $-\Delta v=\lambda g(r) f^{\prime}(0) v$ on $[0, \infty)$. Since $v_{k} \geqq 0$ for all $k, v \geqq 0$. As $v_{k}$ attains the value one at some point of $\left[0, R_{0}\right)$ for all $k, v \neq 0$. Finally, as $g$ satisfies $\left(\mathrm{G}_{1}\right)$, it follows from the results of $\S 3$ that $\lim _{r \rightarrow \infty} v(r)=0$.

By placing further restrictions on $g$ we can ensure that bifurcation occurs from the zero solution at only a single point.

Lemma 5.4. Suppose that $g$ is bounded below and that $g$ is bounded away from zero as $r \rightarrow \infty$. If $\mu$ and $\nu$ are eigenvalues of (5.3) corresponding to positive eigenfunctions $u$ and $v$, then $\mu=\nu$.

Proof. We may suppose without loss of generality that $\mu \leqq \nu$. Multiplying the $u$-equation by $u$ and integrating, we obtain

$$
\begin{equation*}
r^{n-1} u^{\prime}(r) u(r)-\int_{0}^{r} s^{n-1}\left(u^{\prime}\right)^{2} d s+\mu f^{\prime}(0) \int_{0}^{r} s^{n-1} g(s) u^{2} d s=0 \tag{5.6}
\end{equation*}
$$

Multiplying the $v$-equation by $u^{2} / v$ and integrating we obtain

$$
\begin{align*}
& r^{n-1} \frac{v^{\prime}(r)}{v(r)}[u(r)]^{2}-\int_{0}^{r} s^{n-1} v^{\prime}\left[\frac{2 u u^{\prime}}{v}-\frac{u^{2} v^{\prime}}{v^{2}}\right] d s \\
& \quad+\nu f^{\prime}(0) \int_{0}^{r} s^{n-1} g(s) u^{2} d s=0 \tag{5.7}
\end{align*}
$$

By Lemma 3.6, $u^{\prime} / u$ and $v^{\prime} / v$ are bounded, and by Theorem 3.7, $u, v, u^{\prime}, v^{\prime}$ decay exponentially. Hence letting $r \rightarrow \infty$ and then combining appropriate multiples of (5.6) and (5.7), we obtain

$$
\nu \int_{0}^{\infty} s^{n-1}\left(u^{\prime}\right)^{2} d s-\mu \int_{0}^{\infty} s^{n-1} v^{\prime}\left[\frac{2 u u^{\prime}}{v}-\frac{u^{2} v^{\prime}}{v^{2}}\right] d s=0
$$

i.e.,

$$
\int_{0}^{\infty} s^{n-1}\left[(\nu-\mu)\left(u^{\prime}\right)^{2}+\mu\left(\frac{u v^{\prime}}{v}-u^{\prime}\right)^{2}\right] d s=0 .
$$

Hence $\nu=\mu$ and the proof is complete.
It follows from the preceding results that the boundary of $\Lambda$ must coincide with the unique eigenvalue of (5.3) corresponding to a positive eigenfunction. Thus we have Theorem 5.5.

Theorem 5.5. Suppose that $g$ is bounded below, and that $g$ is bounded away from zero as $r \rightarrow \infty$. Then there exists $\mu_{0}>0$ such that for problem (5.1) $)_{\lambda}, \Lambda=\left(\mu_{0}, \infty\right)$ and $u_{\lambda} \rightarrow 0$ as $\lambda \rightarrow \mu_{0}^{+}$.
6. Bifurcation from $\boldsymbol{u} \equiv \mathbf{1}$. We again discuss (5.1) $\lambda_{\lambda}$ with the assumption that $\frac{1}{3}<h<\frac{2}{3}$ (so that $f$ is concave). We restrict attention to the cases $n=1,2$. We shall assume that $g$ satisfies
$\left(\mathrm{G}_{2}\right)$

$$
\lim _{r \rightarrow \infty} r^{2} g(r)=-\infty \quad \text { when } n=1,
$$

$$
\begin{equation*}
\lim _{r \rightarrow \infty} r^{2}(\ln r)^{2} g(r)=-\infty \quad \text { when } n=2 \tag{2}
\end{equation*}
$$

Clearly, $\left(G_{2}\right)$ implies $\left(G_{1}\right)$, and so, if $g$ satisfies $\left(G_{2}\right)$, equation (5.1) ${ }_{\lambda}$ has at most one solution $u$, and $u$ must be radially symmetric and $\lim _{r \rightarrow \infty} u(r)=0$.

We shall also assume that $g$ satisfies
( $\mathrm{G}_{3}$ )

$$
\int_{R^{n}} g(|x|) d x>0 .
$$

Hypotheses $\left(\mathrm{G}_{2}\right)$ and $\left(\mathrm{G}_{3}\right)$ are satisfied by functions $g$ which have the following asymptotic behavior as $r \rightarrow \infty$ :

$$
\begin{aligned}
& g(r) \sim-r^{-\alpha} \quad \text { where } 1<\alpha<2 \quad \text { when } n=1 \text {, } \\
& g(r) \sim-r^{-2}(\ln r)^{-\alpha} \quad \text { where } 1<\alpha<2 \quad \text { when } n=2 .
\end{aligned}
$$

We shall prove results only for the case $n=2$; identical results with somewhat simpler proofs hold when $n=1$. Our main result (Theorem 6.4) shows that bifurcation occurs from the branch of trivial solutions $u \equiv 1$ when $\lambda=0$.

It is shown in [2] that, if $g$ satisfies $\left(\mathrm{G}_{3}\right)$, then $(5.1)_{\lambda}$ has subsolution with compact support for all $\lambda>0$ and that, if $g$ satisfies $\left(G_{2}\right)$, then $(5.1)_{\lambda}$ has a supersolution which is identically equal to 1 on a big interval of the form $[0, R]$ for all $\lambda>0$. Thus we have the following result.

Lemma 6.1. Suppose $g$ satisfies $\left(\mathrm{G}_{2}\right)$ and $\left(\mathrm{G}_{3}\right)$. Then equation $(5.1)_{\lambda}$ has a unique solution $u_{\lambda}$ for all $\lambda>0$.

We now investigate the behavior of $u_{\lambda}$ as $\lambda \rightarrow 0$. The following identity enables us to exclude the possiblity that $u_{\lambda} \rightarrow 0$.

Lemma 6.2. Suppose $g$ satisfies $\left(\mathrm{G}_{2}\right)$ and $\left(\mathrm{G}_{3}\right)$. If $u$ is a solution of $(5.1)_{\lambda}$ then

$$
\int_{0}^{\infty} r\left[\frac{u^{\prime}}{f(u)}\right]^{2} f^{\prime}(u) d r+\lambda \int_{0}^{\infty} r g(r) d r=0 .
$$

Proof. Since $u$ is a solution of $(5.1)_{\lambda}$, we have

$$
\left(r u^{\prime}\right)^{\prime} / f(u)+\lambda r g(r)=0 \quad \text { for } r>0 .
$$

Hence

$$
\begin{equation*}
\frac{r u^{\prime}}{f(u)}+\int_{0}^{r} s\left(\frac{u^{\prime}}{f(u)}\right)^{2} f^{\prime}(u) d s+\lambda \int_{0}^{r} s g(s) d s=0 \tag{6.1}
\end{equation*}
$$

By Corollary 3.9, $\lim _{r \rightarrow \infty} r u^{\prime} / u=0$, and so $\lim _{r \rightarrow \infty} r u^{\prime} / f(u)=0$. Since $\int_{0}^{\infty} r g(r) d r$ converges, the required identity follows by letting $r \rightarrow \infty$ in (6.1).

Corollary 6.3. Suppose $g$ satisfies $\left(\mathrm{G}_{2}\right)$ and $\left(\mathrm{G}_{3}\right)$. Let $u$ be a solution of $(5.1)_{\lambda}$. Then $\max \{u(r): r>0\} \geqq \sigma$ where $\sigma=\inf \left\{u \in(0,1): f^{\prime}(u)=0\right\}$.

Proof. Assume the contrary. Then $u(r)<\sigma$, and so $f^{\prime}(u(r))>0$ for all $r>0$. This is clearly impossible because of Lemma 6.2.

Theorem 6.4. Suppose $g$ satisfies $\left(\mathrm{G}_{2}\right)$ and $\left(\mathrm{G}_{3}\right)$. Suppose $\lambda_{k} \rightarrow 0$ and $u_{k}=u_{\lambda_{k}}$. Then $u_{k} \rightarrow 1$ uniformly on compact subintervals of $[0, \infty)$.

Proof. Because of the continuous dependence of $u(\cdot, p, \lambda)$ on $p$ and $\lambda$ it suffices to prove that $\lim _{k \rightarrow \infty} u_{k}(0)=1$. Assume the contrary. Then there exist $l \in[0,1)$ and subsequences which we again denote by $\lambda_{k}$ and $u_{k}$ such that $\lim _{k \rightarrow \infty} u_{k}(0)=l$.

Suppose $l=0$. It follows from continuous dependence arguments that $u_{k}$ converges uniformly to zero on $\left[0, R_{0}\right]$, and so, since $u_{k}$ is decreasing on [ $R_{0}, \infty$ ), that $u_{k}$ converges uniformly to zero on $R$. This is impossible because of Corollary 6.3.

Suppose $0<l<1$. Since

$$
\begin{equation*}
\left(r u_{k}^{\prime}\right)^{\prime}=\lambda_{k} r g(r) f\left(u_{k}\right) \quad \text { for } r>0, \quad u_{k}^{\prime}(0)=0 \tag{6.2}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
u_{k}(r)=u_{k}(0)+\lambda_{k} \int_{0}^{r} s \ln \left(\frac{r}{s}\right) g(s) f\left(u_{k}(s)\right) d s \quad \text { for } r>0 \tag{6.3}
\end{equation*}
$$

Since $\lim _{k \rightarrow \infty} \lambda_{k} \int_{0}^{r} s \ln (r / s) g(s) f\left(u_{k}(s)\right) d s=0$ for all $r, 0 \leqq r \leqq R$, letting $k \rightarrow \infty$ in (6.3), we have that $u_{k}$ converges uniformly to $l$ on $[0, R]$. Hence

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{0}^{\infty} r g(r) f\left(u_{k}\right) d r=\int_{0}^{\infty} r g(r) f(l) d r>0 \tag{6.4}
\end{equation*}
$$

However, integrating (6.2) from zero to infinity and using Corollary 3.9, shows that $\int_{0}^{\infty} \operatorname{rg}(r) f\left(u_{k}\right) d r=0$ for all $k$, and this is a contradiction.

Hence $\lim _{k \rightarrow \infty} u_{k}(0)=1$ and the proof is complete.
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# ON THE REPRESENTATION OF STOKES FLOWS* 

WERNER KRATZ $\dagger$


#### Abstract

In this paper representations of Stokes flows in dimensions 2 and 3, which reduce the Stokes equations to the Laplace equation for an auxiliary function, are given. While it is known that two- and three-dimensional Stokes flows may be reduced to biharmonic problems, the representations here are new. The main result of this paper reads as follows: Given a domain $G \subseteq \mathbb{R}^{3}$, which is star-shaped with respect to the origin, and functions $\vec{v}: G \rightarrow \mathbb{R}^{3}, p: G \rightarrow \mathbb{R}$, then $\vec{v}$ and $p$ represent a Stokes flow with velocity field $\vec{v}$ and pressure $p$ in $G$ (i.e., $\Delta \vec{v}=\operatorname{grad} p$ and $\operatorname{div} \vec{v}=0$ in $G$ ) if and only if $\vec{v}$ and $p$ are of the form $$
\vec{v}(\vec{x})=\tilde{\tilde{v}}(\vec{x})-\frac{1}{3}\{\operatorname{div} \tilde{\tilde{v}}(\vec{x}) \cdot \vec{x}+\vec{x} \times \operatorname{curl} \tilde{\tilde{v}}(\vec{x})\}, \quad p(\vec{x})=-\frac{4}{3} \operatorname{div} \tilde{\tilde{v}}(\vec{x}),
$$


where $\tilde{\tilde{v}}$ is a harmonic function (i.e., $\Delta \tilde{\tilde{v}}=0$ ) in $G$.
Key words. Stokes flows, Stokes equations, harmonic functions
AMS(MOS) subject classifications. 76D07, 35Q10, 31A10

1. Introduction. In this paper we derive formulae for the velocity field $\vec{v}$ and the pressure $p$ of two- and three-dimensional Stokes flows, which represent $\vec{v}$ and $p$ via a certain (uniquely determined) auxiliary harmonic function $\tilde{\tilde{v}}$. For dimension 2 our Theorem 1 extends a result of [3, Thm. 1 and Lemma 2], where $\vec{v}$ and $p$ of a Stokes flow are expressed by two holomorphic functions provided the corresponding domain $G \subseteq \mathbb{R}^{2}$ is simply connected. Our two-dimensional representation formula here is valid for any domain $G \subseteq \mathbb{R}^{2}$, and, moreover, we can express the auxiliary function $\tilde{\tilde{v}}$ explicitly in terms of $\vec{v}$ and $p$. Besides the result in [3] there are well-known reductions of the Stokes problem in dimensions 2 and 3 to biharmonic problems (see, e.g., [1], [9], and [6]).

The main result of this paper is a representation theorem (Theorem 2 below) for three-dimensional Stokes flows. This theorem is quite similar to the two-dimensional Theorem 1, and its essential part reads as follows. Given a domain $G \subseteq \mathbb{R}^{3}$, which is star-shaped with respect to the origin, and given functions $\vec{v}: G \rightarrow \mathbb{R}^{3}, p: G \rightarrow \mathbb{R}$, then $\vec{v}$ and $p$ represent a Stokes flow in $G$, i.e.,

$$
\Delta \vec{v}=\operatorname{grad} p, \quad \operatorname{div} \vec{v}=0 \quad \text { in } G,
$$

if and only if there exists a harmonic function $\tilde{\tilde{v}}$ (i.e., $\Delta \tilde{\tilde{v}}=0$ ) in $G$ such that

$$
\begin{aligned}
& \vec{v}(\vec{x})=\tilde{v}(\vec{x})-\frac{1}{3}\{\operatorname{div} \tilde{v}(\vec{x}) \cdot \vec{x}+\vec{x} \times \operatorname{curl} \tilde{v}(\vec{x})\}, \\
& p(\vec{x})=-\frac{4}{3} \operatorname{div} \tilde{\tilde{v}}(\vec{x}) \quad \text { for } \vec{x} \in G .
\end{aligned}
$$

Moreover, $\tilde{\tilde{v}}$ is uniquely determined by $\vec{v}$ and $p$, and we give an explicit formula expressing $\tilde{\tilde{v}}$ in terms of $\vec{v}$ and $p$ (see Theorem 2 below). In the case of so-called potential flows (i.e., $\vec{v}=\operatorname{grad} \phi$ with $\Delta \phi=0$ ) our representation formula becomes trivial, i.e., $\vec{v}=\tilde{\tilde{v}}$ (since $\operatorname{div} \vec{v}=0$, curl $\vec{v}=0$ in that case). Moreover, it may be interesting to ask whether the auxiliary harmonic function $\tilde{\tilde{v}}$ has any "concrete" physical interpretation with respect to the Stokes flow.

Let us shortly summarize the setup of this paper. In § 2 we state our results on two- and three-dimensional Stokes equations (Theorems 1 and 2). Some auxiliary

[^31]formulae from the vector analysis are given in §3. Section 4 is devoted to the proof of the two-dimensional result. The main result, i.e., the three-dimensional Theorem 2, is shown in § 5, where we also discuss the assumption on the domain (i.e., star-shaped with respect to the origin) in detail. But it remains an open question whether Theorem 2 can be extended to more general domains (e.g., simply connected domains).

Finally, we want to point out that these representation formulae can serve as the basis of numerical algorithms (see [3] for such an algorithm in dimension two via conformal mappings) to solve Stokes boundary value problems. In view of our results these problems reduce to solving Laplace's equation $\Delta \tilde{\tilde{v}}=0$ with "suitably adapted" boundary conditions.
2. Main results. To formulate our results we need some notation and notions. We will use the usual inner product in $\mathbb{R}^{2}$ or $\mathbb{R}^{3}$ and vector product in $\mathbb{R}^{3}$. The differential operators grad, div, and $\Delta$ denote the gradient, divergence, and Laplacian of scalar functions, respectively, vector fields in $\mathbb{R}^{2}$ or $\mathbb{R}^{3}$. While curl is defined as usual for vector fields in $\mathbb{R}^{3}$, we introduce the following additional notation in $\mathbb{R}^{2}$ :

$$
\begin{aligned}
& \text { curl } \vec{v}:=\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y} \text { for a vector field } \vec{v}=\binom{u}{v} \text { in } \mathbb{R}^{2} ; \\
& \vec{x}^{\perp} \alpha:=\binom{\alpha y}{-\alpha x}, \quad \text { and } \quad \vec{x}^{\perp}:=\binom{y}{-x} \quad \text { for } \vec{x}=\binom{x}{y} \in \mathbb{R}^{2}, \quad \alpha \in \mathbb{R} .
\end{aligned}
$$

Moreover, we need the following definition.
Definition 1. Let $G \subseteq \mathbb{R}^{n}$ be a domain. A function $\vec{v}: G \rightarrow \mathbb{R}^{n}$ is called
(i) harmonic in $G$, if $\vec{v} \in C_{2}(G)$ and if $\Delta \vec{v}(\vec{x})=0$ for $\vec{x} \in G$; and it is called a
(ii) Stokes function in $G$, if $\vec{v} \in C_{2}(G)$ and if there exists a (pressure-) function $p: G \rightarrow \mathbb{R}$ with $p \in C_{1}(G)$ and

$$
\begin{equation*}
\Delta \vec{v}(\vec{x})=\operatorname{grad} p(\vec{x}), \quad \operatorname{div} \vec{v}(\vec{x})=0 \quad \text { for } \vec{x} \in G \tag{1}
\end{equation*}
$$

Remark 1. Obviously, for a given Stokes function the corresponding pressure $p$ is unique up to an additive constant. Next, every function that is harmonic in a domain $G$ belongs to $C_{\infty}(G)$, even every continuous solution $q$ of $\Delta q=h$ if $h \in C_{\infty}(G)$. Moreover, by a result of Weyl [10], every Stokes function $\vec{v}$ in a domain $G$ is in $C_{\infty}(G)$, and a corresponding pressure-function $p$ is harmonic in $G$, since $\Delta p=$ $\operatorname{div}\{\operatorname{grad} p\}=\operatorname{div}\{\Delta \vec{v}\}=0$ by (1). For this reason, we will not discuss differentiability conditions from now on.

Theorem 1. Let $G \subseteq \mathbb{R}^{2}$ be a domain. A function $\vec{v}: G \rightarrow \mathbb{R}^{2}$ is a Stokes function with corresponding pressure $p$ in $G$, if and only if there exists a harmonic function $\tilde{\tilde{v}}$ in G such that

$$
\begin{align*}
& \vec{v}(\vec{x})=\tilde{\tilde{v}}(\vec{x})-\frac{1}{2}\left\{\operatorname{div} \tilde{v}(\vec{x}) \cdot \vec{x}+\vec{x}^{\perp} \operatorname{curl} \tilde{v}(\vec{x})\right\}, \\
& p(\vec{x})=-2 \operatorname{div} \tilde{v}(\vec{x}) \quad \text { for } \vec{x} \in G \tag{2}
\end{align*}
$$

this harmonic function $\tilde{\tilde{v}}$ is unique, and we have

$$
\begin{equation*}
\tilde{\tilde{v}}(\vec{x})=\vec{v}(\vec{x})-\frac{1}{4}\left\{p(\vec{x}) \cdot \vec{x}-\vec{x}^{\perp} \operatorname{curl} \vec{v}(\vec{x})\right\} \quad \text { for } \vec{x} \in G . \tag{3}
\end{equation*}
$$

This theorem is a quite statisfactory completion of [3, Thm. 1], where $G$ was assumed to be simply connected. But our main objective here is the following representation theorem in the most interesting dimension 3, where no such result seems to exist. The assumption on the domain $G$ is not as satisfactory as in dimension 2 above. We have to assume that $G$ is star-shaped with respect to the origin, i.e., $t \vec{x} \in G$ for all $t \in[0,1]$ whenever $\vec{x} \in G$.

Theorem 2. Assume that $G \subseteq \mathbb{R}^{3}$ is a star-shaped domain with respect to the origin. Then a function $\vec{v}: G \rightarrow \mathbb{R}^{3}$ is a Stokes function with corresponding pressure $p$ in $G$, if and only if there exists a harmonic function $\tilde{\tilde{v}}$ in $G$ such that

$$
\begin{align*}
& \vec{v}(\vec{x})=\tilde{v}(\vec{x})-\frac{1}{3}\{\operatorname{div} \tilde{v}(\vec{x}) \cdot \vec{x}+\vec{x} \times \operatorname{curl} \tilde{v}(\vec{x})\},  \tag{4}\\
& p(\vec{x})=-\frac{4}{3} \operatorname{div} \tilde{\tilde{v}}(\vec{x}) \quad \text { for } \vec{x} \in G ;
\end{align*}
$$

this harmonic function $\tilde{\tilde{v}}$ is unique, and we have

$$
\begin{equation*}
\tilde{\tilde{v}}(\vec{x})=\vec{v}(\vec{x})-\frac{1}{4}\{p(\vec{x}) \cdot \vec{x}-\vec{x} \times \operatorname{curl} \vec{v}(\vec{x})\}+\vec{x} \times \operatorname{grad} \phi(\vec{x}) \quad \text { for } \vec{x} \in G, \tag{5}
\end{equation*}
$$

where the function $\phi$ is harmonic in $G$ and given by

$$
\begin{equation*}
\phi(\vec{x})=-\frac{1}{4} \int_{0}^{1} t^{4} \vec{x} \cdot \operatorname{curl} \vec{v}(t \vec{x}) d t \quad \text { for } \vec{x} \in G . \tag{6}
\end{equation*}
$$

We will prove this theorem in $\S 5$, in particular the assumption on $G$ (i.e., star-shaped with respect to the origin) will be discussed there in detail.

Remark 2. Of course, two-dimensional Stokes functions $\vec{v}=\binom{u}{v}$ are also Stokes functions in dimension 3 (with $u_{z}=v_{z} \equiv 0$ ) by setting the third component $w \equiv 0$. But in that case the three-dimensional representation formula (4) above does not reduce to the corresponding two-dimensional formula (2) (e.g., we have the factor $\frac{1}{3}$ in (4) instead of $\frac{1}{2}$ in (2)). Moreover, it is not clear at all, how the representation (2) can be derived from formula (4) (or vice versa) in the case of two-dimensional flows.
3. Auxiliary formulae from the vector analysis. For the proofs of Theorems 1 and 2 we need several formulae from the vector analysis, which are, at least partly, well known (see, e.g., [8, § 124, p. 384]). These formulae can be verified directly, and we assume, of course, the existence and/or continuity of the partial derivatives involved.

Lemma 1. Let $\vec{v}: G \rightarrow \mathbb{R}^{n}, \phi: G \rightarrow \mathbb{R}, G \subseteq \mathbb{R}^{n}$. Then
$\operatorname{div}\left\{\vec{x}^{\perp} \operatorname{curl} \vec{v}(\vec{x})\right\}=\vec{x} \cdot \Delta \vec{v}(\vec{x})-\vec{x} \cdot \operatorname{grad}\{\operatorname{div} \vec{v}(\vec{x})\} \quad$ for $n=2$, respectively, $\operatorname{div}\{\vec{x} \times \operatorname{curl} \vec{v}(\vec{x})\}=\vec{x} \cdot \Delta \vec{v}(\vec{x})-\vec{x} \cdot \operatorname{grad}\{\operatorname{div} \vec{v}(\vec{x})\} \quad$ for $n=3$;

$$
\Delta\left\{\vec{x}^{\perp} \operatorname{curl} \vec{v}(\vec{x})\right\}=\vec{x}^{\perp} \operatorname{curl}\{\Delta \vec{v}(\vec{x})\}-2 \Delta \vec{v}(\vec{x})
$$

$$
+2 \operatorname{grad}\{\operatorname{div} \vec{v}(\vec{x})\} \quad \text { for } n=2, \text { respectively, }
$$

$$
\Delta\{\vec{x} \times \operatorname{curl} \vec{v}(\vec{x})\}=\vec{x} \times \operatorname{curl}\{\Delta \vec{v}(\vec{x})\}-2 \Delta \vec{v}(\vec{x})
$$

$$
+2 \operatorname{grad}\{\operatorname{div} \vec{v}(\vec{x})\} \quad \text { for } n=3 ;
$$

$\operatorname{curl}\{\vec{x} \times \operatorname{grad} \phi(\vec{x})\}=\Delta \phi(\vec{x}) \cdot \vec{x}-\operatorname{grad}\{\phi(\vec{x})+\vec{x} \cdot \operatorname{grad} \phi(\vec{x})\} \quad$ for $n=3$.
4. Derivation and proof of the two-dimensional theorem. Using essentially the formulae of Lemma 1 for dimension 2 we can now derive Theorem 1.

Proof of Theorem 1. (i) First, assume that $\tilde{\tilde{v}}$ is harmonic in $G$ and that $\vec{v}$ and $p$ are given by (2). Then the representation (2) and the formulae (9), (11), (13), and (14) (with $\tilde{\tilde{v}}$ instead of $\vec{v}$ and $\phi=\operatorname{div} \tilde{v}$ ) yield:

$$
\begin{aligned}
& \operatorname{div} \vec{v}=\operatorname{div} \tilde{v}-\frac{1}{2}\{2 \operatorname{div} \tilde{v}+\vec{x} \cdot \operatorname{grad}(\operatorname{div} \tilde{v})-\vec{x} \cdot \operatorname{grad}(\operatorname{div} \tilde{v})\} \equiv 0, \\
& \Delta \vec{v}=-\frac{1}{2}\{2 \operatorname{grad}(\operatorname{div} \tilde{v})+2 \operatorname{grad}(\operatorname{div} \tilde{v})\}=\operatorname{grad} p \text { in } G .
\end{aligned}
$$

Hence, $\vec{v}$ is a Stokes function with corresponding pressure $p=-2 \operatorname{div} \tilde{\tilde{v}}$ in $G$ according to Definition 1.
(ii) Now, assume that $\vec{v}$ is a Stokes function with corresponding pressure $p$ and that $\tilde{\tilde{v}}$ is given by (3). Then the formulae (1), (7)-(9), and (11)-(14) (use also that $\Delta p \equiv 0$ by Remark 1) show that

$$
\begin{aligned}
& \Delta \tilde{\tilde{v}=}=\Delta \vec{v}-\frac{1}{4}\left\{2 \operatorname{grad} p+\Delta p \cdot \vec{x}-\vec{x}^{\perp} \operatorname{curl}(\Delta \vec{v})\right. \\
& \\
& \quad+2 \Delta \vec{v}-2 \operatorname{grad}(\operatorname{div} \vec{v})\} \equiv 0, \\
& \begin{aligned}
\operatorname{div} \tilde{v}= & \operatorname{div} \vec{v}-\frac{1}{4}\{2 p+\vec{x} \cdot \operatorname{grad} p-\vec{x} \cdot \Delta \vec{v}+\vec{x} \cdot \operatorname{grad}(\operatorname{div} \vec{v})\}=-\frac{1}{2} p, \\
\vec{x}^{\perp} \operatorname{curl} \tilde{v} & =\vec{x}^{\perp}\left\{\operatorname{curl} \vec{v}-\frac{1}{4}\left[(\operatorname{grad} p-\Delta \vec{v}+\operatorname{grad}(\operatorname{div} \vec{v})) \cdot \vec{x}^{\perp}+2 \operatorname{curl} \vec{v}\right]\right\} \\
& =\frac{1}{2} \vec{x}^{\perp} \operatorname{curl} \vec{v},
\end{aligned} \\
& \begin{aligned}
\vec{v}=\tilde{v}+\frac{1}{4}\left\{-2 \operatorname{div} \tilde{v} \cdot \vec{x}-2 \vec{x}^{\perp} \operatorname{curl} \tilde{v}\right\},
\end{aligned}
\end{aligned}
$$

which is (3). This completes the proof of Theorem 1 up to the uniqueness of $\tilde{\vec{v}}$, which is a consequence of the following proposition.

Proposition 1. Assume that $\vec{v}_{1}$ and $\vec{v}_{2}$ are harmonic in $G$ such that

$$
\begin{aligned}
\vec{v}_{1}(\vec{x}) & -\frac{1}{2}\left\{\operatorname{div} \vec{v}_{1}(\vec{x}) \cdot \vec{x}+\vec{x}^{\perp} \operatorname{curl} \vec{v}_{1}(\vec{x})\right\} \\
& =\vec{v}_{2}(\vec{x})-\frac{1}{2}\left\{\operatorname{div} \vec{v}_{2}(\vec{x}) \cdot \vec{x}+\vec{x}^{\perp} \operatorname{curl} \vec{v}_{2}(\vec{x})\right\} \quad \text { for } \vec{x} \in G .
\end{aligned}
$$

Then there exists $\alpha \in \mathbb{R}$ with

$$
\vec{v}_{1}(\vec{x})-\vec{v}_{2}(\vec{x})=\alpha \vec{x} \quad \text { for } \vec{x} \in G .
$$

Proof. Consider $\vec{v}=\vec{v}_{1}-\vec{v}_{2}$, so that $\vec{v}=\frac{1}{2}\left\{\operatorname{div} \vec{v} \cdot \vec{x}+\vec{x}^{\perp}\right.$ curl $\left.\vec{v}\right\}$ and $\Delta \vec{v} \equiv 0$. Then the formulae (2) and (13) yield that curl $\vec{v}=-$ curl $\vec{v}$, i.e., curl $\vec{v} \equiv 0$, and $\operatorname{grad}(\operatorname{div} \vec{v}) \equiv 0$ (use $\Delta \vec{v} \equiv 0$ again). Hence, curl $\vec{v} \equiv 0$ and $\operatorname{div} \vec{v} \equiv 2 \alpha \in \mathbb{R}$ in $G$, and it follows that $\vec{v}=\frac{1}{2}\left\{\operatorname{div} \vec{v} \cdot \vec{x}+\vec{x}^{\perp}\right.$ curl $\left.\vec{v}\right\}=\alpha \vec{x}$ for $\vec{x} \in G$.

Remark 3. Since $\operatorname{div}(\alpha \vec{x})=2 \alpha$ it follows that $\tilde{\tilde{v}}$ is uniquely determined by (2) when $\vec{v}$ and $p$ are given; and this constant $\alpha$ is just the free additive constant in the pressure $p$ (compare Remark 1) for a given Stokes function $\vec{v}$.
5. Derivation and proof of the three-dimensional theorem. The main Theorem 2 of this paper follows from Propositions 2-4, and Lemma 2 below.

Proposition 2. Let $G \subseteq \mathbb{R}^{3}$ be a domain, and assume that $\vec{v}$ and $p$ are given by (4), where $\tilde{\tilde{v}}$ is harmonic in $G$. Then $\vec{v}$ is a Stokes function with corresponding pressure $p$ in $G$.

Proof. The representation (4) and the formulae (9), (11), (13), and (14) (with $\tilde{\tilde{v}}$ instead of $\vec{v}$ and $\phi=\operatorname{div} \tilde{\tilde{v}}$ ) yield:

$$
\begin{aligned}
& \operatorname{div} \vec{v}=\operatorname{div} \tilde{v}-\frac{1}{3}\{3 \operatorname{div} \tilde{v}+\vec{x} \cdot \operatorname{grad}(\operatorname{div} \tilde{v})-\vec{x} \cdot \operatorname{grad}(\operatorname{div} \tilde{v})\} \equiv 0, \\
& \Delta \vec{v}=-\frac{1}{3}\{2 \operatorname{grad}(\operatorname{div} \tilde{v})+2 \operatorname{grad}(\operatorname{div} \tilde{v})\}=\operatorname{grad} p .
\end{aligned}
$$

Remark 4. For fixed $\vec{x}_{0} \in \mathbb{R}^{3}$ we have obviously that

$$
\vec{v}(\vec{x}):=\tilde{\tilde{v}}(\vec{x})-\frac{1}{3}\left\{\operatorname{div} \tilde{\tilde{v}}(\vec{x}) \cdot\left(\vec{x}-\vec{x}_{0}\right)+\left(\vec{x}-\vec{x}_{0}\right) \times \operatorname{curl} \tilde{\tilde{v}}(\vec{x})\right\}
$$

is also a Stokes function in $G$ with corresponding pressure

$$
p(\vec{x}):=-\frac{4}{3} \operatorname{div} \tilde{\tilde{v}}(\vec{x}), \quad \text { whenever } \tilde{\tilde{v}} \text { is harmonic in } G .
$$

The next proposition deals with the question whether a given Stokes function can be represented by (4) with a harmonic $\tilde{\tilde{v}}$.

Proposition 3. Assume that $\vec{v}$ is a Stokes function with corresponding pressure $p$ in a domain $G \subseteq \mathbb{R}^{3}$. Then the representation formula (4) holds with a function $\tilde{\tilde{v}}$, which is harmonic in $G$, if and only if this function $\tilde{\tilde{v}}$ satisfies (5), where $\phi$ is harmonic in $G$ such that

$$
\begin{equation*}
4 \phi(\vec{x})+\vec{x} \cdot \operatorname{grad} \phi(\vec{x})+\frac{1}{4} \vec{x} \cdot \operatorname{curl} \vec{v}(\vec{x})=0 \quad \text { for } \vec{x} \in G . \tag{20}
\end{equation*}
$$

Supplement. Assume that formula (4) holds with a function $\tilde{\tilde{v}}$, which is harmonic in G. Then, it follows that formula (5) holds for the function

$$
\begin{equation*}
\phi(\vec{x}):=-\frac{1}{12} \vec{x} \cdot \operatorname{curl} \tilde{\tilde{v}}(\tilde{\tilde{x}}), \tag{21}
\end{equation*}
$$

and this $\phi$ is harmonic in $G$ and satisfies (20).
Proof. First, it follows from Definition (1) and (12) that

$$
\begin{equation*}
\operatorname{curl}\{\Delta \vec{v}(\vec{x})\}=0 \quad \text { for } \vec{x} \in G \tag{22}
\end{equation*}
$$

(i) Assume that (5) holds with a function $\phi$, which is harmonic and which satisfies (20). Then the formulae (5), (11), (14), (18), (22) and (1) (observe that $\Delta \phi=0$ and that $\Delta p=\operatorname{div}(\operatorname{grad} p)=0$ by (1)) yield

$$
\Delta \tilde{v}=\Delta \vec{v}-\frac{1}{4}\{2 \operatorname{grad} p+2 \operatorname{grad} p\}=0 .
$$

Hence, $\tilde{\tilde{v}}$ is harmonic in $G$. Moreover, by (1), (9), (13), (12), and (10), (17), (19), (20) we obtain that

$$
\begin{aligned}
& \operatorname{div} \tilde{\tilde{v}}=-\frac{3}{4} p, \\
& \begin{aligned}
\operatorname{curl} \tilde{v}= & \operatorname{curl} \vec{v}-\frac{1}{4}\{-\vec{x} \times \operatorname{grad} p+\operatorname{grad}\{\vec{x} \cdot \operatorname{curl} \vec{v}\} \\
& \quad+\operatorname{curl} \vec{v}+\vec{x} \times \operatorname{grad} p\}-\operatorname{grad}\{\phi+\vec{x} \cdot \operatorname{grad} \phi\} \\
= & \frac{3}{4} \operatorname{curl} \vec{v}+3 \operatorname{grad} \phi .
\end{aligned}
\end{aligned}
$$

By putting these identities into (5), it follows that

$$
\begin{aligned}
\tilde{v}-\frac{1}{3}\{ & \operatorname{div} \tilde{v} \cdot \vec{x}+\vec{x} \times \operatorname{curl} \tilde{v}\} \\
= & \vec{v}-\frac{1}{4}\{p \vec{x}-\vec{x} \times \operatorname{curl} \vec{v}\}+\vec{x} \times \operatorname{grad} \phi \\
& -\frac{1}{3}\left\{-\frac{3}{4} p \vec{x}+\frac{3}{4} \vec{x} \times \operatorname{curl} \vec{v}+3 \vec{x} \times \operatorname{grad} \phi\right\} \\
= & \vec{v},
\end{aligned}
$$

and

$$
p=-\frac{4}{3} \operatorname{div} \tilde{v} ; \text { i.e., (4) holds. }
$$

(ii) Now, assume that (4) holds with a harmonic function $\tilde{\tilde{v}}$, and define $\phi(\vec{x}):=$ $-\frac{1}{12} \vec{x} \cdot \operatorname{curl} \tilde{v}(\vec{x})$ for $\vec{x} \in G$ according to (21). Then $\phi$ is harmonic in $G$ by (16). By (4), (10), (17), and (21) (observe that $\Delta \tilde{\tilde{v}}=0$ ) we get $\operatorname{div} \tilde{\tilde{v}}=-\frac{3}{4} p$, and

$$
\begin{gathered}
\operatorname{curl} \vec{v}=\operatorname{curl} \tilde{\tilde{v}}-\frac{1}{3}\{-\vec{x} \times \operatorname{grad}(\operatorname{div} \tilde{\tilde{v}})+\vec{x} \times \operatorname{grad}(\operatorname{div} \tilde{\tilde{v}}) \\
-\operatorname{curl} \tilde{v}+12 \operatorname{grad} \phi\},
\end{gathered}
$$

thus

$$
\begin{equation*}
\operatorname{curl} \tilde{\tilde{v}}=\frac{3}{4} \operatorname{curl} \vec{v}+3 \operatorname{grad} \phi \tag{23}
\end{equation*}
$$

Putting these formulae for div $\tilde{\tilde{v}}$ and curl $\tilde{\tilde{v}}$ into (4) yields

$$
\begin{aligned}
\tilde{v} & =\vec{v}+\frac{1}{3}\left\{-\frac{3}{4} p \vec{x}+\frac{3}{4} \vec{x} \times \operatorname{curl} \vec{v}+3 \vec{x} \times \operatorname{grad} \phi\right\} \\
& =\vec{v}-\frac{1}{4}\{p \vec{x}-\vec{x} \times \operatorname{curl} \vec{v}\}+\vec{x} \times \operatorname{grad} \phi ;
\end{aligned}
$$

i.e., (5) holds. Finally, the definition of $\phi$ by (21) and formula (23) imply that

$$
\begin{aligned}
4 \phi+\vec{x} \cdot \operatorname{grad} \phi & =-\frac{1}{3} \vec{x} \cdot \operatorname{curl} \tilde{\tilde{v}}+\frac{1}{3} \vec{x} \cdot\left\{\operatorname{curl} \tilde{\tilde{v}}-\frac{3}{4} \operatorname{curl} \vec{v}\right\} \\
& =-\frac{1}{4} \vec{x} \cdot \operatorname{curl} \vec{v}
\end{aligned}
$$

i.e., (20) holds. This completes the proof of Proposition 3 and of the supplement.

The next lemma shows that any Stokes function $\vec{v}$ can be represented by (4), where the auxiliary harmonic function $\tilde{\tilde{v}}$ is given by (5) and (6). But for this lemma it is crucial to assume that the domain $G$ is star-shaped with respect to the origin (and this assumption of Theorem 2 is needed only for this lemma).

Lemma 2. Assume that $G \subseteq \mathbb{R}^{3}$ is a domain which is star-shaped with respect to the origin, and that a function $\vec{v}: G \rightarrow \mathbb{R}^{3}$ satisfies $\vec{v} \in C_{3}(G)$ and (22), i.e., curl $\{\Delta \vec{v}(\vec{x})\} \equiv 0$. Then the function $\phi(\vec{x})$ given by (6) is harmonic in $G$ and satisfies the differential equation (20).

Proof. Consider the function $h(\vec{x}):=\vec{x} \cdot \operatorname{curl} \vec{v}(\vec{x})$. Then $h$ is harmonic in $G$ by (16) and (22). Just because $G$ is star-shaped with respect to the origin the function $\phi$ is well defined by (6), and it follows that

$$
\Delta \phi(\vec{x})=\Delta\left\{-\frac{1}{4} \int_{0}^{1} t^{3} h(t \vec{x}) d t\right\}=-\frac{1}{4} \int_{0}^{1} t^{5}(\Delta h)(t \vec{x}) d t=0 .
$$

Hence, $\phi$ is harmonic in $G$; and partial integration yields

$$
\begin{aligned}
\vec{x} \cdot \operatorname{grad} \phi(\vec{x}) & =-\frac{1}{4} \vec{x} \cdot \int_{0}^{1} t^{4}(\operatorname{grad} h)(t \vec{x}) d t=-\frac{1}{4} \int_{0}^{1} t^{4} \frac{d}{d t}\{h(t \vec{x})\} d t \\
& =-\frac{1}{4} h(\vec{x})+\int_{0}^{1} t^{3} h(t \vec{x}) d t \\
& =-\frac{1}{4} \vec{x} \cdot \operatorname{curl} \vec{v}(\vec{x})-4 \phi(\vec{x}) \quad \text { for } \vec{x} \in G .
\end{aligned}
$$

Thus, (20) holds.
The uniqueness of $\tilde{v}$ (compare Proposition 1 and Remark 3) in Theorem 2 is a consequence of the following proposition.

Proposition 4. Let $G \subseteq \mathbb{R}^{3}$ be a domain with $0 \in G$, and assume that $\vec{v}_{1}$ and $\vec{v}_{2}$ are harmonic functions in $G$ such that

$$
\begin{align*}
\vec{v}_{1}(\vec{x}) & -\frac{1}{3}\left\{\operatorname{div} \vec{v}_{1}(\vec{x}) \cdot \vec{x}+\vec{x} \times \operatorname{curl} \vec{v}_{1}(\vec{x})\right\}  \tag{24}\\
& =\vec{v}_{2}(\vec{x})-\frac{1}{3}\left\{\operatorname{div} \vec{v}_{2}(\vec{x}) \cdot \vec{x}+\vec{x} \times \operatorname{curl} \vec{v}_{2}(\vec{x})\right\} \quad \text { for } \vec{x} \in G .
\end{align*}
$$

Then there exists $\alpha \in \mathbb{R}$ with

$$
\begin{equation*}
\vec{v}_{1}(\vec{x})-\vec{v}_{2}(\vec{x})=\alpha \vec{x} \quad \text { for } \vec{x} \in G . \tag{25}
\end{equation*}
$$

Proof. Proposition 2 and equation (24) yield $0=\operatorname{grad}\left\{\operatorname{div} \vec{v}_{1}-\operatorname{div} \vec{v}_{2}\right\}$, thus

$$
\operatorname{div}\left(\vec{v}_{1}-\vec{v}_{2}\right) \equiv 3 \alpha \quad \text { in } G \quad \text { for some } \alpha \in \mathbb{R} .
$$

Then the function $\vec{v}_{0}(\vec{x}):=\vec{v}_{1}(\vec{x})-\vec{v}_{2}(\vec{x})-\alpha \vec{x}$ satisfies (observe that $\operatorname{div} \vec{x}=3$, curl $\vec{x}=0$ ):

$$
\begin{equation*}
\operatorname{div} \vec{v}_{0}(\vec{x})=0, \quad \Delta \vec{v}_{0}(\vec{x})=0, \quad \vec{v}_{0}(\vec{x})=\frac{1}{3} \vec{x} \times \operatorname{curl} \vec{v}_{0}(\vec{x}) \quad \text { for } \vec{x} \in G . \tag{26}
\end{equation*}
$$

Setting $\psi(\vec{x}):=\vec{x} \cdot \operatorname{curl} \vec{v}_{0}(\vec{x})$, we obtain from (26), (16), and (17) the formulae

$$
\begin{equation*}
\Delta \psi(\vec{x})=0, \quad 4 \psi(\vec{x})+\vec{x} \cdot \operatorname{grad} \psi(\vec{x})=0, \quad \operatorname{grad} \psi(\vec{x})=-4 \operatorname{curl} \vec{v}_{0}(\vec{x}) . \tag{27}
\end{equation*}
$$

Since $0 \in G$ we have that $U_{\varepsilon}(0) \subseteq G$ for some $\varepsilon>0$. We consider the function $f(t):=$ $\psi(t \vec{x})$ on [0,1] for a fixed $\vec{x} \in U_{\varepsilon}(0)$. Formulae (27) imply that $f(0)=0$ and $4 f(t)+$ $t f^{\prime}(t)=0$ on $[0,1]$. Hence, $f(t) \equiv 0$ on $[0,1]$, in particular $\psi(\vec{x})=f(1)=0$; and it follows from (17) and (26) that curl $\vec{v}_{0}(\vec{x})=\frac{1}{3} \operatorname{curl}\left\{\vec{x} \times \operatorname{curl} \vec{v}_{0}(\vec{x})\right\}=-\frac{1}{3} \operatorname{curl} \vec{v}_{0}(\vec{x})$. Therefore, curl $\vec{v}_{0}(\vec{x})$ and then also $\vec{v}_{0}(\vec{x})$ are identically zero in $U_{\varepsilon}(0)$. Since $\vec{v}_{0}$ is harmonic in $G$, it follows that $\vec{v}_{0}(\vec{x})=0$ for all $\vec{x} \in G$ by [2, Chap. X, Thm. IV], i.e., (25) holds.

Remark 5. (i) Without the assumption $0 \in G$ the foregoing proof shows that

$$
\vec{v}_{1}(\vec{x})-\vec{v}_{2}(\vec{x})=\alpha \vec{x}+\vec{v}_{0}(\vec{x}) \quad \text { for } \vec{x} \in G,
$$

where

$$
\vec{v}_{0}(\vec{x})=-\frac{1}{12} \vec{x} \times \operatorname{grad} \psi(\vec{x}) \quad \text { with } \psi(\vec{x})=\vec{x} \cdot \operatorname{curl} \vec{v}_{0}(\vec{x}),
$$

and where the function $\psi(\vec{x})$ satisfies

$$
\begin{equation*}
\Delta \psi(\vec{x})=0 \quad \text { and } \quad 4 \psi(\vec{x})+\vec{x} \cdot \operatorname{grad} \psi(\vec{x})=0 \quad \text { for } \vec{x} \in G ; \tag{28}
\end{equation*}
$$

i.e., $\psi(\vec{x})$ is harmonic in $G$ with $\psi(\vec{x})=r^{-4} \tilde{\psi}(\vartheta, \varphi)$, where $(r, \vartheta, \varphi)$ denote the usual spherical coordinates of $\vec{x}$. Any (separated) spherical harmonic of degree -4 satisfies (28). This discussion describes in general (i.e., if $0 \notin G$ ) the exact freedom in the representation formula (4). To prove this assume that $\psi \in C_{2}(G)$ satisfies (28); and define

$$
\vec{v}_{0}(\vec{x}):=-\frac{1}{12} \vec{x} \times \operatorname{grad} \psi(\vec{x}) .
$$

Then we have (use (19))

$$
\Delta \vec{v}_{0}(\vec{x})=0, \quad \operatorname{div} \vec{v}_{0}(\vec{x})=0, \quad \text { curl } \vec{v}_{0}(\vec{x})=-\frac{1}{4} \operatorname{grad} \psi(\vec{x}) ;
$$

thus,

$$
\vec{v}_{0}(\vec{x})-\frac{1}{3}\left\{\operatorname{div} \vec{v}_{0}(\vec{x}) \cdot \vec{x}+\vec{x} \times \operatorname{curl} \vec{v}_{0}(\vec{x})\right\}=0
$$

(compare formula (4) with $\vec{v} \equiv 0, p \equiv 0$, and $\tilde{\tilde{v}}=\vec{v}_{0}$ ). In particular, the function $\tilde{\tilde{v}}$ in (4) is not uniquely determined by $\vec{v}$ and $p$ if $0 \notin G$.
(ii) The question whether Theorem 2 does not hold for more general domains is, by the preceding results, equivalent with the problem whether the differential equation (20) has a harmonic solution $\phi$ in $G$ for any given function $\vec{v} \in C_{3}(G)$ that satisfies (22). In case that $G$ is star-shaped with respect to the origin, Lemma 2 above answers this question affirmatively, and it even gives an explicit formula for $\phi$ (which is unique in this case by Proposition 4), i.e., (6). But the question concerning more general domains remains open. Concerning the solvability of (20) we have besides Lemma 2 only the following local result (where $\varepsilon$ is certainly not the best possible).

Proposition 5. Given $\vec{x}_{0} \in \mathbb{R}^{3}, G:=U_{R}\left(\vec{x}_{0}\right)=\left\{\vec{x}_{0} \in \mathbb{R}^{3}| | \vec{x}-\vec{x}_{0} \mid<R\right\}$ with $R>0$, and a function $\vec{v} \in C_{3}(G)$ that satisfies (22). Then there exists a function $\phi$, which is harmonic and which satisfies the differential equation (20) in $G^{\prime}=U_{\varepsilon}\left(\vec{x}_{0}\right)$ with $\varepsilon:=R / 8 e$.

Proof. Let $\gamma:=\left|\vec{x}_{0}\right| \geqq R$, since otherwise $0 \in G$ and then the assertion follows from Lemma 2 (even with $\varepsilon=R$ ). Now there exists an orthogonal matrix $U$ such that

$$
U^{T} \vec{x}_{0}=\left(\begin{array}{l}
\gamma \\
0 \\
0
\end{array}\right)
$$

For given functions $\vec{v}$ and $\phi$ consider the functions

$$
\begin{equation*}
h(\vec{x}):=\frac{1}{4}\left(U \vec{x}+\vec{x}_{0}\right) \operatorname{curl} \vec{v}\left(U \vec{x}+\vec{x}_{0}\right), \quad \psi(\vec{x}):=\phi\left(U \vec{x}+\vec{x}_{0}\right) . \tag{29}
\end{equation*}
$$

Then $\Delta \psi(\vec{x})=(\Delta \phi)\left(U \vec{x}+\vec{x}_{0}\right)$, since $U$ is orthogonal, and $\operatorname{grad} \psi(\vec{x})=$ $(\operatorname{grad} \phi)\left(U \vec{x}+\vec{x}_{0}\right) \cdot U$ (where grad is a row-vector).

By (16) and (22) the function $\vec{x} \cdot \operatorname{curl} \vec{v}(\vec{x})$ is harmonic in $G$, thus

$$
\begin{equation*}
h(\vec{x}) \text { is harmonic in } U_{R}(0) ; \tag{30}
\end{equation*}
$$

and our assertion is now equivalent with the existence of a function $\psi$ satisfying

$$
\begin{align*}
& \psi(\vec{x}) \text { is harmonic in } U_{\varepsilon}(0), \quad \varepsilon=\frac{R}{8 e}>0, \quad \gamma \geqq R, \quad \text { with }  \tag{31}\\
& 4 \psi(\vec{x})+\vec{x} \cdot \operatorname{grad} \psi(\vec{x})+\gamma \psi_{z}(\vec{x})+h(\vec{x})=0 \quad \text { for }|\vec{x}|<\varepsilon .
\end{align*}
$$

We construct $\psi(\vec{x})=\psi(r, \vartheta, \varphi)$ by expansion with respect to spherical harmonics, where $(r, \vartheta, \varphi)$ denote the spherical coordinates of $\vec{x}$, i.e., $x=r \cos \varphi \sin \vartheta, y=r \sin \varphi \sin \vartheta$, $z=r \cos \vartheta$. By $Y_{n k}(\vartheta, \varphi),-n \leqq k \leqq n$, we denote a complete, orthonormal system of spherical harmonics of degree $n$; more precisely:

$$
\begin{array}{ll}
Y_{n k}(\vartheta, \varphi):=c_{n k} \cos (k \varphi) P_{n}^{k}(\cos \vartheta) & \text { for } 0 \leqq k \leqq n, \\
Y_{n,-k}(\vartheta, \varphi):=c_{n k} \sin (k \varphi) P_{n}^{k}(\cos \vartheta) & \text { for } 1 \leqq k \leqq n,
\end{array}
$$

where

$$
P_{n}^{k}(t):=\frac{1}{2^{n} \cdot n!}\left(1-t^{2}\right)^{k / 2}\left(\frac{d}{d t}\right)^{k+n}\left(t^{2}-1\right)^{n}
$$

denote the Legendre functions (see [4, Chap. IV]) and where

$$
c_{n k}:=\left\{\frac{2 n+1}{2 \pi} \frac{(n-k)!}{(n+k)!}\right\}^{1 / 2} .
$$

Then we have

$$
\begin{gather*}
\int_{-\pi}^{\pi} \int_{0}^{\pi} Y_{n k}(\vartheta, \varphi) Y_{m l}(\vartheta, \varphi) \sin \vartheta d \vartheta d \varphi=\delta_{n m} \delta_{k l}, \\
\left|Y_{n k}(\vartheta, \varphi)\right| \leqq\left\{\frac{2 n+1}{2 \pi}\right\}^{1 / 2} \text { for }(\vartheta, \varphi) \in[0, \pi] \times[-\pi, \pi] \tag{32}
\end{gather*}
$$

by [5, Lemmas 8 and 14]. The recursion

$$
n t P_{n}^{k}(t)+\left(1-t^{2}\right) \frac{d}{d t} P_{n}^{k}(t)=(n+k) P_{n-1}^{k}(t)
$$

[4, p. 171] and $\partial r / \partial z=\cos \vartheta, \partial \varphi / \partial z=0, \partial \vartheta / \partial z=-\sin \vartheta / r$ yield the formula

$$
\begin{align*}
\frac{\partial}{\partial z}\left\{r^{n} Y_{n k}\right\} & =\left\{\frac{2 n+1}{2 n-1}(n+k)(n-k)\right\}^{1 / 2} r^{n-1} Y_{n-1, k} \quad \text { for }|k| \leqq n-1,  \tag{33}\\
& =0 \quad \text { for } k= \pm n, \quad n \geqq 0
\end{align*}
$$

Since $h(\vec{x})$ is harmonic in $U_{R}(0)$ by (30) it can be expanded with respect to spherical harmonics (see [7] or [2]), i.e.,

$$
\begin{equation*}
h(\vec{x})=\sum_{n=0}^{\infty} \sum_{k=-n}^{n} b_{n k} r^{n} Y_{n k}(\vartheta, \varphi) \quad \text { for }|\vec{x}|=r<R, \tag{34}
\end{equation*}
$$

where the coefficients satisfy $b_{n k}=o\left(\rho^{-n}\right)$ as $n \rightarrow \infty$ for all $\rho<R$. Hence, for any fixed $0<\rho<R$ we have

$$
\begin{equation*}
\left|b_{n k}\right| \leqq c \rho^{-n} \quad \text { for }|k| \leqq n, n \geqq 0 \quad \text { with a constant } c=c(\rho)>0 . \tag{35}
\end{equation*}
$$

Now we construct $\psi$ via the setting

$$
\psi(\vec{x})=\sum_{n=0}^{\infty} \sum_{k=-n}^{n} a_{n k} r^{n} Y_{n k}(\vartheta, \varphi)
$$

Then $\psi$ is automatically harmonic in $U_{\varepsilon}(0)$, provided we can show appropriate estimates of the coefficients. Now, by (33),

$$
\begin{aligned}
& 4 \psi(\vec{x})+\vec{x} \cdot \operatorname{grad} \psi(\vec{x})+\gamma \psi_{z}(\vec{x}) \\
& =\sum_{n=0}^{\infty} \sum_{k=-n}^{n}\left\{(4+n) a_{n k}+\gamma \alpha_{n k} a_{n+1, k}\right\} r^{n} Y_{n k}(\vartheta, \varphi)
\end{aligned}
$$

with

$$
\alpha_{n k}:=\left\{\frac{2 n+3}{2 n+1}(n+1+k)(n+1-k)\right\}^{1 / 2} .
$$

Comparing coefficients, we find the differential equation (31) for $\psi$ is equivalent with

$$
\begin{equation*}
(4+n) a_{n k}+\gamma \alpha_{n k} a_{n+1, k}+b_{n k}=0 \quad \text { for }|k| \leqq n, \quad n \geqq 0 . \tag{36}
\end{equation*}
$$

These equations are fulfilled if we define the $a_{n k}$ by

$$
\begin{align*}
& a_{n+1, k}=\frac{1}{\gamma \alpha_{n k}}\left\{-b_{n k}-(4+n) a_{n k}\right\} \quad \text { for }-n \leqq k \leqq n, \quad n \geqq 0,  \tag{37}\\
& a_{n n}=\frac{-1}{4+n} b_{n n}, \quad a_{n,-n}=\frac{-1}{4+n} b_{n,-n} \quad \text { for } n \geqq 0 .
\end{align*}
$$

We show recursively that

$$
\begin{equation*}
(4+n)\left|a_{n, \pm(n-k)}\right| \leqq(8 / \rho)^{n} c\left\{\frac{n^{k}}{k!}\right\}^{1 / 2} \tag{38}
\end{equation*}
$$

holds for $0 \leqq k \leqq n, n \geqq 0$. This is clear for $n=0$, and for $k=0, n \geqq 0$. For $1 \leqq k \leqq n+1$ it follows inductively from (35), (37), and (38) that

$$
\begin{aligned}
&(4+n+1)\left|a_{n+1, n+1-k}\right| \leqq \frac{4+n+1}{\gamma}\left\{\frac{2 n+1}{2 n+3} \cdot \frac{1}{k(2 n+2-k)}\right\}^{1 / 2} \\
& \cdot c \rho^{-n}\left\{1+8^{n}\left(\frac{n^{k-1}}{(k-1)!}\right)^{1 / 2}\right\} \\
& \leqq c \cdot \rho^{-n-1}\left\{\frac{n^{k-1}}{k!} \frac{(2 n+1)(4+n+1)^{2}}{(2 n+3)(n+1)}\right\}^{1 / 2} \\
& \cdot\left\{8^{n}+\left(\frac{n^{k-1}}{(k-1)!}\right)^{-1 / 2}\right\} \\
&\left.\leqq c(8 / \rho)^{n+1}\left\{\frac{(n+1)^{k}}{k!}\right\}^{1 / 2} \quad \text { (observe that } \gamma \geqq R>\rho\right) .
\end{aligned}
$$

Now, (38) yields

$$
\left|a_{n k}\right| \leqq c(8 / \rho)^{n}\left\{\frac{n^{n}}{n!}\right\}^{1 / 2} \frac{1}{4+n} \leqq c(8 e / \rho)^{n}
$$

This estimate and (32) show that the series defining $\psi(\vec{x})$ converges absolutely (even after termwise differentiation by (33) and by corresponding formulae for the partial derivatives with respect to $x$ and $y$ ) for $|\vec{x}|<R / 8 e$, and this completes the proof.

Acknowledgment. The author records his thanks to the referees for several very helpful comments.

## REFERENCES

[1] P. R. Garabedian, Free boundary flows of a viscous liquid, Comm. Pure Appl. Math., 19 (1966), pp. 421-434.
[2] O. D. Kellog, Foundations of Potential Theory, Dover, New York, 1953.
[3] W. Kratz and A. Peyerimhoff, A numerical algorithm for the Stokes problem based on an integral equation for the pressure via conformal mappings, Numer. Math., to appear (1990/91).
[4] W. Magnus, F. Oberhettinger, and R. P. Soni, Formulas and Theorems for the Special Functions of Mathematical Physics, Springer-Verlag, Berlin, 1966.
[5] C. Müller, Spherical Harmonics, Lecture Notes 17, Springer-Verlag, Berlin, 1966.
[6] J. C. Nedelec, Eléments finis mixtes incompressibles pour l'équation de Stokes dans $\mathbb{R}^{3}$, Numer. Math., 39 (1982), pp. 97-112.
[7] G. Sansone, Orthogonal Functions, Wiley, New York, 1959.
[8] W. I. Smirnov, Lehrgang der Höheren Mathematik II, VEB Deutscher Verlag der Wissenschaften, Berlin, 1979.
[9] R. Teman, Navier-Stokes Equations, North-Holland, Berlin, 1984.
[10] H. Weyl, The method of orthogonal projection in potential theory, Duke Math. J., 7 (1940), pp. 411-444.

# ISOLATED SINGULARITIES OF $p$-HARMONIC FUNCTIONS IN THE PLANE* 

JUAN J. MANFREDI $\dagger$

Dedicated to the memory of José Luis Rubio de Francia.


#### Abstract

A classification theorem for isolated singularities of $p$-harmonic functions is given and a precise asymptotic representation near the singularity is obtained. The approach is based on using the theory of quasiregular mappings to linearize the $p$-Laplacian by means of a hodographic transformation.
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1. Introduction and statements of results. Let $\Omega$ be a domain in $\mathbf{R}^{n}, n \geq 2$, and fix $p \in(1, \infty)$. A real function $u$ defined in $\Omega$ is called $p$-harmonic if $u \in W_{\text {loc }}^{1, p}(\Omega)$ and

$$
\begin{equation*}
\int_{\Omega}|\nabla u|^{p-2}\langle\nabla u, \nabla \phi\rangle d x=0 \tag{1.1}
\end{equation*}
$$

for all $\phi \in W^{1, p}(\Omega)$ with compact support contained in $\Omega$; that is, $u$ is a weak solution of the $p$-Laplace equation

$$
\begin{equation*}
\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)=0 . \tag{1.2}
\end{equation*}
$$

It is well known [DB], [L] that $u \in C_{\text {loc }}^{1, \alpha}$, where $\alpha=\alpha(p, n) \in(0,1]$. Indeed, in dimension two ( $n=2$ ) we have that

$$
\begin{equation*}
u \in C_{\mathrm{loc}}^{k, \alpha}(\Omega) \cap W_{\mathrm{loc}}^{k+2, q}(\Omega), \tag{1.3}
\end{equation*}
$$

where the integer $k>1$ and the exponent $\alpha \in(0,1]$ are determined by the equation

$$
k+\alpha=\frac{1}{6}\left(7+\frac{1}{p-1}+\sqrt{1+\frac{14}{p-1}+\frac{1}{(p-1)^{2}}}\right) .
$$

The integrability exponent $q$ is any number such that

$$
1 \leq q<\frac{2}{2-\alpha} \leq 2
$$

Moreover, for $p \neq 2$ the regularity class in (1.3) is optimal. See [IM] for these results. To prove (1.3) we use complex analysis (quasiregular mappings) to linearize the $p$ Laplacian by means of a hodograph transformation [BI], [IM], [Ar].

[^32]The purpose of this paper is to apply the ideas of [IM] to the study of isolated singularities of $p$-harmonic functions in two dimensions.

Let us begin by reviewing some known results. We will assume that $u$ is a singular $p$-harmonic function; that is, $u$ is $p$-harmonic in $\left(\mathbf{B}^{n}\right)^{\prime}=\mathbf{B}^{n} \backslash\{0\}=\left\{x \in \mathbf{R}^{n}, 0<|x|<\right.$ $1\}$. An example is given by

$$
u_{1}(x)= \begin{cases}|x|^{(p-n) /(p-1)} & \text { if } p \neq n  \tag{1.4}\\ \log \frac{1}{|x|} & \text { if } p=n\end{cases}
$$

The function $u_{1}$ satisfies

$$
\begin{equation*}
\operatorname{div}\left(\left|\nabla u_{1}\right|^{p-2} \nabla u_{1}\right)=c \delta_{0} \tag{1.5}
\end{equation*}
$$

in the sense of distributions, where $c=c(p, n)$ is an appropriate constant. A classical result of Serrin [ S ] states that if $1<p \leq n$ and $u$ is a nonnegative singular $p$-harmonic function, then there exists a constant $c_{1}>0$ such that

$$
\frac{1}{c_{1}}<\frac{u}{u_{1}}<c_{1} \quad \text { in }\left(\mathbf{B}^{n}\right)^{\prime}
$$

Moreover, $u$ satisfies (1.5) for a certain $c$.
Kichenassamy and Veron [KV] extended Serrin's result to cover the case $u / u_{1} \in$ $L^{\infty}$, in which case they proved the existence of a number $\gamma \in \mathbf{R}$ such that
(i) $u-\gamma u_{1} \in L^{\infty}$,
(ii) $\left|\nabla\left(u-\gamma u_{1}\right)\right|=o\left(|x|^{(1-n) /(p-1)}\right)$, as $x \rightarrow 0$, and
(iii) $\quad-\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)=\gamma|\gamma|^{p-2} \delta_{0}$.

A general question is whether these results, conveniently modified, continue to hold when $u_{1}$ is replaced by an anisotropic singularity $v$; that is, $v$ is $p$-harmonic in $\mathbf{R}^{n} \backslash\{0\}$ of the form:

$$
\begin{equation*}
v(x)=|x|^{\beta} w\left(\frac{x}{|x|}\right), \quad \beta<0 . \tag{1.7}
\end{equation*}
$$

Veron [ V ] has shown the existence of plenty of anisotropic singularities in $n$-dimensions, where this general problem is posed.

In the plane all solutions of the form (1.6), now called quasiradial are known. For $N=1,2, \cdots$ there exists a real analytic $2 \pi$-periodic function $\Phi_{N}$ with $\Phi_{N}(0)=1$ (a normalization) and a number $\mu_{N}$ ( $\mu_{N}$ decreasing to $-\infty$ as $N \uparrow \infty$ ) such that

$$
\begin{equation*}
u_{N}\left(s e^{i \alpha}\right)=\Phi_{N}(\alpha) s^{\mu_{N}} \tag{1.8}
\end{equation*}
$$

is a singular $p$-harmonic function. Assuming $p \neq 2$, we find $\Phi_{1}(\alpha) \equiv 1$ and $\mu_{1}=$ $(p-2) /(p-1)$ so that $u_{1}$ coincides with the "fundamental solution" in (1.4). While $\mu_{1}>0$ for $p>2$ (case of bounded singularities)

$$
\begin{equation*}
\mu_{2}=\frac{p-\left(3+\sqrt{p^{2}-3 p+3}\right)}{3(p-1)}<0 \tag{1.9}
\end{equation*}
$$

for all $p$. These facts follow easily from the results of $\S 5$. See also $[\mathrm{KV}]$.

We can think of $u_{N}$ as a nonlinear analogue of $\operatorname{Re}\left(z^{-N}\right)$. Our main result, Theorem 1, is a nonlinear version of the Laurent series development for harmonic functions.

Theorem 1. Let $u$ be a singular $p$-harmonic function in $\left(\mathbf{B}^{2}\right)^{\prime}$ such that 0 is not a removable singularity and for some $\beta \leq(p-2) /(p-1)$ we have

$$
\begin{equation*}
|u(x)| \leq c|x|^{\beta} \quad \text { for }|x|<\frac{1}{2} \tag{1.10}
\end{equation*}
$$

Then there exists $N \geq 1$ ( $N$ is the largest integer such that $\beta \leq \mu_{N}$ ) and a constant $\gamma_{N} \neq 0$ such that

$$
\begin{equation*}
\sum_{|\nu|=m}\left|D^{\nu} u-\gamma_{N} D^{\nu} u_{N}\right|(x) \leq c_{m}|x|^{\mu_{N}-m+\delta_{N}} \tag{1.11}
\end{equation*}
$$

for $m=1,2, \cdots$. Here $c_{m}$ are constants, $\delta_{N}>0$ and the inequality holds for $0<|x|<$ $\delta=\delta(m)$.

Remark. If $u$ satisfies (1.10) for some $\beta>(p-2) /(p-1)$ we will see in $\S 6$ that 0 is a removable singularity. Thus, we are in the situation treated in detail in [IM].

Note that $\left|D^{\nu} u_{N}(x)\right| \sim|x|^{\mu_{N}-m}$. The theorem is relevant because $\delta_{N}>0$. The estimate (1.11) is an extension of (1.6-ii).

In $\S 2$ we will compute the explicit values of $\mu_{N}$ and $\delta_{N}$. It turns out that

$$
\begin{array}{ll}
\mu_{N}+\delta_{N}<0 & \text { for } N \geq 3, \\
\mu_{N}+\delta_{N}=0 & \text { for } \begin{cases}N=2, & p>2 \\
N=1, & 1<p<2\end{cases}  \tag{1.12}\\
\mu_{N}+\delta_{N}=1 & \text { for } N=1, \quad p>2
\end{array}
$$

We can now integrate (1.10) to obtain the following.
Theorem 2. In the situation of Theorem 1, in a small ball centered at 0, we have:

If $N \geq 3$,

$$
\begin{equation*}
\left|u(x)-\gamma_{N} u_{N}(x)\right| \leq C|x|^{\mu_{N}+\delta_{N}} \tag{1.13}
\end{equation*}
$$

if $N=2, p>2$ or $N=1,1<p<2$,

$$
\begin{equation*}
\left|u(x)-\gamma_{N} u_{N}(x)\right| \leq C \log \frac{1}{|x|} \tag{1.14}
\end{equation*}
$$

and if $N=1, p>2, \lim _{x \rightarrow 0} u(x)=u(0)$ exists, $u-\gamma_{1} u_{1}$ is Lipschitz in a neighborhood of 0 and

$$
\begin{equation*}
\left|u(x)-u(0)-\gamma_{1} u_{1}(x)\right| \leq C|x| \tag{1.15}
\end{equation*}
$$

When $p>2$ we may have bounded singularities corresponding to the case of nonnegative $\beta$ in (1.10). Theorem 2 says in this case that $u-\gamma_{1} u_{1}$ is Lipschitz, that is, $u$ is "as good as $u_{1}$ " in terms of smoothness. This is an extension of Serrin and Kichenassamy-Veron results when $p>n=2$. It would be very interesting to see whether some version of (1.15) holds in the case $p>n \geq 3$.

The next corollary answers the two-dimensional case of a question posed by Veron in [V].

Corollary 1. With the hypothesis of Theorem 1 , if $u$ is unbounded at zero, for some $N=1,2, \cdots$

$$
\begin{equation*}
\lim _{x \rightarrow 0} \frac{u(x)}{|x|^{\mu_{N}}}=\gamma_{N} \Phi_{N}\left(\frac{x}{|x|}\right) \tag{1.16}
\end{equation*}
$$

and if $u$ is bounded at zero, $\lim _{x \rightarrow 0} u(x)=u(0)$ exists, $p>2$, and

$$
\begin{equation*}
\lim _{x \rightarrow 0} \frac{(u(x)-u(0))}{|x|^{(p-2) /(p-1)}}=\gamma_{1} \tag{1.17}
\end{equation*}
$$

This article is organized as follows. In $\S 2$ we linearize the $p$-Laplacian in the hodograph plane following [IM]. Next in $\S 3$ we find a series expansion of the solutions of the linearized $p$-Laplacian and use it to obtain several estimates. In $\S 4$ we study how to recover $p$-harmonic functions from their "hodograph transforms." This is used in $\S 5$ to construct the family $u_{N}$ in (1.8) and find the $\mu_{N}$ 's. The details of the proofs of Theorems 1 and 2 are presented in $\S 6$. Finally, in $\S 7$ we present an application of Theorem 2 to a problem of uniqueness.
2. The hodograph transformation. Let $u:\left(\mathbf{B}^{2}\right)^{\prime} \rightarrow \mathbf{R}$ be a $p$-harmonic function. The complex gradient of $u, f=\partial u / \partial z$, is

$$
f=\frac{1}{2}\left(u_{x},-i u_{y}\right)
$$

and it is a fundamental fact that $f$ is a $K$-quasiregular mapping in $\left(\mathbf{B}^{2}\right)^{\prime}$, where

$$
K=\max \left\{p-1, \frac{1}{p-1}\right\}
$$

See [IM], [M].
It follows from the existence theorem for the Beltrami equation [A, Chap. 5] and the chain rule for the complex dilatation [A, p. 9] that there exists $g_{1}=\overline{\mathbf{R}^{2}} \rightarrow \overline{\mathbf{R}^{2}}$ $K$-quasiconformal fixing 0,1 , and $\infty$ and an analytic function $h$ defined on $g_{1}\left(\left(\mathbf{B}^{2}\right)^{\prime}\right)$ (itself a punctured neighborhood of 0 ) such that

$$
\begin{equation*}
f(z)=\left(h \circ g_{1}\right)(z) \tag{2.1}
\end{equation*}
$$

for $z \in\left(\mathbf{B}^{2}\right)^{\prime}$.
Lemma 1. Suppose $h$ has a pole of order $N$ at $0, N \geq 1$. Then there exists a neighborhood of zero $U \subset \mathbf{B}^{2}$ and $g: U \rightarrow U K$-quasiconformal, satisfying $g(0)=0$, such that

$$
f(z)=(g(z))^{-N}
$$

for $z \in U^{\prime}=U \backslash\{0\}$.
In other words, near the singularity we may assume $h(\zeta)=\zeta^{-N}$.
Proof. This is an exercise in complex analysis. The function $\frac{1}{h}$ has a zero of order $N$ at 0 . So it has an $N$-rooth $l$, which is invertible in a neighborhood of 0 . It is easily checked that $h \circ l^{-1}(\zeta)=\zeta^{-N}$ and $g=l \circ g_{1}$. $\quad \square$

As it is shown in [BI] and [IM], $f \in W_{\text {loc }}^{1,2}\left(\left(\mathbf{B}^{2}\right)^{\prime}\right)$ and (1.2) translates into

$$
\begin{equation*}
\frac{\partial f}{\partial \bar{z}}=\left(\frac{1}{p}-\frac{1}{2}\right)\left\{\bar{f} \frac{\partial f}{\partial z}+\frac{f}{\bar{f}} \frac{\overline{\partial f}}{\partial z}\right\} \tag{2.2}
\end{equation*}
$$

Therefore, in a neighborhood of $0, g$ satisfies

$$
\frac{\partial g}{\partial \bar{z}}=\left(\frac{1}{p}-\frac{1}{2}\right)\left\{\frac{g}{\bar{g}} \frac{\overline{\partial g}}{\partial z}+\frac{g^{N}}{\bar{g}^{N}} \frac{\partial g}{\partial z}\right\}
$$

We now apply the hodograph transformation; i.e., we set $H$ the inverse of $g, z=$ $H(g(z)), \xi=g(H(\xi))$ and $H(0)=0$. We then obtain [IM] the following linear equation for $H$ :

$$
\begin{equation*}
H_{\bar{\xi}}=\left(\frac{1}{2}-\frac{1}{p}\right)\left[\frac{\xi}{\bar{\xi}} H_{\xi}+\frac{\xi^{N}}{\bar{\xi}^{N}} \overline{H_{\xi}}\right] \tag{2.3}
\end{equation*}
$$

This equation is similar, but different from (17) in [IM]. The exponent of $\xi / \bar{\xi}$ has the opposite sign. This introduces some technical complications in the next section.

We shall call $H$ the hodograph transform of $u$.
3. Series expansion for $H(\xi)$. We look for solutions of (2.3) in $W^{1,2}(U)$. Any such solution is a quasiregular mapping and is in $C^{\infty}\left(U^{\prime}\right)$. Write

$$
H(r, \theta)=\sum_{k=-\infty}^{\infty} a_{k}(r) e^{i(k+N) \theta}
$$

where

$$
a_{k}(r)=\frac{1}{2 \pi} \int_{0}^{2 \pi} H(r, \theta) e^{-i(k+N) \theta} d \theta
$$

We have that $a_{k} \in C[0, \delta) \cap C^{\infty}(0, \delta)$ for some $\delta>0$. Given $\xi=r e^{i \theta}$, (2.3) becomes

$$
\begin{equation*}
2 r H_{r}=-i p H_{\theta}+(p-2) i e^{2 i N \theta} \bar{H}_{\theta} \tag{3.1}
\end{equation*}
$$

Compute $\mathrm{Hr}, \mathrm{H}_{\theta}$, and substitute in (3.1) to get

$$
\begin{equation*}
2 r a_{k}^{\prime}(r)=p(k+N) a_{k}(r)-(p-2)(k-N) \overline{a_{-k}}(r) \tag{3.2}
\end{equation*}
$$

for $k=0,1,2, \cdots$. Proceed as in [IM] to obtain

$$
\begin{equation*}
r\left(r a_{k}^{\prime}\right)^{\prime}-p N r a_{k}^{\prime}+\left(N^{2}-k^{2}\right)(p-1) a_{k}=0 \tag{3.3}
\end{equation*}
$$

For $k \in \mathbf{Z}$ the solutions of (3.3) are

$$
a_{k}(r)=A_{k}^{+} r_{k}^{\lambda_{k}^{+}}+A_{k}^{-} r^{\lambda_{k}^{-}}
$$

where

$$
\begin{equation*}
\lambda_{k}^{ \pm}=\frac{p N \pm \sqrt{4 k^{2}(p-1)+N^{2}(p-2)^{2}}}{2} \tag{3.4}
\end{equation*}
$$

and $A_{k}^{+}, A_{k}^{-}$are arbitrary complex numbers. Note that $\lambda_{k}^{+}$and $\lambda_{k}^{-}$are even functions of $k, \lambda_{k}^{-}<\lambda_{k}^{+}, \lambda_{N}^{-}=0$, and $\lambda_{N}^{+}=p N$.

If $|k|>N, \lambda_{k}^{-}<0$ forcing $A_{k}^{-}=0$ in this case. Furthermore, from (3.2) we obtain $A_{N}^{-}=0$ and

$$
\begin{array}{ll}
A_{-k}^{+}=\varepsilon_{k}^{+} \overline{A_{k}^{+}}, & k=0,1,2, \cdots  \tag{3.5}\\
A_{-k}^{-}=\varepsilon_{k}^{-} \overline{A_{k}^{-}}, & k=0,1,2, \cdots, N-1
\end{array}
$$

where

$$
\begin{align*}
\varepsilon_{k}^{ \pm} & =\frac{p(N+k)-2 \lambda_{k}^{ \pm}}{(p-2)(k-N)} \quad \text { for } k \neq N  \tag{3.6}\\
\varepsilon_{N}^{+} & =\frac{p-2}{p} \tag{3.7}
\end{align*}
$$

and $\varepsilon_{N}^{-}$is not defined. Finally, $H(0)=0$ implies that $A_{N}^{-}=0$. We have the following variant of Theorem 2 in [IM], proved in exactly the same way.

Theorem 3. Suppose $H \in W^{1,2}\left(\mathbf{B}^{2}\right)$ is a solution of (2.3) satisfying $H(0)=0$. Then

$$
\begin{align*}
H(r, \theta)= & \sum_{k=0}^{N-1}\left[\left\{A_{k}^{-} e^{i(k+N) \theta}+\varepsilon_{k}^{-} \bar{A}_{k}^{-} e^{-i(k-N) \theta}\right\} r^{\lambda_{k}^{-}}\right.  \tag{3.8}\\
& \left.+\left\{A_{k}^{+} e^{i(k+N) \theta}+\varepsilon_{k}^{+} \bar{A}_{k}^{+} e^{-i(k-N) \theta}\right\} r^{\lambda_{k}^{+}}\right] \\
& +\sum_{K=N}^{\infty}\left\{A_{k}^{+} e^{i(k+N) \theta}+\varepsilon_{k}^{+} \bar{A}_{k}^{+} e^{-i(k-N) \theta}\right\} r^{\lambda_{k}^{+}}
\end{align*}
$$

where $\lambda_{k}^{ \pm}$and $\varepsilon_{k}^{ \pm}$are given by (3.4), (3.6), and (3.7), $A_{0}^{ \pm}, \cdots, A_{N-1}^{ \pm}$are arbitrary complex numbers, and $A_{N}^{+}, A_{N+1}^{+}, \cdots$ are arbitrary complex numbers satisfying

$$
\begin{equation*}
\sum_{k=N}^{\infty} k\left|A_{k}^{+}\right|^{2}<+\infty \tag{3.9}
\end{equation*}
$$

Moreover, the series (3.8) is convergent in $W^{1,2}\left(\mathbf{B}^{2}\right)$. Conversely any series expansion like (3.8) with coefficients satisfying (3.9) gives a $W^{1,2}\left(\mathbf{B}^{2}\right)$ solution of (2.3) vanishing at the origin.

Remarks. 1. Theorem 3 remains true if we replace $\mathbf{B}^{2}$ by another ball $B_{R}(0)$ for any $R>0$ since (2.3) is invariant under $\xi \rightarrow \lambda \xi, \lambda>0$.
2. A computation gives, for $k \neq N$,

$$
\begin{equation*}
\varepsilon_{k}^{ \pm}=\frac{\lambda_{k}^{ \pm}-N-k}{\lambda_{k}^{ \pm}-N+k} . \tag{3.10}
\end{equation*}
$$

Thus for $k>N,\left|\varepsilon_{k}^{+}\right|<1$. Since $\lambda_{k} \sim k$ as $k \rightarrow \infty$ it follows that (3.9) is equivalent to $H \in W^{1,2}\left(\mathbf{B}^{2}\right)$.
3. It will be useful to rearrange the exponents $\lambda_{k}^{ \pm}$in increasing order. We obtain

$$
\begin{equation*}
0<\lambda_{N-1}^{-}<\lambda_{N-2}^{-}<\cdots<\lambda_{0}^{-}<\lambda_{0}^{+}<\cdots<\lambda_{N}^{+}<\cdots \tag{3.11}
\end{equation*}
$$

4. Inverting the hodograph transform. We will now study the possibility of reversing the process

$$
\begin{equation*}
u \rightarrow f \rightarrow g \rightarrow H \tag{4.1}
\end{equation*}
$$

Let us start with a quasiconformal solution of (2.3) such that $H(0)=0$. By inverting $H$ in a neighborhood of zero we obtain $g$ and $f=g^{-N}$. Since $f_{\bar{z}}$ is real, $f$ is an
exact complex differential. Therefore, in any given simply connected region, we can find a function $u$ with complex gradient $f$ which will be $p$-harmonic. Since we allow singularities at zero, our domain is not simply connected and we have to be a little careful.

From the invertibility of $H$ we deduce the invertibility of the leading term in the expansion (3.8). The building block in (3.8) is

$$
\begin{equation*}
H_{k}^{ \pm}=\left\{A_{k}^{ \pm} e^{i(k+N) \theta}+\varepsilon_{k}^{ \pm} \bar{A}_{k}^{ \pm} e^{-i(k-N) \theta}\right\} r^{r_{k}^{ \pm}}, \tag{4.2}
\end{equation*}
$$

which is itself a quasiregular mapping. By using (3.10) and the argument principle it follows that $H_{k}^{ \pm}$is invertible only when $k=N-1$. Thus, if $N>1$ we must have

$$
\begin{equation*}
A_{N-1}^{-} \neq 0 \text { or } A_{N-1}^{-}=A_{N-2}^{-}=\cdots=A_{0}^{-}=A_{0}^{+}=\cdots=A_{N-2}^{+}=0, \quad A_{N-1}^{+} \neq 0 \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|A_{0}^{-}+\varepsilon_{0}^{-} \overline{A_{0}^{-}}\right|+\left|A_{0}^{+}+\varepsilon_{0}^{+} \overline{A_{0}^{+}}\right|>0 \tag{4.4}
\end{equation*}
$$

when $N=1$. We set for $N>1$

$$
H_{N-1}(r, \theta)=\left\{A_{N-1}^{-} e^{i(2 N-1) \theta}+\varepsilon_{N-1}^{-} \bar{A}_{N-1} e^{i \theta}\right\} r^{\lambda_{N-1}}
$$

and

$$
H_{0}(r, \theta)=\left(A_{0}^{-}+\varepsilon_{0}^{-} \bar{A}_{0}^{-}\right) e^{i \theta} r^{\lambda_{0}^{-}}+\left(A_{0}^{+}+\varepsilon_{0}^{+} \bar{A}_{0}^{+}\right) e^{i \theta} r^{\lambda_{0}^{+}} .
$$

Let us call $\alpha_{N}$ and $\beta_{N}$ the first and second powers of $r$ in the expansion (3.8). Observe that

$$
\begin{aligned}
& \text { if } N \geq 2 \quad \begin{cases}\alpha_{N}=\lambda_{N-1}^{+}, \quad \beta_{N}=\lambda_{N}^{+}, \quad \text { in the }+ \text { case, } \\
\alpha_{N}=\lambda_{N-1}^{-}, & \beta_{N}=\lambda_{N-2}, \\
\text { in the }- \text { case, and }\end{cases} \\
& \text { if } N=1
\end{aligned} \begin{cases}A_{0}^{+}+\varepsilon_{0}^{-} A_{0}^{-} \neq 0, & \alpha_{1}=\lambda_{0}^{-}, \beta_{1}=\lambda_{0}^{+}, \\
A_{0}^{-}+\varepsilon_{0}^{-} A_{0}^{-}=0, & \alpha_{1}=\lambda_{0}^{+}, \beta_{1}=\lambda_{1}^{+}\end{cases}
$$

In any case, we always have

$$
\begin{equation*}
\left|D^{\nu} H(r, \theta)-D^{\nu} H_{N-1}(r, \theta)\right| \leq C_{m} r^{\beta_{N}-m} \tag{4.5}
\end{equation*}
$$

where $|\nu|=m \geq 0, r \leq \delta(m)$ and $C_{m}$ is a constant.
Denote by $g_{N-1}$ the inverse of $H_{N-1}$ and set

$$
f_{N-1}=\left(g_{N-1}\right)^{-N}
$$

Since $H$ is close to $H_{N-1}$ near zero, we expect $g$ to be close to $g_{N-1}$ and $f$ to be close to $f_{N-1}$ near zero. The next lemma corroborates this suspicion and provides us with the main estimate needed in the proof of Theorem 1.

Lemma 2. Let $m$ be a nonnegative integer. There exists $\delta=\delta(m)>0$ and a constant $C_{m}$ such that

$$
\begin{equation*}
\sum_{|\nu|=m}\left|D^{\nu} f(z)-D^{\nu} f_{N-1}(z)\right| \leq C_{m}|z|^{-\left(N / \alpha_{N}\right)-m+\left(\beta_{N} / \alpha_{N}\right)-1} \tag{4.6}
\end{equation*}
$$

for $0<|z|<\delta$.

Proof. The proof of this lemma is somewhat long and it will be divided into a series of steps:

Step 1 (Estimates for $H$ and $H_{N-1}$ ). There exists $\rho=\rho(m)>0$ and constants $C>0$ and $C_{m}$ such that
(i) $(1 / C)|\xi|^{\alpha_{N}} \leq H(\xi) \leq C|\xi|^{\alpha_{N}}$,
(ii) $\quad(1 / C)|\xi|^{2 \alpha_{N}-2} \leq J_{H}(\xi)=\left|H_{\xi}\right|^{2}-\left|H_{\bar{\xi}}\right|^{2} \leq C|\xi|^{2 \alpha_{N}-2}$,
(iii) $\quad \sum_{|\nu|=m}\left|D^{\nu} H(\xi)\right| \leq C_{m}|\xi|^{\alpha_{N}-m}$
for $|\xi| \leq \rho$. Moreover, $H_{N-1}$ satisfies the same estimates.
Proof. It follows immediately from Corollary 1 in [IM].
Step 2 (Estimates for $g$ and $g_{N-1}$ ). There exist $\delta=\delta(m)>0$ and constants $C>0$ and $C_{m}$ such that
(i) $\frac{1}{C}|z|^{1 / \alpha_{N}} \leq|g(z)| \leq C|z|^{1 / \alpha_{N}}$,
(ii) $C|z|^{-2+2 / \alpha_{N}} \leq J_{g}(z)=\left|g_{z}\right|^{2}-\left|g_{\bar{z}}\right|^{2} \leq C|z|^{-2+2 / \alpha_{N}}$,
(iii) $\quad \sum_{|\nu|=m}\left|D^{\nu} g(z)\right| \leq C_{m}|z|^{-m+1 / \alpha_{N}}$
for $|z| \leq \delta$. Moreover $g_{N-1}$ satisfies the same estimates.
Proof. The estimation of higher derivatives of an inverse function is done with a device introduced in [IM, Lemma 1] that we shall use below (Steps 4 and 5). As stated, Step 2 follows from Corollary 2 in [IM].

Step 3 (Estimates for $f$ and $f_{N-1}$ ). There exists $\delta=\delta(m)>0$ and constants $C>0$ and $C_{m}$ such that
(i) $\frac{1}{C}|z|^{-N / \alpha_{N}} \leq|f(z)| \leq C|z|^{-N / \alpha_{N}}$,
(ii) $\sum_{|\nu|=m}\left|D^{\nu} f(z)\right| \leq C_{m}|z|^{-\left(N / \alpha_{N}\right)-m}$
for $0<|z|<\delta$. Moreover, $f_{N-1}$ satisfies the same estimates.
Proof. Since $f=g^{-N}$ (i) is clear and (ii) follows by induction.
Step 4 (Estimate for $g-g_{N-1}$ ). For $|z| \leq \delta=\delta(m)$ and a constant $C_{m}$, we have

$$
\sum_{|\nu|=m}\left|D^{\nu} g(z)-D^{\nu} g_{N-1}(z)\right| \leq C_{m}|z|^{-m+1 / \alpha_{N}+\left(\beta_{N} / \alpha_{N}\right)-1}
$$

Proof. Given a positive integer $s$, let $H^{s}$ denote one of the partials

$$
\frac{\partial^{s} H}{\partial \xi^{i} \partial \bar{\xi}^{j}} \quad \text { or } \quad \frac{\overline{\partial^{s} H}}{\partial \xi^{i} \partial \bar{\xi}^{j}}
$$

where $i+j=s$. Any expression of the form $H^{s_{1}} H^{s_{2}} \cdots H^{s_{k}}$, where $s_{1}+s_{2}+\cdots+s_{k}=s$, will be called a monomial of type $(s, k)$. The set of all finite linear combinations of monomials of type $(s, k)$ is denoted $\mathbf{P}(s, k)$ or $\mathbf{P}_{H}(s, k)$ if we want to emphasize the dependence on $H$. According to Lemma 1 in $[\mathrm{IM}]$ if $|\nu|=m \geq 1$, there exists $P^{\nu} \in \mathbf{P}(4 m-3,3 m-2)$ such that

$$
\begin{equation*}
D^{\nu} g(H(\xi))=\left(J_{H}(\xi)\right)^{1-2 m} P_{H}^{\nu}(\xi) \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
D^{\nu} g_{N-1}\left(H_{N-1}(\xi)\right)=\left(J_{H_{N-1}}(\xi)\right)^{1-2 m} P_{H_{N-1}}^{\nu}(\xi) \tag{4.8}
\end{equation*}
$$

Put $z=H(\xi)$. We have

$$
\begin{aligned}
\left|D^{\nu} g(z)-D^{\nu} g_{N-1}(z)\right| \leq & \left|D^{\nu} g(H(\xi))-D^{\nu} g_{N-1}\left(H_{N-1}(\xi)\right)\right| \\
& +\left|D^{\nu} g_{N-1}\left(H_{N-1}(\xi)\right)-D^{\nu} g_{N-1}(H(\xi))\right| \\
\equiv & \mathrm{I}+\mathrm{II} .
\end{aligned}
$$

Estimate of I:

$$
\begin{aligned}
|\mathrm{I}| \leq\left(J_{H}(\xi) J_{H_{N-1}}(\xi)\right)^{1-2 m}[ & \left(J_{H_{N-1}}(\xi)\right)^{2 m-1}\left(P_{H}^{\nu}(\xi)-P_{H_{N-1}}^{\nu}(\xi)\right) \\
& \left.+P_{H_{N-1}}^{\nu}(\xi)\left(J_{H_{N-1}}^{2 m-1}(\xi)-J_{H}^{2 m-1}(\xi)\right)\right]
\end{aligned}
$$

To estimate $P_{H}^{\nu}(\xi)-P_{H_{N-1}}^{\nu}(\xi)$ note that

$$
\left|H^{s_{1}} H^{s_{2}} \cdots H^{s_{k}}(\xi)-H_{N-1}^{s_{1}} H_{N-1}^{s_{2}} \cdots H_{N-1}^{s_{k}}(\xi)\right| \leq C|\xi|^{(k-1) \alpha_{N}+\beta_{N}-s}
$$

for all monomials of type $(s, k)$. Therefore

$$
\begin{equation*}
\left|P_{H}^{\nu}(\xi)-P_{H_{N-1}}^{\nu}(\xi)\right| \leq C|\xi|^{(3 m-3) \alpha_{N}+\beta_{N}-4 m+3} \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|P_{H_{N-1}}^{\nu}(\xi)\right| \leq C|\xi|^{(3 m-2) \alpha_{N}-4 m+3} \tag{4.10}
\end{equation*}
$$

Now using Step 1, (4.9), and (4.10) we obtain

$$
\begin{equation*}
|\mathbf{I}| \leq C|\xi|^{-(m+1) \alpha_{N}+\beta_{N}+1} . \tag{4.11}
\end{equation*}
$$

Estimate of II:

$$
|\mathrm{II}|=\left|D^{\nu} g_{N-1}(H(\xi))-D^{\nu} g_{N-1}\left(H(\xi)+0\left(|\xi|^{\beta_{N}}\right)\right)\right| .
$$

Since $\beta_{N}>\alpha_{N}$ and $|\xi|$ is small, the mean value theorem gives

$$
|\mathrm{II}| \leq C \sum_{|\nu|=m+1}\left|D^{\nu} g_{N-1}\left(H(\xi)+0\left(|\xi|^{\beta_{N}}\right)\right)\right||\xi|^{\beta_{N}}
$$

By Step 2,

$$
\left|D^{\nu} g_{N-1}(z)\right| \leq C|z|^{-(m+1)+1 / \alpha_{N}}
$$

for $|\nu|=m+1$. Thus

$$
\begin{equation*}
|\mathrm{II}| \leq C|H(\xi)|^{-(m+1)+1 / \alpha_{N}}|\xi|^{\beta_{N}} \leq C|\xi|^{-(m+1) \alpha_{N}+1+\beta_{N}} . \tag{4.12}
\end{equation*}
$$

From (4.11), (4.12), and another application of Step 2 we obtain the estimate in Step 4.
Step 5 (Estimate for $f-f_{N-1}$ ). This is the final step in which we will prove (4.6).

Proof. Let us begin by observing that $D^{\nu}\left(g^{-N}\right)$ is a linear combination of terms of the form

$$
\begin{equation*}
g^{-N-k} P_{g}(m, k) \tag{4.13}
\end{equation*}
$$

where $k=1,2, \cdots, m$ and $P_{g}(m, k)$ is an element of $\mathbf{P}_{g}(m, k)$. Thus, it suffices to establish (4.6) for the difference of corresponding terms of the form (4.13). Writing

$$
\begin{aligned}
& g^{-N-k} P_{g}(m, k)-g_{N-1}^{-N-k} P_{g_{N-1}}(m, k) \\
& =\left(g g_{N-1}\right)^{-N-k}\left[g_{N-1}^{N+k}\left(P_{g}(m, k)-P_{g_{N-1}}(m, k)\right)\right. \\
& \left.\quad+P_{g_{N-1}}(m, k)\left(g_{N-1}^{N+k}-g^{N+k}\right)\right]
\end{aligned}
$$

and using

$$
\left|P g(m, k)-P_{g_{N-1}}(m, k)\right| \leq C_{m}|z|^{-m+\left(k / \alpha_{N}\right)+\left(\beta_{N} / \alpha_{N}\right)-1}
$$

and

$$
\left|g^{N+k}-g_{N-1}^{N+k}\right| \leq C_{m}|z|^{\left((N+k) / \alpha_{N}\right)+\left(\beta_{N} / \alpha_{N}\right)-1}
$$

we can easily finish the proof.
5. Quasiradial singular $p$-harmonic functions. Consider first the case $N \geq$ 2. Then $H_{N-1}(r, \theta)$ is quasiradial; i.e.,

$$
\begin{equation*}
H_{N-1}(r, \theta)=\psi_{N-1}(\theta) r^{\alpha_{N}} \tag{5.1}
\end{equation*}
$$

and so is its inverse $g_{N-1}$, and $f_{N-1}$. Indeed,

$$
\begin{equation*}
f_{N-1}(s, \alpha)=\varphi_{N-1}(\alpha) s^{-N / \alpha_{N}} \tag{5.2}
\end{equation*}
$$

In (5.1) and (5.2) $\psi_{N-1}$ and $\varphi_{N-1}$ are certain nontrivial real analytic functions of period $2 \pi$.

Lemma 3A. If $N \geq 2$ and $\alpha_{N}=\lambda_{N-1}^{-}$the function $f_{N-1}$ is the complex gradient of a p-harmonic function $v_{N}$ with an isolated singularity at zero. Moreover, $v_{N}$ is quasiradial and there exists a constant $\gamma_{N}$ such that

$$
v_{N}\left(s e^{i \alpha}\right)=\gamma_{N} u_{N}\left(s e^{i \alpha}\right)
$$

where

$$
u_{N}\left(s e^{i \alpha}\right)=\Phi_{N}(\alpha) s^{\mu_{N}}
$$

is as in (1.8) and $\mu_{N}=\left(-N / \alpha_{N}\right)+1$.
Proof. Write $f_{N-1}=p-i q$. It is enough to check that

$$
\int_{|z|=\varepsilon} p d x+q d y=0
$$

which follows since $p$ and $q$ are homogeneous functions of degree $-N / \alpha_{N} \neq-1$.
From the expression of $\mu_{N}$ it is clear that it decreases to $-\infty$ as $N \rightarrow \infty$.
Lemma 3B. If $N \geq 2$ and $\alpha_{N}=\lambda_{N-1}^{+}$the function $f_{N-1}$ is the complex gradient of a p-harmonic function $\bar{v}_{N}$ in a punctured neighborhood of zero. Moreover $\bar{v}_{N}$ is quasiradial and there exists a constant $\bar{\gamma}_{N}$ such that

$$
\bar{v}_{N}\left(s e^{i \alpha}\right)=\bar{\gamma}_{N} \bar{u}_{N}\left(s e^{i \alpha}\right),
$$

where

$$
\bar{u}_{N}\left(s e^{i \alpha}\right)=\bar{\Phi}_{N}(\alpha) s^{\bar{\mu}_{N}}
$$

and $\bar{\mu}_{N}=\frac{-N}{\alpha_{N}}+1>(p-2)+/(p-1)$.
Proof. Again it is easy to check that $-N / \alpha_{N} \neq-1$. Therefore the existence of $\bar{v}_{N}$ follows as in Lemma 3A. From (3.4) we have

$$
\begin{aligned}
\bar{\mu}_{N}=\frac{-N}{\lambda_{N-1}^{+}}+1 & =\frac{-2}{p+\sqrt{4\left(1-\frac{1}{N}\right)^{2}+(p-2)^{2}}}+1 \\
& >\frac{-2}{p+|p-2|}+1 \geq \frac{(p-2)^{+}}{p-1}
\end{aligned}
$$

Remark. We will see in $\S 6$ that $\bar{v}_{N}$ are indeed $p$-harmonic in a neigborhood of zero. These functions are considered also in [ Ar ] and in $[\mathrm{Kv}]$.

We now consider the case $N=1$. The previous argument does not work since we may have $\lambda_{0}^{-}=1$. It is convenient to distinguish whether $1<p<2$ or $p>2$.

Case $1<p<2$. For certain $\alpha, \beta \in \mathbf{R}$ we may write

$$
\begin{equation*}
H_{0}(r, \theta)=\alpha e^{i \theta} r^{p-1}+i \beta e^{i \theta} r . \tag{5.3}
\end{equation*}
$$

If $\alpha=0$, then $H_{0}(\xi)=i \beta \xi$, for $\xi \in \mathbf{C}$ and it is not hard to see that $f_{0}=\left(g_{0}\right)^{-1}$ is not the complex gradient of a function in a neighborhood of zero.

If $\alpha \neq 0$, we redefine

$$
\begin{equation*}
H_{0}(r, \theta)=\alpha e^{i \theta} r^{p-1} \tag{5.4}
\end{equation*}
$$

and check easily that $H_{0}$ is the hodograph transform of a multiple of

$$
u_{1}\left(s e^{i \alpha}\right)=s^{\mu_{1}},
$$

where $\mu_{1}=(p-2) /(p-1)$.
Case $p>2$. In this case we write

$$
\begin{equation*}
H_{0}(r, \theta)=i \alpha e^{i \theta} r+\beta e^{i \theta} r^{p-1} \tag{5.5}
\end{equation*}
$$

for certain $\alpha, \beta \in \mathbf{R}$. If $\alpha=0, H_{0}$ is the hodograph transform of a multiple of $u_{1}$ and if $\alpha \neq 0$, we redefine

$$
\begin{equation*}
H_{0}(r, \theta)=i \alpha e^{i \theta} r \tag{5.6}
\end{equation*}
$$

which is not the hodograph transform of any function in a neighborhood of zero.
Lemma 4. Let $N=1$. Then $H_{0}$ (redefined according to (5.4) and (5.6)) is the hodograph transform of a p-harmonic function if and only if $H$ is the hodograph transform of a p-harmonic function in a neighborhood of zero.

Proof. It is enough to show that $f-f_{0}$ is the gradient of a function in a punctured neighborhood of zero. From Lemma 2 we have

$$
\int_{|z|=\varepsilon}\left|f-f_{0}\right| d|z| \leq C \varepsilon^{\left(-1+\beta_{1}\right) / \alpha_{1}}
$$

Since $\beta_{1}=\lambda_{0}^{+}$or $\beta_{1}=\lambda_{1}^{+}$, it follows that $\beta_{1}>1$. Therefore

$$
\int_{|z|=\varepsilon}\left(p-p_{0}\right) d x+\left(q-q_{0}\right) d y=0 .
$$

From Lemma 4 we conclude that if $H$ is the hodograph transform of some $u$, we must have

$$
\begin{align*}
& \text { If } 1<p<2, \quad \operatorname{Re} A_{0}^{-} \neq 0, \quad \text { and }  \tag{5.7}\\
& \text { if } p>2, \quad \operatorname{Im} A_{0}^{-}=0 \quad \text { and } \quad \operatorname{Re} A_{0}^{+} \neq 0 .
\end{align*}
$$

In particular $\alpha_{1}=p-1$ and we also have $\mu_{1}=\left(-1 / \alpha_{1}\right)+1$.
6. Proof of Theorems 1 and 2. Let $u$ be a singular $p$-harmonic function in $\left(\mathbf{B}^{2}\right)^{\prime}$ satisfying (1.10).

Lemma 5. For $0<|x|<\frac{1}{2}$ we have

$$
|\nabla u(x)| \leq C|x|^{\beta-1}
$$

Proof. If a ball of radius $2 R, B_{2 R} \subset\left(\mathbf{B}^{2}\right)^{\prime}$ Cacciopoli's inequality gives

$$
\left(f_{B_{R}}|\nabla u|^{p} d x\right)^{1 / p} \leq \frac{C}{R}\left(\int_{B_{2 R}}|u|^{p}\right)^{1 / p}
$$

Fix $x,|x|<\frac{1}{2}$. For $y \in B_{|x| / 2}(x)$ we have $|u(y)| \leq C|y|^{\beta},|x| / 2 \leq|y| \leq 3|x| / 2$ and

$$
\begin{equation*}
\left(\int_{B_{(|x| / 4)(x)}}|\nabla u|^{p} d x\right)^{1 / p} \leq \frac{C}{|x|}|x|^{\beta}=C|x|^{\beta-1} \tag{6.1}
\end{equation*}
$$

The lemma now follows from (6.1) and the $L^{\infty}$-estimate for $\nabla u([\mathrm{DB}],[\mathrm{L}])$ :

$$
\sup _{B_{|x| / 8}(x)}|\nabla u| \leq C\left(\int_{B_{|x| / 4}(x)}|\nabla u|^{p} d x\right)^{1 / p}
$$

Let $f=\frac{1}{2}\left(u_{x}-i u_{y}\right)$ and write $f=h \circ g_{1}$ as in (2.1). From Lemma 5 and the Hölder continuity of quasiconformal mappings ([LV], [A]) we infer that $h$ has a pole at 0 of order $N \geq 0$.

If $N=0, f$ is indeed quasiregular in a neighborhood of the origin. Thus $u$ is smooth at 0 and the singularity is removable.

Consider now the case where $N \geq 2$ and $\alpha_{N}=\lambda_{N-2}^{+}$. Applying Lemma 2 for $m=0$ and Lemma 3B, we obtain

$$
\left|\nabla u-\bar{\gamma}_{N} \nabla \bar{u}_{N}\right| \leq C_{o}|x|^{\bar{\mu}_{N}-1+\left(\left(\beta_{N} / \alpha_{N}\right)-1\right)} .
$$

Therefore we have

$$
|\nabla u(x)| \leq C|x|^{\mu_{N}-1}
$$

Since $\bar{\mu}_{N}>(p-2)^{+} /(p-1)>(p-2) / p$, it follows that

$$
\int_{|x|<\delta}|\nabla u|^{p} d x<\infty
$$

for small $\delta>0$. Let now $\phi \in C_{o}^{\infty}(|x|<\delta)$,

$$
\begin{aligned}
\int_{|x|<\delta}|\nabla u|^{p-2}\langle\nabla u, \nabla \phi\rangle d x= & \int_{|x|<\epsilon}|\nabla u|^{p-2}\langle\nabla u, \nabla \phi\rangle d x \\
& +\int_{\epsilon<|x|<\delta}|\nabla u|^{p-2}\langle\nabla u, \nabla \phi\rangle d x .
\end{aligned}
$$

By Hölder's inequality and the integrability of $|\nabla u|^{p}$ in $|x|<\delta$ the first integral tends to zero as $\epsilon \rightarrow 0$. Transform the second integral using the divergence theorem,

$$
\int_{\epsilon<|x|<\delta}|\nabla u|^{p-2}\langle\nabla u, \nabla \phi\rangle d x=\int_{|x|=\epsilon}|\nabla u|^{p-2} \frac{\partial u}{\partial r} \phi d x .
$$

Thus

$$
\left.\left|\int_{\epsilon<|x|<\delta}\right| \nabla u\right|^{p-2}\langle\nabla u, \nabla \phi\rangle d x \mid \leq C \epsilon \epsilon{ }^{(p-1)\left(\bar{\mu}_{N}-1\right)}\|\phi\|_{\infty}
$$

which tends to zero as $\epsilon \rightarrow 0$ since $\bar{\mu}_{N}>(p-2)^{+} /(p-1) \geq(p-2) /(p-1)$. Therefore $u$ is indeed $p$-harmonic in a neigborhood of zero, and the singularity is again removable.

Thus $N \geq 1$ of $N \geq 2$ and $\alpha_{N}=\lambda_{N-1}^{-}$for a true singularity.
From Lemma 1 we write $f=g^{-N}$ in a neighborhood of zero, $g$ quasiconformal satisfying $g(0)=0$ and apply the results of $\S \S 3,4$, and 5 . From Lemma 2 we obtain

$$
\begin{equation*}
\sum_{|\nu|=m+1}\left|D^{\nu} u-\gamma_{N} D^{\nu} u_{N}\right| \leq C_{m}|x|^{-\left(N / \alpha_{N}\right)-m+\left(\left(\beta_{N} / \alpha_{N}\right)-1\right)} \tag{6.2}
\end{equation*}
$$

for $m$ nonnegative integer. Set

$$
\delta_{N}=\frac{\beta_{N}}{\alpha_{N}}-1>0
$$

and we have proved (1.11).
Combining Lemma 5 and the estimates in Step 3 of the proof of Lemma 2 we see that

$$
|x|^{-N / \alpha_{N}} \leq C|x|^{\beta-1} .
$$

Therefore

$$
\begin{equation*}
\beta \leq 1-\frac{N}{\alpha_{N}}=\mu_{N} \tag{6.3}
\end{equation*}
$$

Indeed, $N$ is the largest integer such that (6.3) holds. If $\beta>(p-2) /(p-1), N$ must be zero and so 0 is a removable singularity of $u$. This justifies the remark after Theorem 1 and finishes its proof.

To prove Theorem 2 all we have to do is to integrate (6.2) when $m=0$. From the definitions of $\delta_{N}, \mu_{N}, \alpha_{N}, \beta_{N}$, and (3.4) we can easily check (1.12).

Write (6.2) for $m=0$,

$$
\begin{equation*}
\left|\nabla u(x)-\gamma_{N} \nabla u_{N}(x)\right| \leq C|x|^{\mu_{N}-1+\delta_{N}} . \tag{6.4}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
|\nabla u(x)| \leq C|x|^{\mu_{N}-1} \tag{6.5}
\end{equation*}
$$

We now integrate (6.5). Let $s$ be a small positive number and $|x|<s$,

$$
\begin{equation*}
\left|u(x)-u\left(s \frac{x}{|x|}\right)\right| \leq C \int_{|x|}^{s} t^{\mu_{N}-1} d t \leq C\left|s^{\mu_{N}}-|x|^{\mu_{N}}\right| \tag{6.6}
\end{equation*}
$$

since $\mu_{N} \neq 0$.
If $\mu_{N}<0,(6.6)$ implies

$$
\begin{equation*}
|u(x)| \leq C|x|^{\mu_{N}} \tag{6.7}
\end{equation*}
$$

for small $|x|$. On the other hand, if $\mu_{N}>0$ (Case $N=1, p>2$ ) we obtain

$$
\begin{equation*}
|u(x)| \leq C . \tag{6.8}
\end{equation*}
$$

Similarly we integrate (6.4) to get

$$
\begin{equation*}
\left|u(x)-\gamma_{N} u_{N}(x)-u\left(s \frac{x}{|x|}\right)+\gamma_{N} u_{N}\left(s \frac{x}{|x|}\right)\right| \leq C \int_{|x|}^{s} t^{\mu_{N}-1+\delta_{N}} d t \tag{6.9}
\end{equation*}
$$

for $|x|<\delta$. We will consider several cases:
(a) $N \geq 3$. Since $\mu_{N}+\delta_{N}<0$, (1.13) follows from (6.9).
(b) $N=2, p>2$ and $N=1,1<p<2$. Again (1.14) follows from (6.9).
(c) $N=1, p>2$. Since $\mu_{N}+\delta_{N}=1$, (6.4) implies that $u-\gamma_{1} u_{1}$ is Lipschitz across the origin. Thus (1.15) follows easily.
7. Remark on a uniqueness problem. Suppose $u \in W^{1, p-1}\left(\mathbf{B}^{n}\right)$ and $u$ is $p$-harmonic in the following "ultra-weak" sense: (1.1) is required to hold only for test functions $\phi \in C_{0}^{\infty}\left(\mathbf{B}^{n}\right)$. Does it follow that $u$ is in $W^{1, p}\left(\mathbf{B}^{n}\right)$ (and so that $u$ is a classical $p$-harmonic function)?

Theorem 1 allows us to answer a particular case of this question in two dimensions.
Theorem 4. Suppose $u$ is $p$-harmonic in $\left(\mathbf{B}^{2}\right)^{\prime}=\mathbf{B}^{2}-\{0\}, \nabla u \in L^{p-1}\left(\mathbf{B}^{2}\right)$ and

$$
\begin{equation*}
\int_{\mathbf{B}^{2}}|\nabla u|^{p-2}\langle\nabla u, \nabla \phi\rangle d x=0 \tag{7.1}
\end{equation*}
$$

for all $\phi \in C_{0}^{\infty}\left(\mathbf{B}^{2}\right)$. Then $u$ is $p$-harmonic in $\mathbf{B}^{2}$.
First we need the following lemma.
Lemma 6. Let $u$ be a p-harmonic function in $\left(\mathbf{B}^{2}\right)^{\prime}$ such that $\nabla u \in L^{\epsilon}\left(\mathbf{B}^{2}\right)$ for some $\epsilon>0$. Then, there exists $\lambda>0$ and a constant $C$ such that

$$
\begin{equation*}
|u(x)| \leq C|x|^{-\lambda} \tag{7.2}
\end{equation*}
$$

for $|x|<\frac{1}{2}$.
Proof. Set $f=\partial u / \partial z$ as in $\S 2$ and write $f=h \circ g_{1}$ as in (2.1). Since $g_{1}$ is $K$-quasiconformal, where $K=\max \{p-1,1 /(p-1)\}$, there exists $\delta_{p}>0$ such that

$$
\begin{equation*}
\int_{|x|<1 / 2}\left(J_{g_{1}}(x)\right)^{1+\delta_{p}} d x<\infty \tag{7.3}
\end{equation*}
$$

Here $J_{g_{1}}$ is the Jacobian of $g_{1}$ and (7.3) follows from the higher integrability of Jacobians of quasiconformal mappings [LV].

Let $\eta>0$ be a small number such that $g_{1}^{-1}(\{w:|w|<\eta\})$ is contained in $\left\{x:|x|<\frac{1}{2}\right\}$, and set $q=1+\delta_{p}, r=\left(1+\delta_{p}\right) / \delta_{p}, s=\epsilon \delta_{p} /\left(1+\delta_{p}\right)$, and $t=\delta_{p} /\left(1+\delta_{p}\right)$. Then

$$
\begin{aligned}
\int_{|w|<\eta}|h(w)|^{s} d w & =\int_{|w|<\eta}|h(w)|^{s} J_{g_{1}^{-1}}^{t}(w) J_{g_{1}^{-1}}^{-t}(w) d w \\
& \leq\left(\int_{|w|<\eta}|h(w)|^{s r} J_{g_{1}^{-1}}^{t r}(w) d w\right)^{1 / r}\left(\int_{|w|<\eta}\left(J_{g_{1}^{-1}}(w)\right)^{-t q} d w\right)^{1 / q} \\
& =A^{1 / r} B^{1 / q} .
\end{aligned}
$$

To estimate $A$ we change variables and use $f \in L^{\epsilon}\left(\mathbf{B}^{2}\right)$,

$$
A=\int_{g_{1}^{-1}(|w|<\eta)}\left|h \circ g_{1}(x)\right|^{\epsilon} d x<\infty
$$

Similarly, after changing variables and using (7.3)

$$
\begin{aligned}
B= & \int_{g_{1}^{-1}(|w|<\eta)}\left[J_{g_{1}^{-1}}(g(x))\right]^{-\delta_{p}} J_{g_{1}}(x) d x \\
& =\int_{g_{1}^{-1}(|w|<\eta)}\left[J_{g_{1}}(x)\right]^{1+\delta_{p}} d x<\infty
\end{aligned}
$$

Therefore $h$ is a holomorphic function in a punctured neighborhood of zero satisfying

$$
\begin{equation*}
\int_{|w|<h}|h(w)|^{\epsilon \delta_{p} /\left(1+\delta_{p}\right)} d w<\infty . \tag{7.4}
\end{equation*}
$$

For $|w|<\eta / 2$ the subharmonicity of $|h|^{\epsilon \delta_{p} /\left(1+\delta_{p}\right)}$ gives

$$
|h(w)|^{\epsilon \delta_{p} /\left(1+\delta_{p}\right)} \leq \frac{4}{\pi|w|^{2}} \iint_{|w-\eta|<|w| / 2}|h(\eta)|^{\epsilon \delta_{p} /\left(1+\delta_{p}\right)} d \eta .
$$

Thus $|h(w)| \leq C|w|^{\nu}$ for some $\nu>0$ and $|w|<\eta / 2$. Since $g_{1}$ is Hölder continuous, it follows that

$$
|\nabla u(x)|=|f(x)| \leq C|x|^{-\lambda-1}
$$

for some $\lambda>0$ and $|x|<1 / 2$. Upon integration we obtain the estimate (7.2).
Proof of Theorem 4. From (7.1) and the divergence theorem we obtain

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{|x|=\varepsilon}|\nabla u|^{p-2} \frac{\partial u}{\partial r} d \sigma=0 \tag{7.5}
\end{equation*}
$$

If $u$ is singular $p$-harmonic, from (1.11) we deduce

$$
\nabla u(x)=\gamma_{N} \nabla u_{N}(x)+0\left(|x|^{\mu_{N}-1+\delta_{N}}\right)
$$

for some constant $\gamma_{N} \neq 0$ and $N \geq 1$. It follows then that

$$
\int_{|x|=\varepsilon}|\nabla u|^{p-2} \frac{\partial u}{\partial r} d \sigma=\left|\gamma_{N}\right|^{p-2} \gamma_{N} \int_{|x|=\varepsilon}\left|\nabla u_{N}\right|^{p-2} \frac{\partial u_{N}}{\partial r}+\mathrm{O}\left(\varepsilon^{\left(\mu_{N}-1\right)(p-1)+\delta_{N}+1}\right) .
$$

Since

$$
\int_{|x|=\varepsilon}\left|\nabla u_{N}\right|^{p-2} \frac{\partial u_{N}}{\partial r}=C \varepsilon^{\left(\mu_{N}-1\right)(p-1)+1}
$$

and $\gamma_{N} \neq 0, C \neq 0$ we must have $\left(\mu_{N}-1\right)(p-1)+1>0$. Therefore $\mu_{N}>(p-2) /(p-1)$, which is impossible. Thus we have arrived at a contradiction if we assume that $u$ is singular $p$-harmonic. So it must be that $u$ is $p$-harmonic in $\mathbf{B}^{2}$.
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# APPROXIMATION OF SOLUTIONS OF SINGULAR SECOND-ORDER BOUNDARY VALUE PROBLEMS* 
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Abstract. The boundary value problems
( $\mathrm{P}_{1}$ )

$$
\begin{aligned}
& y^{\prime \prime}+\frac{n-1}{x} y^{\prime}+f(x, y)=0, \\
& y^{\prime}(0)=y(1)=0,
\end{aligned}
$$

and
( $\mathrm{P}_{2}$ )

$$
\begin{aligned}
& y^{\prime \prime}+f(x, y)=0, \\
& \alpha y(0)-\beta y^{\prime}(1)=0, \\
& \gamma y(1)+\delta y^{\prime}(1)=0
\end{aligned}
$$

with the function $f(x, y)$ satisfying conditions that allow for singularities to be present are studied with the view of obtaining general existence, uniqueness, and approximation of positive solutions. Furthermore, the behavior of solutions near $x=1$ is described for the special case $f(x, y)=a(x) y^{-p}$.

Key words. singular nonlinear boundary value problems, radially symmetric solutions of nonlinear elliptic partial differential equations, order reversing operators, sequence of iterates, existence and uniqueness

AMS(MOS) subject classifications. primary 34B15; secondary 34A45, 35J65

1. Introduction. This paper deals with the existence, uniqueness, and approximation of solutions of boundary value problems of the following types:

$$
\begin{align*}
& y^{\prime \prime}+\frac{n-1}{x} y^{\prime}+f(x, y)=0,  \tag{1}\\
& y^{\prime}(0)=y(1)=0,
\end{align*}
$$

and

$$
\begin{align*}
& y^{\prime \prime}+f(x, y)=0, \\
& \alpha y(0)-\beta y^{\prime}(1)=0,  \tag{2}\\
& \gamma y(1)+\delta y^{\prime}(1)=0 .
\end{align*}
$$

In both problems it is desired to include the case when $f(x, y)$ is singular at $y=0$; the conditions that are imposed on $f$ are such that the special case $f(x, y)=a(x) y^{-p}$, $p>0, a(x)$ continuous is included in the results and the behavior of the solution of $\left(\mathrm{P}_{1}\right)$ in this special case is completely described for $x$ near 1, i.e., near the point where the singularity occurs.

The paper is organized as follows. Section 2 deals with transforming these problems into fixed-point problems by using the appropriate Green's function integral operator and showing the equivalence of the problems. Once this is done the monotonicity introduced by the singularity in the dependent variable is used to determine a region

[^33]bounded between the graphs of two functions constructed iteratively where the graph of any solution must lie provided that certain initial inequalities hold; furthermore, it is shown that under slightly more restrictive conditions there can exist at most one solution.

Section 3 is devoted to finding a general approximation scheme, by regularizing the problems and showing that the conditions required in § 2 hold for the regularized problems. A general uniqueness result is obtained and general conditions are found that imply the existence of solutions to the problems and also some of their regularity properties.

Section 4 is devoted exclusively to the discussion of the special case $f(x, y)=$ $a(x) y^{-p}$ for problem $\left(\mathrm{P}_{1}\right)$. The behavior of solutions when $x$ is near 1 is described.

Section 5 simply shows how the approximation method used in the previous sections works for some specific examples. We describe the method used to compute the iterations and show graphs of the approximations for various specific examples.

The existence of positive solutions to $\left(\mathrm{P}_{1}\right)$ belonging to $C^{1}([0,1]) \cap C^{2}((0,1))$ was dealt with in [5] while those to $\left(\mathrm{P}_{2}\right)$, in the same class of functions, were studied in [4]: uniqueness results were given in both papers. An iterative procedure to approximate some positive solutions to $\left(\mathrm{P}_{2}\right)$ when $f(x, y)=a(x) y^{-p}, 0<p \leqq 1$, was described in [6].

Problem ( $\mathrm{P}_{1}$ ) comes from the study of existence of positive radially symmetric solutions to

$$
\begin{aligned}
& \Delta u+f(x, u)=0 \quad \text { in } \Omega, \\
& u \mid \partial \Omega=0,
\end{aligned}
$$

where $\Omega$ is the open unit ball centered at the origin in $\mathbb{R}^{n}$; this partial differential equation with $f(x, u)=a(x) u^{-p}$, in more general domains but without radial symmetry, was studied in [13]. Problems with similar singularities were studied in [2].

Problem $\left(\mathbf{P}_{2}\right)$ is a generalized Emden-Fowler equation and has been extensively studied; [9] provides an excellent survey of the literature concerning Emden-Fowler equations. Equations with similar types of singularities were studied in [1], [3], [9], and [10].
2. Equivalent integral equation. In what follows it will be assumed, depending on the problem being considered, that the function $f$ satisfies some of the following hypotheses:
$\mathrm{H}_{1} \quad f:[0,1) \times(0, \infty) \rightarrow(0, \infty)$ is continuous.
$\mathrm{H}_{1}^{\prime} \quad f:(0,1) \times(0, \infty) \rightarrow(0, \infty)$ is continuous.
$\mathrm{H}_{2} \quad f(x, y)$ is strictly decreasing in $y$ for $x \in(0,1)$, and integrable over [0,1] for each fixed $y>0$.
$\mathrm{H}_{3} \quad \alpha, \beta, \gamma, \delta$ are nonnegative and $\rho=\gamma \beta+\alpha \gamma+\alpha \delta>0$.
Note that none of these hypotheses implies the existence of a singularity.
It can be easily verified that the Green's function for the problem

$$
y^{\prime \prime}+\frac{n-1}{x} y^{\prime}=0, \quad y^{\prime}(0)=y(1)=0,
$$

is the function $G:(0,1] \times(0,1] \rightarrow[0, \infty)$ given by

$$
G(x, t)= \begin{cases}\frac{1}{n-2} t^{n-1}\left(t^{2-n}-1\right), & 0<x \leqq t \leqq 1  \tag{1}\\ \frac{1}{n-2} t^{n-1}\left(x^{2-n}-1\right), & 0<t \leqq x \leqq 1\end{cases}
$$

if $n>2$ and

$$
G(x, t)= \begin{cases}-t \ln (t), & 0<x \leqq t \leqq 1,  \tag{2}\\ -t \ln (x), & 0<t \leqq x \leqq 1,\end{cases}
$$

if $n=2$. It is clear that in either case $G(x, t)>0$ if $(x, t) \in(0,1) \times(0,1)$.
The Green's function for

$$
\begin{align*}
& y^{\prime \prime}=0, \\
& \alpha y(0)-\beta y^{\prime}(0)=0,  \tag{3}\\
& \gamma y(1)+\delta y^{\prime}(1)=0,
\end{align*}
$$

assuming that $\rho>0$, is given by

$$
G(x, t)= \begin{cases}\frac{1}{\rho}(\gamma+\delta-\gamma x)(\beta+\alpha t), & 0 \leqq t \leqq x \leqq 1, \\ \frac{1}{\rho}(\beta+\alpha x)(\gamma+\delta-\gamma t), & 0 \leqq x \leqq t \leqq 1,\end{cases}
$$

and if $\mathrm{H}_{3}$ is satisfied then $G(x, t)>0$ for $(x, t) \in(0,1) \times(0,1)$.
In what follows it will often be necessary to have that positive solutions of ( $\mathrm{P}_{1}$ ) or $\left(\mathrm{P}_{2}\right)$ are also solutions of the integral equation:

$$
\begin{equation*}
y(x)=\int_{0}^{1} G(x, t) f(t, y(t)) d t . \tag{4}
\end{equation*}
$$

This may follow from the particular assumptions of the cases considered.
Before entering a detailed discussion of the particular results obtained, it will be convenient to establish a general principle which is the basis for what is to come. To avoid introducing excessive notation, $X$ will stand for the space of real-valued continuous functions defined on $[0,1]$, with supremum norm, $K$ will be the cone, in $X$, of nonnegative functions, $\leqq$ will denote the order induced in $X$ by $K$, and $D$ will be either the set

$$
\begin{equation*}
D=\{\phi \in K: \exists \theta>0 \text { such that } \phi(x) \geqq \theta(1-x), x \in[0,1]\}, \tag{5}
\end{equation*}
$$

when discussing $\left(\mathrm{P}_{1}\right)$, or the set

$$
\begin{equation*}
D=\left\{\phi \in K: \exists \theta>0 \text { such that } \phi(x) \geqq g_{\theta}(x), x \in[0,1]\right\} \text {, } \tag{6}
\end{equation*}
$$

where

$$
g_{\theta}(x)= \begin{cases}\theta x, & 0 \leqq x \leqq \frac{1}{2}, \\ \theta(1-x), & \frac{1}{2} \leqq x \leqq 1,\end{cases}
$$

when discussing ( $\mathrm{P}_{2}$ ). $T$ will denote the Green's function operator

$$
\begin{equation*}
T \phi(x)=\int_{0}^{1} G(x, t) f(t, \phi(t)) d t \tag{7}
\end{equation*}
$$

considered over its "natural domain," i.e., the set of all functions in $K$ for which this formula defines a continuous function on [0,1]. Note that if $f$ satisfies $\mathrm{H}_{2}$ and if $\phi$ is in the natural domain of $T$, then any function $\psi \geqq \phi$ is also in the natural domain of $T$. If $f$ is sufficiently well behaved, then $D$ is contained in the natural domain of $T$ and the restriction of $T$ to $D$ is easily seen to be such that $T: D \rightarrow D$; see [5].

It is important to note, however, that under very mild conditions any positive solution of $\left(\mathrm{P}_{1}\right)$ or $\left(\mathrm{P}_{2}\right)$ is a solution of the corresponding version of (4).

Lemma 2.1. If $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ hold, any positive solution of $\left(\mathrm{P}_{1}\right)$ is also a solution of (4). If $\mathrm{H}_{1}^{\prime}, \mathrm{H}_{2}$ and $\mathrm{H}_{3}$ hold, any positive solution of $\left(\mathrm{P}_{2}\right)$ is also a solution of (4).

Proof. If $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ hold and $\phi:[0,1] \rightarrow[0, \infty)$ is a solution of $\left(\mathrm{P}_{1}\right)$, then

$$
\left(x^{n-1} \phi^{\prime}(x)\right)^{\prime}=-x^{n-1} f(x, \phi(x)), \quad x \in(0,1)
$$

and $\phi^{\prime}(0)=\phi(1)=0$. Thus, if $x \in(0,1]$,

$$
\begin{aligned}
& x^{n-1} \phi^{\prime}(x)=-\int_{0}^{x} t^{n-1} f(t, \phi(t)) d t \\
& \phi^{\prime}(x)=-\frac{1}{x^{n-1}} \int_{0}^{x} t^{n-1} f(t, \phi(t)) d t
\end{aligned}
$$

and, integrating again:

$$
\begin{aligned}
\phi(x)-\phi(0) & =-\int_{0}^{x} \int_{0}^{t}\left(\frac{u}{t}\right)^{n-1} f(u, \phi(u)) d u d t \\
& =-\int_{0}^{x} \int_{u}^{x}\left(\frac{u}{t}\right)^{n-1} f(u, \phi(u)) d t d u .
\end{aligned}
$$

The cases $n=2$ and $n>2$ must be discussed separately. If $n=2$,

$$
\begin{aligned}
\phi(x)-\phi(0) & =-\int_{0}^{x} \int_{u}^{x} \frac{u}{t} f(u, \phi(u)) d t d u \\
& =-\int_{0}^{x}(\ln (x)-\ln (u)) u f(u, \phi(u)) d u \\
& =-\ln (x) \int_{0}^{x} u f(u, \phi(u)) d u+\int_{0}^{x} u \ln (u) f(u, \phi(u)) d u
\end{aligned}
$$

and, in particular,

$$
\phi(1)-\phi(0)=-\phi(0)=\int_{0}^{1} u \ln (u) f(u, \phi(u)) d u .
$$

This implies that

$$
\int_{0}^{1}|u \ln (u)| f(u, \phi(u)) d u<\infty
$$

and the Green's function operator $T$ may be applied to $\phi$, obtaining

$$
T \phi(x)=-\int_{0}^{x} t \ln (x) f(t, \phi(t)) d t-\int_{x}^{1} t \ln (t) f(t, \phi(t)) d t .
$$

This implies that $T \phi(1)=0$ and
$(T \phi)^{\prime}(x)=-\frac{1}{x} \int_{0}^{x} t f(t, \phi(t)) d t$,
$(T \phi)^{\prime \prime}(x)=\frac{1}{x^{2}} \int_{0}^{x} t f(t, \phi(t)) d t-f(x, \phi(x)), \quad x \in(0,1)$,
so that

$$
(T \phi)^{\prime \prime}(x)=-\frac{1}{x}(T \phi)^{\prime}(x)-f(x, \phi(x)), \quad x \in(0,1)
$$

which in turn implies that

$$
\left(x(T \phi)^{\prime}(x)\right)^{\prime}=-f(x, \phi(x))=\left(x \phi^{\prime}(x)\right)^{\prime}, \quad x \in(0,1)
$$

Since $T \phi(1)=\phi(1)=0$, it must be the case that

$$
x(T \phi)^{\prime}(x)=x \phi^{\prime}(x), \quad x \in(0,1),
$$

and so

$$
(T \phi)^{\prime}(x)=\phi^{\prime}(x), \quad x \in(0,1) .
$$

Since $T \phi(0)=\phi(0)$, the conclusion is that

$$
T \phi(x)=\phi(x), \quad x \in[0,1] .
$$

The case $n>2$ follows in identical fashion, the only difference being that

$$
\int_{u}^{x} t^{-n+1} d t=\frac{1}{-n+2}\left[x^{-n+2}-u^{-n+2}\right] .
$$

If $\mathrm{H}_{1}^{\prime}, \mathrm{H}_{2}$, and $\mathrm{H}_{3}$ hold, the discussion is simpler since then for any $\psi$ in the domain of the Green's function operator:

$$
(T \psi)^{\prime \prime}(x)=-f(x, \psi(x)), \quad x \in(0,1) .
$$

Theorem 2.2. Iff satisfies $\mathrm{H}_{1}$ or $\mathrm{H}_{1}^{\prime}, \mathrm{H}_{2}$ (and $\mathrm{H}_{3}$ if considering $\left(\mathrm{P}_{2}\right)$ ), and if there exists $\phi \in K$ such that $T \phi, T^{2} \phi$ are defined and either $T \phi \leqq \phi, T^{2} \phi \leqq \phi$ or $T \phi \geqq \phi$, $T^{2} \phi \geqq \phi$, then the sequence of iterates $\left\{T^{n} \phi\right\}_{n=0}^{\infty}$ is defined, the subsequences $\left\{T^{2 n} \phi\right\}_{n=0}^{\infty}$, $\left\{T^{2 n+1} \phi\right\}_{n=0}^{\infty}$ are monotone and uniformly convergent, with limits

$$
\psi_{0}=\lim _{n \rightarrow \infty} T^{2 n} \phi, \quad \psi_{1}=\lim _{n \rightarrow \infty} T^{2 n+1} \phi .
$$

Furthermore, if the function $y f(x, y)$ is strictly monotone for each $x$, then $\psi_{0}=\psi_{1}$.
Proof. Consider the case when $T \phi \geqq \phi$ and $T^{2} \phi \geqq \phi$; the proof for the other case is analogous.

Since $T$ is decreasing, it follows that

$$
\phi \leqq T^{2} \phi \leqq T \phi
$$

and hence

$$
\phi \leqq T^{2} \phi \leqq T^{3} \phi \leqq T \phi .
$$

It follows by induction that $\phi \leqq T^{n} \phi \leqq T \phi$ for all $n \geqq 1$ and that the subsequences $\left\{T^{2 n} \phi\right\}_{n=0}^{\infty},\left\{T^{2 n+1} \phi\right\}_{n=0}^{\infty}$ are monotone increasing and monotone decreasing, respectively. Furthermore,

$$
\begin{equation*}
T^{2 n+1} \phi \geqq T^{2 n} \phi, \quad n \geqq 0 . \tag{8}
\end{equation*}
$$

The monotone convergence theorem coupled with Dini's theorem imply that both subsequences are uniformly convergent on $[0,1]$, so that $\psi_{0}, \psi_{1}$ exist and, by (8),

$$
\psi_{0} \leqq \psi_{1} .
$$

It is immediate that $T \psi_{0}=\psi_{1}$ and $T \psi_{1}=\psi_{0}$. By definition of $T$ it is the case that whenever $\varphi$ is in the domain of $T$, then, in the case of problem ( $\mathrm{P}_{1}$ ),

$$
\begin{aligned}
& (T \varphi)^{\prime}(x)=-\int_{0}^{x}\left(\frac{t}{x}\right)^{n-1} f(t, \varphi(t)) d t, \quad 0<x \leqq 1 \\
& (T \varphi)^{\prime}(0)=0 \\
& (T \varphi)^{\prime \prime}(x)=-\left(\frac{n-1}{x}\right)(T \varphi)^{\prime}(x)-f(x, \varphi(x)), \quad x \in(0,1),
\end{aligned}
$$

and for problem ( $\mathrm{P}_{2}$ ) an easy computation shows that

$$
(T \varphi)^{\prime \prime}(x)=-f(x, \varphi(x)), \quad x \in(0,1) .
$$

To prove that $\psi_{0}=\psi_{1}$ when $y f(x, y)$ is strictly increasing, recall that $\psi_{0} \leqq \psi_{1}$ and, to proceed by contradiction, it is assumed that there exists $x \in(0,1)$ such that $\psi_{0}(x)<$ $\psi_{1}(x)$.

Define $\omega:[0,1] \rightarrow \mathbb{R}$ by

$$
\omega(x)=\psi_{0}(x) \psi_{1}^{\prime}(x)-\psi_{0}^{\prime}(x) \psi_{1}(x)
$$

and observe that if the problem is $\left(\mathrm{P}_{1}\right)$ then $\omega(0)=\omega(1)=0$; if the problem is $\left(\mathrm{P}_{2}\right)$ then it is the case that

$$
\begin{aligned}
\alpha \psi_{i}(0)-\beta \psi_{i}^{\prime}(0) & =0, \quad i=0,1, \\
\gamma \psi_{i}(1)+\delta \psi_{i}^{\prime}(1) & =0,
\end{aligned}
$$

and therefore, using the fact that $\rho=\gamma \beta+\gamma \alpha+\alpha \delta>0$, it follows again that $\omega(0)=$ $\omega(1)=0$.

Also,

$$
\begin{aligned}
& \omega^{\prime}(x)=\psi_{0}^{\prime}(x) \psi_{1}^{\prime}(x)+\psi_{0}(x) \psi_{1}^{\prime \prime}(x)-\psi_{0}^{\prime \prime}\left((x) \psi_{1}(x)-\psi_{0}^{\prime}(x) \psi_{1}^{\prime}(x),\right. \\
& \omega^{\prime}(x)=\psi_{0}(x) \psi_{1}^{\prime \prime}(x)-\psi_{0}^{\prime \prime}(x) \psi_{1}(x), \quad x \in(0,1),
\end{aligned}
$$

and recalling that $\psi_{0}=T \psi_{1}, \psi_{1}=T \psi_{0}$, for $\left(P_{1}\right)$ :

$$
\begin{aligned}
\omega^{\prime}(x)= & \psi_{0}(x)\left[-\frac{(n-1)}{x}\left(T \psi_{0}\right)^{\prime}(x)-f\left(x, \psi_{0}(x)\right)\right] \\
& -\psi_{1}(x)\left[-\frac{(n-1)}{x}\left(T \psi_{1}\right)^{\prime}(x)-f\left(x, \psi_{1}(x)\right)\right] \\
= & -\frac{(n-1)}{x} \psi_{0}(x) \psi_{1}^{\prime}(x)-\psi_{0}(x) f\left(x, \psi_{0}(x)\right)+\frac{(n-1)}{x} \psi_{0}^{\prime}(x) \psi_{1}(x)+\psi_{1}(x) f\left(x, \psi_{1}(x)\right) \\
= & -\frac{(n-1)}{x}\left[\psi_{0}(x) \psi_{1}^{\prime}(x)-\psi_{0}^{\prime}(x) \psi_{1}(x)\right]+\psi_{1}(x) f\left(x, \psi_{1}(x)\right)-\psi_{0}(x) f\left(x, \psi_{0}(x)\right) .
\end{aligned}
$$

Thus, in this case:

$$
\omega^{\prime}(x)+\frac{n-1}{x} \omega(x)=\psi_{1}(x) f\left(x, \psi_{1}(x)\right)-\psi_{0}(x) f\left(x, \psi_{0}(x)\right), \quad x \in(0,1)
$$

and the right-hand side is of one sign on $(0,1)$. This is impossible since $\omega(0)=\omega(1)=0$.
For $\left(\mathrm{P}_{2}\right)$, the discussion is even simpler since then

$$
\omega^{\prime}(x)=\psi_{1}(x) f\left(x, \psi_{1}(x)\right)-\psi_{0}(x) f\left(x, \psi_{0}(x)\right)
$$

so $\omega^{\prime}$ is of one sign on $(0,1)$ and $\omega(0)=\omega(1)=0$.

It should be pointed out that the convergence of the sequence of iterates to the solution of the integral equation in the case that $f(x, y)=a(x) y^{-p}$ with $p \in(0,1)$ follows from a result in [12].
3. A general approximation result. This section is devoted to finding a large class of functions $f$ for which it is easy to implement an iterative scheme to approximate the solutions of $\left(\mathrm{P}_{1}\right)$ or $\left(\mathrm{P}_{2}\right)$. The first step is to show that in many cases these problems have unique solutions; the following result generalizes the uniqueness criteria found in [3] and in [4].

Theorem 3.1. If $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ hold, then $\left(\mathrm{P}_{1}\right)$ has at most one positive solution. If $\mathrm{H}_{1}^{\prime}, \mathrm{H}_{2}$, and $\mathrm{H}_{3}$ hold, then $\left(\mathrm{P}_{2}\right)$ has at most one positive solution.

Proof. The monotonicity of the operator precludes the existence of two ordered solutions. If the problem has at least two distinct solutions $\phi_{1}, \phi_{2}$, it must be the case that there exist $a, b \in[0,1], a<b$, such that one of the solutions, say $\phi_{1}$, is strictly greater than the other solution, $\phi_{2}$, over $[a, b]$. Define $\omega:[0,1] \rightarrow \mathbb{R}$ by

$$
\omega(x)=\phi_{1}(x)-\phi_{2}(x)
$$

It is the case that $\omega(x)>0$ if $x \in[a, b]$; the claim is that $\omega(x) \geqq 0$ for $x \in[0,1]$ for, if this were not the case, $\omega$ must have a point of minimum in [ 0,1 ], say $x_{0}$, with $\omega\left(x_{0}\right)<0$.

The discussion now must be separated for the two problems. For problem ( $\mathrm{P}_{1}$ ), since $\omega(1)=0$, it must be the case that $x_{0} \in[0,1)$; if $x_{0} \in(0,1)$ then $\omega\left(x_{0}\right)<0, \omega^{\prime}\left(x_{0}\right)=0$, $\omega^{\prime \prime}\left(x_{0}\right) \geqq 0$. But

$$
\omega^{\prime \prime}\left(x_{0}\right)=f\left(x_{0}, \phi_{2}\left(x_{0}\right)\right)-f\left(x_{0}, \phi_{1}\left(x_{0}\right)\right)<0
$$

which is a contradiction. Thus the minimum must occur at $x=0$ so there must exist $\varepsilon>0$ such that if $x \in[0, \varepsilon)$, then $\phi_{1}(x)<\phi_{2}(x)$, and

$$
\omega^{\prime}(x)=\phi_{1}^{\prime}(x)-\phi_{2}^{\prime}(x)=\int_{0}^{x}\left(\frac{t}{x}\right)^{n-1}\left(f\left(t, \phi_{2}(t)\right)-f\left(t, \phi_{1}(t)\right)\right) d t<0,
$$

which contradicts the fact that the minimum of $\omega$ occurs at $x=0$.
For problem ( $\mathrm{P}_{2}$ ), we reason in the same way to eliminate the possibility of $x_{0} \in(0,1)$. If the minimum occurs at $x=0$, then $\omega$ must be negative in a neighborhood $[0, \delta)$ of 0 , and from the boundary conditions it follows that if $\beta=0$ then $\omega(0)=0$, so it may be assumed, in this case, that $\beta>0$, obtaining:

$$
\omega^{\prime}(0)=\phi_{1}^{\prime}(0)-\phi_{2}^{\prime}(0)=\frac{\alpha}{\beta}\left(\phi_{1}(0)-\phi_{2}(0)\right)=\frac{\alpha}{\beta} \omega(0)
$$

and

$$
\omega^{\prime}(x)-\omega^{\prime}(0)=\int_{0}^{x} \omega^{\prime \prime}(t) d t=\int_{0}^{x}\left(f\left(t, \phi_{2}(t)\right)-f\left(t, \phi_{1}(t)\right)\right) d t<0,
$$

so it follows that $\omega^{\prime}(x) \leqq \omega^{\prime}(0)=(\alpha / \beta) \omega(0)<0$ on $[0, \delta)$, contradicting the fact that $\omega$ has its minimum at $x=0$. Finally, if the minimum occurs at $x=1, \omega$ must be negative in some neighborhood $(1-\varepsilon, 1]$ of 1 . For $x \in(1-\varepsilon, 1]$,

$$
\omega^{\prime}(1)-\omega^{\prime}(x)=\int_{x}^{1} \omega^{\prime \prime}(t) d t=\int_{x}^{1}\left(f\left(t, \phi_{2}(t)\right)-f\left(t, \phi_{1}(t)\right)\right) d t<0,
$$

so that $\omega^{\prime}(x)>\omega^{\prime}(1)$ on $(1-\varepsilon, 1)$. If $\delta=0$ then the boundary conditions imply that $\omega(1)=0$, so it must be the case that $\delta \neq 0$. In this situation $\omega^{\prime}(1)=-(\gamma / \delta) \omega(1)>0$ and $\omega^{\prime}(x)>0$ in $(1-\varepsilon, 1)$, contradicting the fact that $x=1$ is a minimum for $\omega$.

For the rest of this section the focus will be the study of how good an approximation to the positive solution of $\left(\mathrm{P}_{1}\right)$ or $\left(\mathrm{P}_{2}\right)$ is the positive solution of the new problem
$\left(\mathbf{P}_{1}\right)_{\varepsilon}$

$$
\begin{aligned}
& y^{\prime \prime}+\frac{n-1}{x} y^{\prime}+f(x, y+\varepsilon)=0, \\
& y^{\prime}(0)=y(1)=0
\end{aligned}
$$

or

$$
\begin{aligned}
& y^{\prime \prime}+f(x, y+\varepsilon)=0, \\
& \alpha y(0)-\beta y^{\prime}(0)=0, \\
& \gamma y(1)+\delta y^{\prime}(1)=0,
\end{aligned}
$$

respectively, for $\varepsilon>0$ and small.
Denoting $f_{\varepsilon}(x, y)=f(x, y+\varepsilon)$ and

$$
T_{\varepsilon} \phi(x)=\int_{0}^{1} G(x, t) f_{\varepsilon}(t, \phi(t)) d t
$$

it is clear that if $f$ satisfies $\mathrm{H}_{1}$ then $f_{\varepsilon}$ is continuous on $[0,1) \times[0, \infty)$, if $f$ satisfies $\mathrm{H}_{1}^{\prime}$, then $f_{\varepsilon}$ is continuous on $(0,1) \times[0, \infty)$, and in both cases $T_{\varepsilon}$ is defined on all of $K$ and is monotone decreasing there if $f$ satisfies $\mathrm{H}_{1}$, and if $f$ is continuous then $f_{\varepsilon}$ satisfies appropriate integrability conditions (see [5]) for the problems to have solutions. Thus, problems $\left(\mathrm{P}_{1}\right)_{\varepsilon}$ and $\left(\mathrm{P}_{2}\right)_{\varepsilon}$ have a unique positive solution, denoted by $\phi_{\varepsilon}$ and if $y f_{\varepsilon}(x, y)$ is (strictly) monotone in $y$, then by Theorem 2.2 the sequence of iterates $\left\{T_{\varepsilon}^{k} 0\right\}_{k=1}^{\infty}$ converges uniformly to $\phi_{\varepsilon}$, having in addition that the subsequence of even iterates is monotone decreasing and the subsequence of odd iterates is monotone increasing. It should be noted at this point that if $f(x, y)=a(x) y^{-p} .0<p \leqq 1$, and if $a(x)$ is continuous in its required domain, then $y f_{\varepsilon}(x, y)$ is strictly increasing in $y$ for all $\varepsilon>0$, and therefore the convergence of the iterates of $T_{\varepsilon} 0$ to $\phi_{\varepsilon}$ is assured in this particular case.

Theorem 3.2. If $0<\mu<\varepsilon$, then $0 \leqq \phi_{\mu}(x)-\phi_{\varepsilon}(x)<\varepsilon-\mu, x \in[0,1]$.
Proof. Let $\omega(x)=\left(\phi_{\varepsilon}(x)+\varepsilon\right)-\left(\phi_{\mu}(x)+\mu\right)$. It will be shown that $\omega(x) \geqq 0$ on [ 0,1 ].

Consider first problem ( $\mathrm{P}_{1}$ ). Define

$$
h(x)=\frac{f\left(x, \phi_{\mu}(x)+\mu\right)-f\left(x, \phi_{\varepsilon}(x)+\varepsilon\right)}{\left(\phi_{\mu}(x)+\varepsilon\right)-\left(\phi_{\mu}(x)+\mu\right)}
$$

when $\omega(x) \neq 0$, and $h(x)=0$ otherwise. Then $h(x) \geqq 0, x \in[0,1]$, and $\omega$ satisfies

$$
\omega^{\prime \prime}(x)+\frac{n-1}{x} \omega^{\prime}(x)-h(x) \omega(x)=0 .
$$

It follows that $\omega$ cannot have an interior negative minimum (it would have to be the case that $x_{0} \in(0,1), \omega\left(x_{0}\right)<0, \omega^{\prime}\left(x_{0}\right)=0, \omega^{\prime \prime}\left(x_{0}\right) \geqq 0$, but then $\omega^{\prime \prime}\left(x_{0}\right)=h\left(x_{0}\right) \omega\left(x_{0}\right)<$ 0 , a contradiction). If $x=0$ is a point of minimum, then $\omega$ must be negative in a neighborhood $[0, \varepsilon)$ of 0 , and proceeding as in the proof of Theorem 3.1, a contradiction results; the same argument as in the proof of Theorem 3.1 also shows that $x=1$ cannot be the point of minimum for $\omega$. Thus, in the case of problem $\left(\mathrm{P}_{1}\right)$ it must be the case that $\omega(x) \geqq 0$ for $x \in[0,1]$. The argument for $\left(\mathrm{P}_{2}\right)$ follows the same line of reasoning as in the proof of Theorem 3.1 to show that $\omega(x) \geqq 0$ for $x \in[0,1]$.

Thus we have that if $0<\mu<\varepsilon$, then

$$
\phi_{\mu}(x)+\mu \leqq \phi_{\varepsilon}(x)+\varepsilon, \quad x \in[0,1],
$$

and therefore

$$
\phi_{\mu}(x)=\int_{0}^{1} G(x, t) f\left(t, \phi_{\mu}(t)+\mu\right) d t \geqq \int_{0}^{1} G(x, t) f\left(t, \phi_{\varepsilon}(t)+\varepsilon\right)=\phi_{\varepsilon}(x),
$$

concluding that

$$
0 \leqq \phi_{\mu}(x)-\phi_{\varepsilon}(x) \leqq \varepsilon-\mu .
$$

Theorem 3.3.
(I) If f satisfies $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ then $\lim _{\varepsilon \rightarrow 0} \phi_{\varepsilon}=\phi$ exists uniformly on $[0,1]$ and $\phi$ is a positive solution of $\left(\mathrm{P}_{1}\right)$ belonging to $C^{1}([0,1)) \cap C^{2}((0,1))$.
(II) Iff satisfies $\mathrm{H}_{1}^{\prime}, \mathrm{H}_{2}$ and $\mathrm{H}_{3}$ holds, then $\lim _{\varepsilon \rightarrow 0} \phi_{\varepsilon}=\phi$ exists uniformly on [0,1] and $\phi$ is a positive solution of $\left(\mathrm{P}_{2}\right)$ in:
(a) $\quad C([0,1]) \cap C^{2}((0,1)) \quad$ if $\beta=\delta=0$,
(b) $\quad C^{1}([0,1)) \cap C^{2}((0,1)) \quad$ if $\alpha=0$,
(c) $\quad C^{1}((0,1]) \cap C^{2}((0,1)) \quad$ if $\gamma=0$,
(d) $\quad C^{1}([0,1)) \cap C^{2}((0,1)) \quad$ if $\alpha \neq 0$ and $\beta \neq 0$,
(e) $\quad C^{1}((0,1]) \cap C^{2}((0,1)) \quad$ if $\gamma \neq 0$ and $\delta \neq 0$,
(f) $\quad C^{1}([0,1]) \cap C^{2}((0,1)) \quad$ if $\alpha, \beta, \gamma, \delta$ are all positive.

Proof. The existence of $\phi=\lim _{\varepsilon \rightarrow 0} \phi_{\varepsilon}$ uniformly on [0,1] is an immediate consequence of Theorem 2.2, which also implies that if $0<\mu<\varepsilon$ then $\phi_{\varepsilon} \leqq \phi_{\mu}$ and $\phi_{\mu}+\mu<\phi_{\varepsilon}+\varepsilon$.
(I) For each $\varepsilon>0$, it is the case that

$$
\begin{aligned}
& \phi_{\varepsilon}^{\prime}(x)=-\int_{0}^{x}\left[\frac{t}{x}\right]^{n-1} f\left(t, \phi_{\varepsilon}(t)+\varepsilon\right) d t, \quad x \in(0,1] \\
& \phi_{\varepsilon}^{\prime}(0)=0
\end{aligned}
$$

Let $\eta>0, \eta<1$ and consider $\left\{\phi_{\varepsilon}\right\}_{\varepsilon>0}$ on the interval [ $0,1-\eta$ ]. Since $\phi_{\varepsilon} \leqq \phi_{\mu}$ if $0<\mu<\varepsilon$, it follows that fixing any $\varepsilon>0, \phi(x) \geqq \phi_{\varepsilon}(x)>0$ on [ $0,1-\eta$ ] and thus it is immediate that

$$
\lim _{\varepsilon \rightarrow 0} \phi_{\varepsilon}^{\prime}(x)=\phi^{\prime}(x)
$$

exists uniformly on $[0,1-\eta]$. This implies that $\phi \in C^{1}([0,1)), \phi^{\prime}(0)=0$, and the same line of reasoning implies that $\phi \in C^{2}((0,1))$ with

$$
\phi^{\prime \prime}(x)=-\frac{n-1}{x} \phi^{\prime}(x)-f(x, \phi(x)), \quad x \in(0,1) .
$$

Since $\phi(1)=0$, (I) follows.
(II) The existence of the uniform limit $\lim _{\varepsilon \rightarrow 0} \phi_{\varepsilon}(x)=\phi(x)$ on [0,1] implies that if $0<\eta<\frac{1}{2}$, then

$$
\lim _{\varepsilon \rightarrow 0} f\left(x, \phi_{\varepsilon}(x)+\varepsilon\right)=f(x, \phi(x))
$$

uniformly on $[\eta, 1-\eta]$, and $\phi(x)>0$ for $x \in[\eta, 1-\eta]$.

Thus

$$
\begin{aligned}
-\int_{\eta}^{1-\eta} \int_{\eta}^{t} f(u, \phi(u)) d u d t & =\lim _{\varepsilon \rightarrow 0}\left(-\int_{\eta}^{1-\eta} \int_{\eta}^{t} f\left(u, \phi_{\varepsilon}(u)+\varepsilon\right) d u d t\right) \\
& =\lim _{\varepsilon \rightarrow 0}-\int_{\eta}^{1-\eta} \int_{\eta}^{t} \phi_{\varepsilon}^{\prime \prime} d u d t \\
& =\lim _{\varepsilon \rightarrow 0}-\int_{\eta}^{1-\eta}\left(\phi_{\varepsilon}^{\prime}(t)-\phi_{\varepsilon}^{\prime}(\eta)\right) d t \\
& =\lim _{\varepsilon \rightarrow 0}\left[\phi_{\varepsilon}(1-\eta)-\phi_{\varepsilon}(\eta)-\phi_{\varepsilon}^{\prime}(\eta)(1-2 \eta)\right]
\end{aligned}
$$

Since $\phi_{\varepsilon}$ converges uniformly on [0,1], this implies that $\lim _{\varepsilon \rightarrow 0} \phi_{\varepsilon}^{\prime}(\eta)$ exists. This, together with the fact that $\phi_{\varepsilon}^{\prime \prime}(x)=-f\left(x, \phi_{\varepsilon}(x)+\varepsilon\right), x \in[0,1]$, and therefore $\lim _{\varepsilon \rightarrow 0} \phi_{\varepsilon}^{\prime \prime}(x)$ exists uniformly on compact subsets of ( 0,1 ), implies that $\left\{\phi_{\varepsilon}^{\prime}\right\}_{\varepsilon>0}$ converges uniformly on compact subsets of $(0,1)$ to a differentiable function with derivative $-f(x, \phi(x))$ on $[\eta, 1-\eta]$. From this it follows that $\phi$ is twice differentiable on $[\eta, 1-\eta$ ] and that

$$
\phi^{\prime \prime}(x)=-f(x, \phi(x)), \quad x \in[\eta, 1-\eta] .
$$

Thus $\phi \in C([0,1]) \cap C^{2}((0,1))$ and is a positive solution of

$$
y^{\prime \prime}+f(x, y)=0
$$

Now the validity of $\mathrm{II}(\mathrm{a})$ is obvious.
To prove II(b) it suffices to observe that since

$$
\phi_{\varepsilon}^{\prime}(x)=\frac{1}{\rho}\left[-\gamma \int_{0}^{x}(\beta+\alpha t) f\left(t, \phi_{\varepsilon}(t)+\varepsilon\right) d t+\alpha \int_{x}^{1}(\gamma+\delta-\gamma t) f\left(t, \phi_{\varepsilon}(t)+\varepsilon\right) d t\right]
$$

if $\alpha=0$ then $\phi_{\varepsilon}^{\prime}(0)=0$ for all $\varepsilon>0$ and again by restricting attention to intervals of the form [ $0,1-\eta$ ] where $0<\eta<1$, it becomes apparent that $\left\{\phi_{\varepsilon}^{\prime}\right\}_{e>0}$ converges uniformly in this interval, and this in turn implies that $\phi \in C^{1}([0,1)) \cap C^{2}((0,1))$ and $\phi^{\prime}(0)=0$.

The argument for $\mathrm{II}(\mathrm{c})$ is entirely similar.
To prove $\mathrm{II}(\mathrm{d})$, observe that it cannot be the case, for any $\varepsilon>0$, that $\phi_{\varepsilon}(0)=0$ since this would imply that $\phi_{\varepsilon}^{\prime}(0)=0$ and then, since

$$
\phi_{\varepsilon}^{\prime}(0)=\alpha \int_{0}^{1}(\gamma+\delta-\gamma t) f\left(t, \phi_{\varepsilon}(t)+\varepsilon\right) d t
$$

it would have to be the case that $\gamma=\delta=0$, and this contradicts the assumption that $\rho>0$. Thus, it must be the case that $\phi_{\varepsilon}(0)>0$ for all $\varepsilon>0$, and hence $\phi(0)>0$, implying that the convergence of $f\left(x, \phi_{\varepsilon}(x)+\varepsilon\right)$ is uniform on compact subsets of $[0,1)$, yielding the desired result.

The proof of $\mathrm{II}(\mathrm{e})$ is analogous to that of $\mathrm{II}(\mathrm{d})$, and $\mathrm{II}(\mathrm{f})$ follows from $\mathrm{II}(\mathrm{d})$ and II(e).

Observation. Theorem 2.3 is a generalization of the existence results in [5], [6], and [11]. It also provides a good tool to approximate the solution of $\left(\mathrm{P}_{1}\right)$ or $\left(\mathrm{P}_{2}\right)$.
4. The case $\boldsymbol{f}(\boldsymbol{x}, \boldsymbol{y})=\boldsymbol{a}(\boldsymbol{x}) \boldsymbol{y}^{-p}$. This section is devoted to understanding the behavior near $x=1$, that is to say, near the singularity, of the positive solution of $\left(\mathrm{P}_{1}\right)$
in the special case when $f(x, y)=a(x) y^{-p}, p>0$. Thus, the focus is on the positive solution $\phi$ of

$$
\begin{align*}
& y^{\prime \prime}+\frac{n-1}{x} y^{\prime}+a(x) y^{-p}=0,  \tag{9}\\
& y^{\prime}(0)=y(1)=0,
\end{align*}
$$

with the aim of understanding its behavior near $x=1$.
For the rest of this section it will be necessary to assume that $a:[0,1] \rightarrow[0, \infty)$ is continuous and that $a(x)>0$ if $x \in[0,1)$.

Theorem 4.1. Let $\phi$ be the solution of (9).
(I) If $0<p<1$, there exist positive real numbers $0<A<B$ such that

$$
A(1-x) \leqq \phi(x) \leqq B(1-x), \quad x \in[0,1] .
$$

(II) If $p>1$, there exist positive real numbers $0<A<B$ such that

$$
A(1-x) \leqq \phi(x) \leqq B(1-x)^{2 / p+1}, \quad x \in[0,1] .
$$

If in addition $a(1)>0$, then there exist positive real numbers $A<B$ such that

$$
A(1-x)^{2 / p+1} \leqq \phi(x) \leqq B(1-x)^{2 / p+1}, \quad x \in[0,1] .
$$

(III) If $p=1$, then given $q>1$ there exist positive real numbers $A<B$ such that

$$
-A x \ln x \leqq \phi(x) \leq B(1-x)^{2 / q+1}, \quad x \in[0,1] .
$$

If furthermore, $\int_{0}^{1} a(x) /(1-x) d x<\infty$, then there exist positive real numbers $A<B$ such that

$$
-A x \ln x \leqq \phi(x) \leqq-B x \ln (x), \quad x \in\left[\frac{1}{2}, 1\right] .
$$

Proof. (I) It will first be established that, defining $\psi(x)=1-x$ for $x \in[0,1]$, there exist constants $0<C<D$ such that

$$
C \psi(x) \leqq T \psi(x) \leqq D \psi(x), \quad x \in[0,1] .
$$

To see this, it is necessary to separate the discussion into two cases, namely, $n=2$ and $n>2$.

If $n=2$, the integral operator is defined by

$$
T \psi(x)=-\ln (x) \int_{0}^{x} t a(t)(\psi(t))^{-p} d t-\int_{x}^{1} t \ln (t) a(t)(\psi(t))^{-p} d t .
$$

The continuity of $a(x)$ implies that $\psi$ belongs to the domain of $T$, and furthermore, it is clear that if $x \in[0,1)$,

$$
\frac{T \psi(x)}{\psi(x)}=-\frac{\ln (x)}{1-x} \int_{0}^{x} t a(t)(1-t)^{-p} d t-\frac{1}{1-x} \int_{x}^{1} t \ln (t) a(t)(1-t)^{-p} d t,
$$

and it is obvious that $T \psi(x) / \psi(x)>0$ when $x \in[0,1]$. Furthermore, by l'Hôpital's rule:

$$
\lim _{x \rightarrow 1} \frac{\int_{x}^{1} t \ln (t) a(t)(1-t)^{-p} d t}{1-x}=\lim _{x \rightarrow 1} \frac{x \ln (x) a(x)}{(1-x)^{p}} .
$$

But

$$
\lim _{x \rightarrow 1} \frac{x \ln (x)}{(1-x)^{p}}=\lim _{x \rightarrow 1} \frac{\ln (x)+1}{p(1-x)^{p-1}}=0,
$$

so that

$$
\lim _{x \rightarrow 1} \frac{\int_{x}^{1} t \ln (t) a(t)(1-t)^{-p} d t}{1-x}=0
$$

Furthermore,

$$
\lim _{x \rightarrow 1} \frac{\ln (x)}{1-x}=\lim _{x \rightarrow 1}-\frac{1}{x}=-1
$$

so, since $\int_{0}^{1} t a(t)(1-t)^{-p} d t>0$,

$$
\lim _{x \rightarrow 1} \frac{T \psi(x)}{\psi(x)}=\int_{0}^{1} t a(t)(1-t)^{-p} d t>0
$$

and it follows that $T \psi / \psi$ can be considered as a continuous, strictly positive, function on $[0,1]$, and so there must exist $0<C<D$ such that

$$
C \leqq \frac{T \psi(x)}{\psi(x)} \leqq D,
$$

from which the assertion follows when $n=2$.
If $n>2$, then the integral operator is:

$$
\begin{aligned}
T \psi(x)=\frac{1}{n-2}[ & \left(x^{2-n}-1\right) \int_{0}^{x} t^{n-1} a(t)(\psi(t))^{-p} d t \\
& \left.+\int_{x}^{1} t^{n-1}\left(t^{2-n}-1\right) a(t)(\psi(t))^{-p} d t\right]
\end{aligned}
$$

and again $\psi$ is in the domain of $T$, with $T \psi(x)>0$ if $x \in[0,1)$. But

$$
\begin{aligned}
& \frac{T \psi(x)}{\psi(x)}=\frac{1}{n-2}[ \frac{\left(x^{2-n}-1\right)}{1-x} \int_{0}^{x} t^{n-1} a(t)(1-t)^{-p} d t \\
&\left.\quad-\frac{1}{1-x} \int_{x}^{1} t^{n-1}\left(t^{2-n}-1\right) a(t)(1-t)^{-p} d t\right] \\
&=\frac{1}{n-2}[ \frac{\left(1-x^{n-2}\right)}{x^{n-2}(1-x)} \int_{0}^{x} t^{n-1} a(t)(1-t)^{-p} d t \\
&\left.+\frac{1}{1-x} \int_{x}^{1} t\left(1-t^{n-2}\right) a(t)(1-t)^{-p} d t\right] \\
&=\frac{1}{n-2}\left[\frac{1+x+\cdots+x^{n-3}}{x^{n-2}} \int_{0}^{x} t^{n-1} a(t)(1-t)^{-p} d t\right. \\
&\left.+\frac{1}{1-x} \int_{x}^{t} t\left(1-t^{n-2}\right) a(t)(1-t)^{-p} d t\right]
\end{aligned}
$$

and, again by l'Hôpital's rule:

$$
\lim _{x \rightarrow 1} \frac{T \psi(x)}{\psi(x)}=\int_{0}^{x} t^{n-1} a(t)(1-t)^{-p} d t<\infty
$$

and the existence of the positive numbers $C$ and $D$ is established in the same way as before.

Thus, in either case,

$$
C \psi(x) \leqq T \psi(x) \leqq D \psi(x), \quad x \in[0,1] .
$$

For $\lambda>0$, observe that

$$
T(\lambda \psi)=\lambda^{-p} T \psi
$$

and setting $\psi_{0}=\lambda \psi$, it follows that if $D / \lambda^{p+1} \leqq 1$ then $T \psi_{0} \leqq \psi_{0}$. Furthermore,

$$
T \psi_{0}=\lambda^{-p} T \psi \geqq C \lambda^{-p} \psi
$$

and it follows that

$$
T^{2} \psi_{0} \leqq C^{-p} \lambda^{(p)^{2}} T \psi \leqq C^{-p} \lambda^{(p)^{2}} D \psi,
$$

so that

$$
T^{2} \psi_{0} \leqq C^{-p} \lambda^{\left(p^{2}-1\right)} D \psi_{0}
$$

Thus, choosing $\lambda$ large enough so as to have

$$
\frac{D}{\lambda^{p+1}} \leqq 1 \quad \text { and } \quad C^{-p} D \lambda^{\left(p^{2}-1\right)} \leqq 1,
$$

which is possible since $0<p<1$, it becomes the case that

$$
T \psi_{0} \leqq \psi_{0} \quad \text { and } \quad T^{2} \psi_{0} \leqq \psi_{0}
$$

This implies that the sequence of even iterates is monotone increasing and so, by Theorem 1.2, they converge to the solution $\phi$ of (9). This yields (I).
(II) The first thing to be shown is the existence of $B>0$ such that

$$
\phi(x) \leqq B(1-x)^{2 / p+1}, \quad x \in[0,1] .
$$

To do this, for $\varepsilon>0$ let $\phi_{\varepsilon}$ be the solution to

$$
\begin{aligned}
& y^{\prime \prime}+\frac{n-1}{x} y^{\prime}+a(x)(y+\varepsilon)^{-p}=0, \\
& y^{\prime}(0)=y(1)=0,
\end{aligned}
$$

and for $\lambda>1$ define $\chi(x)=\lambda \phi(0)(1-x)^{2 /(p+1)}$. Recall that $\phi(0)>\phi_{\varepsilon}(0)$ by Theorem 2.2, so that $\chi(0)>\phi_{\varepsilon}(0)$.

Define $\omega(x)=\chi(x)-\phi_{\varepsilon}(x)$ and observe that $\omega(0)>0, \omega(1)=0$. It will be shown, by contradiction, that $\omega(x) \geqq 0$ for $x \in[0,1]$. If this were not the case, there would exist $x_{0} \in(0,1)$ such that $\omega\left(x_{0}\right)<0, \omega^{\prime}\left(x_{0}\right)=0$, and $\omega^{\prime}\left(x_{0}\right) \geqq 0$. But

$$
\begin{aligned}
& \chi^{\prime}(x)=-\frac{2}{p+1} \lambda \phi(0)(1-x)^{(1-p) /(p+1)} \\
& \chi^{\prime \prime}(x)=\frac{2(1-p)}{(p+1)^{2}} \lambda \phi(0)(1-x)^{-(2 p /(p+1))}
\end{aligned}
$$

and the fact that $\omega^{\prime}\left(x_{0}\right)=0$ implies that

$$
\chi^{\prime}\left(x_{0}\right)=\phi_{\varepsilon}^{\prime}\left(x_{0}\right)
$$

so

$$
\phi_{\varepsilon}^{\prime}\left(x_{0}\right)=-\frac{2}{p+1} \lambda \phi(0)\left(1-x_{0}\right)^{(1-p) /(p+1)}
$$

and this implies that

$$
\phi_{\varepsilon}^{\prime \prime}\left(x_{0}\right)=-\frac{n-1}{x_{0}}\left(-\frac{2}{p+1} \lambda \phi(0)\left(1-x_{0}\right)^{(1-p) /(p+1)}\right)-\frac{a\left(x_{0}\right)}{\left(\phi_{\varepsilon}\left(x_{0}\right)+\varepsilon\right)^{p}} .
$$

Thus

$$
\begin{aligned}
\omega^{\prime \prime}\left(x_{0}\right)= & -\frac{2(p-1) \lambda \phi(0)}{(p+1)^{2}}\left(1-x_{0}\right)^{-(2 p /(p+1))} \\
& -\frac{2(n-1)}{(p+1) x_{0}} \lambda \phi(0)\left(1-x_{0}\right)^{(1-p) /(1+p)}+\frac{a\left(x_{0}\right)}{\left(\phi_{\varepsilon}\left(x_{0}\right)+\varepsilon\right)^{p}} \\
= & -\frac{2 \lambda \phi(0)\left(1-x_{0}\right)^{-(2 p /(p+1))}}{p+1}\left[\frac{p-1}{p+1}+\frac{(n-1)}{x_{0}}\left(1-x_{0}\right)\right]+\frac{a\left(x_{0}\right)}{\left(\phi_{\varepsilon}\left(x_{0}\right)+\varepsilon\right)^{p}} \\
\leqq & -\frac{2(p-1)}{(p+1)^{2}} \lambda \phi(0)\left(1-x_{0}\right)^{-(2 p /(p+1))}+\frac{\|a\|}{\left(\phi_{\varepsilon}\left(x_{0}\right)\right)^{p}},
\end{aligned}
$$

where $\|a\|=\sup _{x \in[0,1]} a(x)$.
Since $0<\chi\left(x_{0}\right)<\phi_{\varepsilon}\left(x_{0}\right)$, it follows that

$$
\begin{aligned}
\omega^{\prime \prime}\left(x_{0}\right) & \leqq-\frac{2(p-1)}{(p+1)^{2}} \lambda \phi(0)\left(1-x_{0}\right)^{-(2 p /(p+1))}+\frac{\|a\|}{\lambda^{p}(\phi(0))^{p}\left(1-x_{0}\right)^{(2 p /(p+1))}} \\
& =\left(1-x_{0}\right)^{-(2 p /(p+1))}\left[\frac{\|a\|}{\lambda^{p}(\phi(0))^{p}}-\frac{2(p-1)}{(p+1)^{2}} \phi(0) \lambda\right] .
\end{aligned}
$$

Hence, if $\lambda$ is chosen so that

$$
\frac{\|a\|}{\lambda^{p}(\phi(0))^{p}}<\frac{2(p-1)}{(p+1)^{2}} \phi(0) \lambda,
$$

i.e., so that

$$
\frac{\|a\|(p+1)^{2}}{2(p-1)(\phi(0))^{p+1}}<\lambda^{p+1}
$$

it follows that $\omega^{\prime \prime}\left(x_{0}\right)<0$, which is a contradiction. Since the selection of $\lambda$ does not depend on $\varepsilon$, we have shown that for $B$ sufficiently large

$$
\phi_{\varepsilon}(x) \leqq B(1-x)^{2 / p+1}, \quad x \in[0,1], \quad \varepsilon>0
$$

and since $\phi(x)=\lim _{\varepsilon \rightarrow 0} \phi_{\varepsilon}(x), x \in[0,1]$, the inequality

$$
\phi(x) \leqq B(1-x)^{2 / p+1}, \quad x \in[0,1],
$$

has been shown.
To complete the proof of the first part of (II), it suffices to observe that if $\varepsilon>0$, then if $n>2$ and $x \in[0,1)$,

$$
\begin{aligned}
\frac{\phi_{\varepsilon}(x)}{1-x}=\frac{1}{n-2} & {\left[\frac{1-x^{n-2}}{x^{n-2}(1-x)} \int_{0}^{x} t^{n-1} a(t)\left(\phi_{\varepsilon}(t)+\varepsilon\right)^{-p} d t\right.} \\
& \left.\left.+\frac{1}{1-x} \int_{x}^{1} t\left(1-t^{n-2}\right) a(t)\right)\left(\phi_{\varepsilon}(t)+\varepsilon\right)^{-p} d t\right]
\end{aligned}
$$

and so

$$
\begin{gathered}
\frac{\phi_{\varepsilon}(x)}{1-x}=\frac{1}{n-2}\left[\frac{1+x+\cdots+x^{n-3}}{x^{n-2}} \int_{0}^{x} t^{n-1} a(t)\left(\phi_{\varepsilon}(t)+\varepsilon\right)^{-p} d t\right. \\
\left.+\frac{1}{1-x} \int_{x}^{1} t\left(1-t^{n-2}\right) a(t)\left(\phi_{\varepsilon}(t)+\varepsilon\right)^{-p} d t\right],
\end{gathered}
$$

and hence

$$
\lim _{x \rightarrow 1} \frac{\phi_{\varepsilon}(x)}{1-x}=\int_{0}^{1} t^{n-1} a(t)\left(\phi_{\varepsilon}(t)+\varepsilon\right)^{-p} d t>0,
$$

and thus, fixing $\varepsilon>0$, there exists $A>0$ such that

$$
\frac{\phi_{\varepsilon}(x)}{1-x} \geqq A, \quad x \in[0,1] .
$$

Thus, $\phi_{\varepsilon}(x) \geqq A(1-x), x \in[0,1]$, and since $\phi_{\varepsilon}(x) \leqq \phi(x), x \in[0,1]$, we have that

$$
A(1-x) \leqq \phi(x) \leqq B(1-x)^{2 / p+1}, \quad x \in[0,1]
$$

if $n>2$.
If $n=2$ and $x \in(0,1)$,

$$
\frac{\phi_{\varepsilon}(x)}{1-x}=-\frac{\ln (x)}{1-x} \int_{0}^{x} t a(t)\left(\phi_{\varepsilon}(t)+\varepsilon\right)^{-p} d t-\frac{1}{1-x} \int_{x}^{1} t \ln (t) a(t)\left(\phi_{\varepsilon}(t)+\varepsilon\right)^{-p} d t
$$

and

$$
\lim _{x \rightarrow 1} \frac{\phi_{\varepsilon}(x)}{1-x}=\int_{0}^{1} t a(t)\left(\phi_{\varepsilon}(t)+\varepsilon\right)^{-p} d t>0,
$$

and the same argument given above applies.
If it is known in addition that $a(1)>0$, then the proof of the existence of $A$ such that

$$
A(1-x)^{2 / p+1} \leqq \phi(x), \quad x \in[0,1]
$$

goes as follows.
Define $\psi(x)=(1-x)^{2 / p+1}$. The fact that there exists $B>0$ such that

$$
\phi(x) \leqq B \psi(x), \quad x \in[0,1],
$$

implies that $\psi$ is in the domain of the integral operator $T$, and that

$$
B^{-p} T \psi(x) \leqq \phi(x), \quad x \in[0,1] .
$$

Now, for $x \in(0,1)$, if $n>2$,

$$
\begin{aligned}
\frac{T \psi(x)}{\psi(x)}=\frac{1}{n-2}[ & \frac{1-x^{n-2}}{x^{n-2}(1-x)^{2 / p+1}} \int_{0}^{x} t^{n-1} a(t)(1-t)^{-(2 p /(p+1))} d t \\
& \left.+\frac{1}{(1-x)^{2 / p+1}} \int_{x}^{1} t\left(1-t^{n-2}\right) a(t)(1-t)^{-(2 p /(p+1))} d t\right]
\end{aligned}
$$

so that

$$
\begin{gathered}
\frac{T \psi(x)}{\psi(x)}=\frac{1}{n-2}\left[\frac{(1-x)^{(p-1) /(p+1)}\left(1+x+\cdots+x^{n-3}\right)}{x^{n-2}} \int_{0}^{x} t^{n-1} a(t)(1-t)^{-(2 p /(p+1))} d t\right. \\
\\
\left.+\frac{1}{(1-x)^{2 / p+1}} \int_{x}^{1} t(1-t)^{(p-1) /(p+1)}\left(1+t+\cdots+t^{n-3}\right) a(t) d t\right]
\end{gathered}
$$

Now observe that, by l'Hôpital's rule:

$$
\begin{aligned}
& \lim _{x \rightarrow 1} \frac{\int_{x}^{1} t(1-t)^{(1-p) /(1+p)}\left(1+t+\cdots+t^{n-3}\right) a(t) d t}{(1-x)^{2 / p+1}} \\
& \quad=\lim _{x \rightarrow 1} \frac{x(1-x)^{(p-1) /(p+1)}\left(1+\cdots+x^{n-3}\right) a(x)}{(2 / p+1)(1-x)^{(1-p) /(1+p)}} \\
& \quad=\lim _{x \rightarrow 1} \frac{(p+1) x a(x)\left(1+\cdots+x^{n-3}\right)}{2} \\
& \quad=\frac{(n-2)(p+1) a(1)}{2},
\end{aligned}
$$

and that if $\int_{0}^{1} t^{n-1} a(t)(1-t)^{-(2 p /(p+1))} d t<\infty$, then

$$
\lim _{x \rightarrow 1} \frac{(1-x)^{(p-1) /(p+1)}\left(1+\cdots+x^{n-3}\right)}{x^{n-2}} \int_{0}^{x} t^{n-1} a(t)(1-t)^{-(2 p /(p+1))} d t=0,
$$

and if the integral diverges, then by using l'Hôpital's rule again, it follows that

$$
\lim _{x \rightarrow 1} \frac{\int_{0}^{x} t^{n-1} a(t)(1-t)^{-(2 p /(1+p))} d t}{(x-1)^{(1-p) /(p+1)}}=\lim _{x \rightarrow 1} \frac{x^{n-1} a(x)(1-x)^{-(2 p /(p+1))}}{-((1-p) /(p+1))(1-x)^{-(2 p /(p+1))}}=\frac{a(1)}{p-1} .
$$

Thus, if $a(1)>0$, it is the case that $\lim _{x \rightarrow 1}(T \psi(x) / \psi(x))>0$, and it follows that there exists $D>0$ for which

$$
\frac{T \psi(x)}{\psi(x)} \geqq D
$$

so that $T \psi(x) \geqq D \psi(x)$.
Combining this with the fact that $B^{-p} T \psi(x) \leqq \phi(x), x \in[0,1]$, the result follows if $n>2$.

If $n=2$, then

$$
\begin{aligned}
\frac{T \psi(x)}{\psi(x)}= & -\frac{\ln (x)}{(1-x)^{2 / p+1}} \int_{0}^{x} t a(t)(1-t)^{-(2 p /(p+1))} d t \\
& -\frac{1}{(1-x)^{2 / p+1}} \int_{x}^{1} t \ln (t) a(t)(1-t)^{-(2 p /(p+1))} d t
\end{aligned}
$$

and hence, since

$$
\begin{aligned}
\lim _{x \rightarrow 1} \frac{\int_{x}^{1} t \ln (t) a(t)(1-t)^{-(2 p /(1+p))} d t}{(1-x)^{2 / p+1}} & =\lim _{x \rightarrow 1} \frac{-x \ln (x) a(x)(1-x)^{-(2 p /(p+1))}}{-(2 / p+1)(1-x)^{-(1-p) /(p+1)}} \\
& =\lim _{x \rightarrow 1} \frac{x \ln (x) a(x)}{(2 / p+1)(1-x)}
\end{aligned}
$$

and since $\lim _{x \rightarrow 1}(\ln (x) /(1-x))=-1$, we get that

$$
\lim _{x \rightarrow 1} \frac{-\int_{x}^{1} t \ln (t) a(t)(1-t)^{-(2 p /(1+p))} d t}{(1-x)^{2 / p+1}}=\frac{p+1}{2} a(1)
$$

Similar computations show that

$$
\lim _{x \rightarrow 1}\left[-\frac{\ln (x)}{(1-x)^{2 / p+1}} \int_{0}^{x} t a(t)(1-t)^{-(2 p /(p+1))} d t\right)=0
$$

or

$$
\lim _{x \rightarrow 1}\left(-\frac{\ln (x)}{(1-x)^{2 / p+1}} \int_{0}^{x} t a(t)(1-t)^{-(2 p /(p+1))} d t\right)=\frac{a(1)}{1-p}
$$

and in either case the result now follows in the same way as for $n>2$.
Proof of (III). Let $\lambda>1, \phi_{\varepsilon}$ the solution

$$
\begin{align*}
& y^{\prime \prime}+\frac{n-1}{x} y^{\prime}+a(x)(y+\varepsilon)^{-1}=0,  \tag{9}\\
& y^{\prime}(0)=y(1)=0,
\end{align*}
$$

and define $\chi:[0,1] \rightarrow[0, \infty), \omega:[0,1] \rightarrow \mathbb{R}$, by

$$
\chi(x)=\lambda \phi(0)(1-x)^{2 / q+1}, \quad x \in[0,1]
$$

and

$$
\omega(x)=\chi(x)-\phi_{\varepsilon}(x), \quad x \in[0,1] .
$$

Since $\phi(0) \geqq \phi_{\varepsilon}(0)>0$, it follows that $\omega\left(x_{0}\right)>0$, and it is obvious that $\omega(1)=0$. It will be proved, by contradiction, that $\omega(x) \geqq 0$ for all $x \in[0,1]$. If this were not true, there would exist $x_{0} \in(0,1)$ such that

$$
\omega\left(x_{0}\right)<0, \quad \omega^{\prime}\left(x_{0}\right)=0, \quad \omega^{\prime \prime}\left(x_{0}\right) \geqq 0 .
$$

Now

$$
\chi^{\prime}(x)=-\frac{2 \lambda \phi(0)}{q+1}(1-x)^{(1-q) /(1+q)}
$$

and

$$
\chi^{\prime \prime}(x)=-\frac{2 \lambda(q-1)}{(q+1)^{2}} \phi(0)(1-x)^{-(2 q /(1+q))},
$$

and therefore

$$
\begin{aligned}
& \phi_{\varepsilon}^{\prime}\left(x_{0}\right)=-\frac{2 \lambda}{q+1} \phi(0)\left(1-x_{0}\right)^{(1-q) /(1+q)}, \\
& \phi_{\varepsilon}^{\prime \prime}\left(x_{0}\right)=-\frac{2(n-1) \lambda \phi(0)}{x_{0}(q+1)}\left(1-x_{0}\right)^{(1-q) /(1+q)}-\frac{a\left(x_{0}\right)}{\phi_{\varepsilon}\left(x_{0}\right)+\varepsilon},
\end{aligned}
$$

so that

$$
\begin{aligned}
\omega^{\prime \prime}\left(x_{0}\right)= & -\frac{2 \lambda(q-1) \phi(0)}{(q+1)^{2}}\left(1+x_{0}\right)^{-(2 q /(q+1))} \\
& -\frac{2 \lambda \phi(0)(n-1)}{(q+1) x_{0}}\left(1-x_{0}\right)^{(1-q) /(1+q)}+\frac{a\left(x_{0}\right)}{\phi_{\varepsilon}\left(x_{0}\right)+\varepsilon} \\
\leqq & -\frac{2 \lambda \phi(0)}{q+1}\left(1-x_{0}\right)^{-(2 q /(q+1))}\left[\frac{q-1}{q+1}+\frac{n-1}{x_{0}}\left(1-x_{0}\right)\right]+\frac{\|a\|}{\phi_{\varepsilon}\left(x_{0}\right)} \\
\leqq & -\frac{2 \lambda \phi(0)}{q+1}\left(1-x_{0}\right)^{-(2 q /(q+1))} \cdot \frac{q-1}{q+1}+\frac{\|a\|}{\lambda \phi(0)\left(1-x_{0}\right)^{2 / q+1}} \\
= & \left(1-x_{0}\right)^{-(2 q /(q+1))}\left[\frac{\|a\|}{\lambda \phi(0)}-\frac{2 \lambda \phi(0)(q-1)}{(q+1)^{2}}\left(1-x_{0}\right)^{(2(1-q) /(1+q))}\right] \\
\leqq & \left(1-x_{0}\right)^{-(2 q /(q+1))}\left[\frac{\|a\|}{\lambda \phi(0)}-\frac{2 \lambda(q-1) \phi(0)}{(q+1)^{2}}\right],
\end{aligned}
$$

and therefore, if $\lambda$ is chosen so that

$$
\frac{\|a\|}{\lambda \phi(0)}-\frac{2 \lambda(q-1) \phi(0)}{(q+1)^{2}} \leqq 0
$$

i.e.,

$$
\lambda^{2} \geqq \frac{(q+1)^{2}\|a\|}{2(q-1)(\phi(0))^{2}},
$$

then $\omega^{\prime \prime}\left(x_{0}\right)<0$, and this is a contradiction. Since the selection of $\lambda$ does not depend on $\varepsilon$, it follows that

$$
\phi_{\varepsilon}(x) \leqq B(1-x)^{(2 /(q+1))}, \quad x \in[0,1], \quad \varepsilon>0,
$$

and this implies that

$$
\phi(x) \leqq B(1-x)^{(2 /(q+1))}, \quad x \in[0,1] .
$$

To prove the other side of the inequality, recall that $\phi_{\varepsilon} \leqq \phi, \varepsilon>0$. Pick $\varepsilon>0$ and observe that if $n>2$ and $x \in\left[\frac{1}{2}, 1\right)$, then

$$
\begin{aligned}
\frac{\phi_{\varepsilon}(x)}{-x \ln (x)}=\frac{1}{n-2}[ & -\frac{1-x^{n-2}}{x^{n-2} x \ln (x)} \int_{0}^{x} t^{n-1} \frac{a(t)}{\phi_{\varepsilon}(t)+\varepsilon} d t \\
& \left.-\frac{1}{x \ln x} \int_{x}^{1} t\left(1-t^{n-2}\right) \frac{a(t)}{\phi_{\varepsilon}(t)+\varepsilon} d t\right]
\end{aligned}
$$

and

$$
\lim _{x \rightarrow 1} \frac{\phi_{\varepsilon}(x)}{-x \ln (x)}=\int_{0}^{1} t^{n-1} \frac{a(t)}{\phi_{\varepsilon}(t)+\varepsilon} d t>0 .
$$

Thus, there must exist $A>0$ such that $\phi_{\varepsilon}(x) \geqq-A x \ln (x), x \in\left[\frac{1}{2}, 1\right]$ and therefore

$$
\phi(x) \geqq-A x \ln (x), \quad x \in\left[\frac{1}{2}, 1\right] .
$$

If $n=2$, and $x \in\left[\frac{1}{2}, 1\right)$,

$$
\frac{\phi_{\varepsilon}(x)}{-x \ln (x)}=\frac{1}{x} \int_{0}^{x} \frac{t a(t)}{\phi_{\varepsilon}(t)+\varepsilon} d t+\frac{1}{x \ln (x)} \int_{x}^{1} \frac{t \ln (t) a(t)}{\phi_{\varepsilon}(t)+\varepsilon} d t,
$$

and the same argument applies.
For the proof of the last statement of (III), assume that

$$
\int_{0}^{1} \frac{a(x)}{1-x}<\infty
$$

Under this hypothesis it has been shown in [5] that the unique solution $\phi$ of (9) is such that there exists $\theta>0$ for which

$$
\theta(1-x) \leqq \phi(x), \quad x \in[0,1] .
$$

Define $\psi:[0,1] \rightarrow[0, \infty)$ by

$$
\begin{array}{ll}
\psi(x)=\frac{1}{2} \ln (2), & x \in\left[0, \frac{1}{2}\right], \\
\psi(x)=-x \ln (x), & x \in\left[\frac{1}{2}, 1\right] .
\end{array}
$$

Consider first the case $n=2$. If $x \in\left[\frac{1}{2}, 1\right)$,

$$
\frac{\phi(x)}{\psi(x)}=\frac{1}{x} \int_{0}^{x} \frac{t a(t)}{\phi(t)} d t+\frac{1}{x \ln (x)} \int_{x}^{1} \frac{t \ln (t) a(t)}{\phi(t)} d t
$$

and

$$
\lim _{x \rightarrow 1} \frac{\int_{x}^{1}(t \ln (t) a(t) / \phi(t)) d t}{x \ln (x)}=\lim _{x \rightarrow 1} \frac{(-x \ln (x) a(x) / \phi(x))}{1+\ln (x)} .
$$

But

$$
\begin{aligned}
\lim _{x \rightarrow 1} \frac{-\ln (x)}{\phi(x)} & =\lim _{x \rightarrow 1} \frac{1 / x}{\int_{0}^{x}(t / x)(a(t) / \phi(t)) d t} \\
& =\frac{1}{\int_{0}^{1}(t a(t) / \phi(t)) d t}
\end{aligned}
$$

and the conclusion is that

$$
\lim \frac{\phi(x)}{\psi(x)}=\int_{0}^{1} \frac{t a(t)}{\phi(t)} d t+\frac{a(1)}{\int_{0}^{1}(t a(t) / \phi(t)) d t}
$$

and hence the function $\phi / \psi$ can be defined to be continuous and positive on [0, 1],


| X | 0.0000 | 0.1000 | 0.2000 | 0.3000 | 0.4000 | 0.5000 | 0.6000 | 0.7000 | 0.8000 | 0.9000 | 1.0000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F10 | 0.5386 | 0.5332 | 0.5171 | 0.4901 | 0.4524 | 0.4040 | 0.3447 | 0.2747 | 0.1939 | 0.1023 | 0.0000 |
| F1 | 0.2788 | 0.2781 | 0.2681 | 0.2548 | 0.2358 | 0.2114 | 0.1813 | 0.1455 | 0.1037 | 0.0555 | 0.0000 |
| F 2 | 0.2984 | 0.2968 | 0.2879 | 0.2735 | 0.2532 | 0.2269 | 0.1947 | 0.1562 | 0.1113 | 0.0695 | 0.0000 |
| F13 | 0.2871 | 0.2942 | 0.2857 | 0.2713 | 0.2512 | 0.2252 | 0.1931 | 0.1550 | 0.1104 | 0.0591 | 0.0000 |
| F14 | 0.2974 | 0.2946 | 0.2859 | 0.2716 | 0.2514 | 0.2254 | 0.1933 | 0.1551 | 0.1105 | 0.0581 | 0.0000 |
| F15 | 0.2873 | 0.2945 | 0.2859 | 0.2715 | 0.2514 | 0.2253 | 0.1933 | 0.1551 | 0.1105 | 0.0581 | 0.0000 |
| F1 6 | 0.2973 | 0.2945 | 0.2859 | 0.2715 | 0.2514 | 0.2253 | 0.1933 | 0.1551 | 0.1105 | 0.0591 | 0.0000 |

Fig. 1
so there exist positive real numbers $A<B$ such that

$$
A \leqq \frac{\phi(x)}{\psi(x)} \leqq B, \quad x \in\left[\frac{1}{2}, 1\right],
$$

and therefore $-A x \ln x \leqq \phi(x) \leqq-B x \ln x, x \in\left[\frac{1}{2}, 1\right]$.
If $n>2$, the argument is entirely similar, the change being in the Green's function, but the fact that

$$
\lim \frac{1-x}{-x \ln (x)}=1
$$

is all that is needed to carry out the required computations.
Observation. Similar results for the case $p>1$, but with a somewhat more restrictive assumption on the function $a(x)$, have been recently obtained in [7].
5. Numerical examples. Four figures will be presented that correspond to the graphs of several iterates of $T_{\varepsilon}(0)$, where $T_{\varepsilon}$ is the operator arising from

$$
\begin{aligned}
& y^{\prime \prime}+\frac{1}{x} y^{\prime}+(y+\varepsilon)^{-p}=0, \\
& y^{\prime}(0)=y(1)=0 .
\end{aligned}
$$



| X | 0.0000 | 0.1000 | 0.2000 | 0.3000 | 0.4000 | 0.5000 | 0.6000 | 0.7000 | 0.8000 | 0.9000 | 1.0000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Flo | 0.6958 | 0.6887 | 0.6878 | 0.6330 | 0.5843 | 0.5217 | 0.4452 | 0.3548 | 0.2504 | 0.1322 | 0.0000 |
| F1 | 0.2711 | 0.2885 | 0.2608 | 0.2476 | 0.2292 | 0.2055 | 0.1763 | 0.1415 | 0.1009 | 0.0540 | 0.0000 |
| F 2 | 0.3005 | 0.2977 | 0.2890 | 0.2745 | 0.2541 | 0.2278 | 0.1964 | 0.1568 | 0.1117 | 0.0598 | 0.0000 |
| F13 | 0.2971 | 0.2943 | 0.2857 | 0.2714 | 0.2512 | 0.2252 | 0.1932 | 0.1550 | 0.1105 | 0.0591 | 0.0000 |
| Fi4 | 0.2975 | 0.2947 | 0.2861 | 0.2717 | 0.2616 | 0.2255 | 0.1934 | 0.1552 | 0.1106 | 0.0582 | 0.0000 |
| F15 | 0.2975 | 0.2946 | 0.2860 | 0.2717 | 0.2515 | 0.2265 | 0.1934 | 0.1552 | 0.1106 | 0.0592 | 0.0000 |
| F1 6 | 0.2975 | 0.2946 | 0.2860 | 0.2717 | 0.2516 | 0.2255 | 0.1934 | 0.1552 | 0.1106 | 0.0592 | 0.0000 |

Fig. 2

These iterations were computed using a parallel program running on an Encore Multimax computer with 10 processors. Although parallel programs are not essential for these computations, we have larger problems in mind for the future.

The program uses Simpson's rule with 100 points in the interval [ 0,1 ], and it is very easy to add more points to the subdivision. Two arrrays are used (both are shared memory), one of them to store the past iteration and one to store the current iteration. Each processor works one point at a time, computing the integral corresponding to that point. The shared memory allows all processors to access the values of the previous iteration.

Figure 1 corresponds to $p=1 / 9, \varepsilon=10^{-3}$, and the table that follows corresponds to the values of $T^{i}(0)$ evaluated at the indicated points of $[0,1], i=1, \cdots, 7$, where, for convenience, $T^{i}(0)$ has been denoted as $\mathrm{Fl}(i-1)$. Figure 2 corresponds to $p=1 / 9$,


| X | 0.0000 | 0.1000 | 0.2000 | 0.3000 | 0.4000 | 0.5000 | 0.6000 | 0.7000 | 0.8000 | 0.9000 | 1.0000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F 0 | 2.5000 | 2.4750 | 2.4000 | 2.2750 | 2.1000 | 1.8750 | 1.6000 | 1.2750 | 0.9000 | 0.4750 | 0.0000 |
| F1 1 | 0.2098 | 0.2078 | 0.2023 | 0.1929 | 0.1798 | 0.1626 | 0.1411 | 0.1150 | 0.0838 | 0.0463 | 0.0000 |
| F1 2 | 0.4709 | 0.4667 | 0.4540 | 0.4328 | 0.4028 | 0.3638 | 0.3152 | 0.2583 | 0.1860 | 0.1024 | 0.0000 |
| F 3 | 0.3607 | 0.3575 | 0.3478 | 0.3316 | 0.3087 | 0.2788 | 0.2416 | 0.1965 | 0.1427 | 0.0788 | 0.0000 |
| F14 | 0.3938 | 0.3904 | 0.3798 | 0.3622 | 0.3371 | 0.3045 | 0.2638 | 0.2146 | 0.1559 | 0.0858 | 0.0000 |
| F15 | 0.3826 | 0.3792 | 0.3689 | 0.3517 | 0.3274 | 0.2957 | 0.2563 | 0.2084 | 0.1514 | 0.0834 | 0.0000 |
| Fi6 | 0.3863 | 0.3829 | 0.3725 | 0.3551 | 0.3306 | 0.2986 | 0.2587 | 0.2105 | 0.1528 | 0.0842 | 0.0000 |
| Fl7 | 0.3851 | 0.3817 | 0.3713 | 0.3540 | 0.3295 | 0.2978 | 0.2579 | 0.2098 | 0.1524 | 0.0839 | 0.0000 |
| F18 | 0.3855 | 0.3821 | 0.3717 | 0.3644 | 0.3289 | 0.2978 | 0.2582 | 0.2100 | 0.1625 | 0.0840 | 0.0000 |
| F19 | 0.3854 | 0.3819 | 0.3716 | 0.3543 | 0.3298 | 0.2978 | 0.2581 | 0.2099 | 0.1525 | 0.0840 | 0.0000 |
| F1 10 | 0.3854 | 0.3820 | 0.3716 | 0.3543 | 0.3298 | 0.2879 | 0.2581 | 0.2100 | 0.1625 | 0.0840 | 0.0000 |

Fig. 3


| X | 0.0000 | 0.1000 | 0.2000 | 0.3000 | 0.4000 | 0.5000 | 0.6000 | 0.7000 | 0.8000 | 0.9000 | 1.0000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F10 | 5.3861 | 5.3322 | 5.1706 | 4.9013 | 4.5243 | 4.0396 | 3.4471 | 2.7469 | 1.9390 | 1.0234 | 0.0000 |
| F1 | 0.1624 | 0.1609 | 0.1568 | 0.1494 | 0.1392 | 0.1258 | 0.1093 | 0.0891 | 0.0648 | 0.0359 | 0.0000 |
| F 2 | 0.5140 | 0.5094 | 0.4958 | 0.4725 | 0.4398 | 0.3972 | 0.3441 | 0.2788 | 0.2033 | 0.1120 | 0.0000 |
| F3 | 0.3506 | 0.3475 | 0.3381 | 0.3224 | 0.3001 | 0.2711 | 0.2348 | 0.1811 | 0.1388 | 0.0785 | 0.0000 |
| F14 | 0.3982 | 0.3947 | 0.3840 | 0.3661 | 0.3408 | 0.3078 | 0.2888 | 0.2170 | 0.1576 | 0.0869 | 0.0000 |
| F 5 | 0.3817 | 0.3783 | 0.3681 | 0.3508 | 0.3287 | 0.2951 | 0.2557 | 0.2080 | 0.1511 | 0.0833 | 0.0000 |
| F1 6 | 0.3871 | 0.3837 | 0.3733 | 0.3559 | 0.3313 | 0.2992 | 0.2683 | 0.2110 | 0.1532 | 0.0845 | 0.0000 |
| F17 | 0.3853 | 0.3819 | 0.3716 | 0.3542 | 0.3297 | 0.2978 | 0.2581 | 0.2100 | 0.1525 | 0.0841 | 0.0000 |
| F18 | 0.3869 | 0.3825 | 0.3721 | 0.3648 | 0.3303 | 0.2983 | 0.2685 | 0.2103 | 0.1628 | 0.0842 | 0.0000 |
| F 9 | 0.3857 | 0.3823 | 0.3719 | 0.3548 | 0.3301 | 0.2982 | 0.2584 | 0.2102 | 0.1527 | 0.0841 | 0.0000 |
| F1 10 | 0.3858 | 0.3823 | 0.3720 | 0.3547 | 0.3302 | 0.2982 | 0.2584 | 0.2102 | 0.1527 | 0.0842 | 0.0000 |

Fig. 4
$\varepsilon=10^{-4}$ and the same number of iterates, while Figs. 3 and 4 correspond to $p=\frac{1}{3}$ and $\varepsilon=10^{-3}, \varepsilon=10^{-4}$, respectively, and the number of iterates shown is 11 .
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# SOME SINGULAR NONLINEAR BOUNDARY VALUE PROBLEMS* 
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#### Abstract

Two-point boundary value problems associated with the (possibly) singular nonlinear ordinary differential equation $y^{\prime \prime}+g\left(x, y^{\prime}\right)+f(x, y)=0, a \leqq x \leqq b$, are considered. The goal is to obtain rather general existence and uniqueness theorems for positive solutions. In the case of general separated linear boundary conditions, the results allow $f(x, y)$ to be singular as $y \rightarrow 0^{+}$and at the endpoints, with significant nonlinearity in both $f$ and $g$. For the special condition $y^{\prime}(a)=0$, the results also allow $g$ to be singular as $x \rightarrow a^{+}$. In this way, the case $g\left(x, y^{\prime}\right)=((N-1) / x) y^{\prime}$, which arises when seeking radial solutions of $\nabla^{2} y=f(x, y)$, is included. The results extend previous theorems of Taliaferro and more recent theorems of Gatica, Waltman, et al.
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1. Introduction. Two-point boundary value problems associated with the secondorder equation

$$
\begin{equation*}
y^{\prime \prime}=F\left(x, y, y^{\prime}\right), \quad a<x<b, \tag{1.1}
\end{equation*}
$$

can be singular in a variety of ways: $a$ and/or $b$ may be infinite, $F$ may be unbounded near some $x_{0} \in[a, b]$, or $F$ may be unbounded near some particular value of $y$ (or $y^{\prime}$ ). This last possibility does not occur in linear problems and is the source of some added excitement in nonlinear problems.

Problems on infinite intervals have been studied by Granas et al. [8], Erbe and Schmitt [5], Berestycki, Lions, and Peletier (e.g., [4]), and by Baxley [1] and will not be considered here. Problems on finite intervals in which the singularity is caused by $F$ being unbounded near a particular value of $y$ have been studied by Luning and Perry [9], Nachman and Callegari [11], Taliaferro [13], Gatica, Oliker, and Waltman [7], and Baxley [2]. Recently, Gatica, Hernandez, and Waltman [6] have considered a finite interval problem which has singularities arising from $F$ becoming infinite as $x \rightarrow a$ and also as $y \rightarrow 0$. We should also note that the problem considered by Erbe and Schmitt [5] on $0<x<\infty$ is singular at $x=0$.

It should be realized that a singularity of (1.1) at some finite value of $y$ (or $y^{\prime}$ ) may only be bluffing: a solution of an associated boundary value problem might not come close enough to the singular value to be affected. Here are two such examples. A problem involving heat and mass transfer in a porous catalyst leads to the problem

$$
\begin{aligned}
& y^{\prime \prime}=\alpha y \exp \left[\frac{\gamma \beta(1-y)}{1+\beta(1-y)}\right], \quad 0<x<1, \\
& y^{\prime}(0)=0, \quad y(1)=1,
\end{aligned}
$$

where $\alpha, \beta, \gamma$ are positive constants. The apparent singularity at $y=1+1 / \beta$ is only an idle threat because the solution actually satisfies $y(x) \leqq 1$ on $0 \leqq x \leqq 1$. Similar

[^34]behavior is encountered in this problem involving diffusion in a chemical catalytic converter:
\[

$$
\begin{aligned}
& y^{\prime \prime}=\frac{1}{y-2}\left(y^{\prime}\right)^{2}, \quad 0<x<1, \\
& y(0)=A, \quad y(1)=B,
\end{aligned}
$$
\]

where $B<A<2$. The apparent singularity at $y=2$ does no real harm because the solution satisfies $B \leqq y(x) \leqq A$ on $0 \leqq x \leqq 1$. These two examples from the engineering literature are discussed by Na [10] and Baxley [3]. The second example can actually be integrated by elementary methods after dividing by $y^{\prime}$.

In almost all of the articles referenced above, attention has been confined to problems where $F\left(x, y, y^{\prime}\right)$ is independent of $y^{\prime}$, or at worst linear in $y^{\prime}$. Motivation has come from interest in the problem

$$
\begin{equation*}
y^{\prime \prime}+a(x) y^{-p}=0, \quad 0<x<1, \tag{1.2}
\end{equation*}
$$

where $p>0$ and $a(x)>0$ and continuous on [0,1], and the problem

$$
\begin{equation*}
y^{\prime \prime}+\frac{N-1}{x} y^{\prime}+a(x) y^{-p}=0, \quad 0<x<1 \tag{1.3}
\end{equation*}
$$

where again $p>0$ and $a(x)>0$ on $[0,1]$, which is encountered in the search (see, e.g., [4]) for radial solutions of elliptic partial differential equations in $R^{N}$ which have the form

$$
\nabla^{2} u+a(r) u^{-p}=0
$$

where $r=|x|$ is the radial coordinate and corresponds to the variable $x$ in (1.3).
To facilitate comparison of our results, we state the existence and uniqueness theorems of Taliaferro [13]. He studied the equation (1.2) with the boundary conditions

$$
\begin{equation*}
y(0)=0, \quad y(1)=0 \tag{1.4}
\end{equation*}
$$

and proved that the problem (1.2), (1.4) has a positive solution $\phi \in C[0,1] \cap C^{2}(0,1)$ if and only if

$$
\begin{equation*}
\int_{0}^{1} x(1-x) a(x) d x<\infty \tag{1.5}
\end{equation*}
$$

in which case such a positive solution is unique. Furthermore,

$$
\lim _{x \rightarrow 0^{+}} \phi^{\prime}(x) \quad\left(\text { respectively, } \lim _{x \rightarrow 1^{-}} \phi^{\prime}(x)\right)
$$

exists if and only if

$$
\int_{0}^{1 / 2} \frac{a(x)}{x^{p}} d x \quad\left(\text { respectively, } \int_{1 / 2}^{1} \frac{a(x)}{(1-x)^{p}} d x\right)
$$

is finite. Note that for existence of a continuous solution, the value of $p>0$ is otherwise unrestricted, but in order to have $\phi^{\prime}(x)$ continuous at one of the endpoints, either $p$ must not be too large, or $a(x)$ must tend to zero rather rapidly as $x$ approaches that endpoint. In particular, (1.2), (1.4) has a positive solution $\phi \in C^{1}[0,1] \cap C^{2}(0,1)$ if and only if

$$
\begin{equation*}
\int_{0}^{1} \frac{a(x)}{(s(x))^{p}} d x<\infty \tag{1.6}
\end{equation*}
$$

where $s(x)=x$ for $0 \leqq x \leqq \frac{1}{2}$ and $s(x)=1-x$ for $\frac{1}{2}<x \leqq 1$. Gatica, Oliker, and Waltman [7] extended the part of the above result regarding the existence of a $C^{1}[0,1]$ solution in two ways: they replaced (1.2) by the more general equation

$$
\begin{equation*}
y^{\prime \prime}+f(x, y)=0, \tag{1.7}
\end{equation*}
$$

where $f:(0,1) \times(0, \infty) \rightarrow(0, \infty)$ continuously and $f(x, y)$ is nonincreasing in $y$ for fixed $x \in(0,1)$, and they dealt with the more general two-point boundary conditions

$$
\begin{equation*}
a_{0} y(0)-a_{1} y^{\prime}(0)=0, \quad b_{0} y(1)+b_{1} y^{\prime}(1)=0, \tag{1.8}
\end{equation*}
$$

where $a_{0}, a_{1}, b_{1} \geqq 0$ and $a_{0} b_{0}+a_{1} b_{0}+a_{0} b_{1}>0$. Assuming that $f(x, y) \rightarrow+\infty$ as $y \rightarrow 0^{+}$ uniformly on compact subsets of ( 0,1 ), and that

$$
\begin{equation*}
\int_{0}^{1} f(x, \theta s(x)) d x<\infty \tag{1.9}
\end{equation*}
$$

for each $\theta>0$, then Gatica, Oliker, and Waltman [7] prove existence of a positive solution $\phi \in C^{1}[0,1] \cap C^{2}(0,1)$ of (1.7), (1.8). They also provide a uniqueness theorem generalizing the corresponding statement of Taliaferro. Note that for $f(x, y)=a(x) / y^{p}$, (1.9) holds if and only if (1.6) holds.

In contrast to the shooting method used by Taliaferro, Gatica, Oliker, and Waltman [7] proved first an interesting fixed point theorem for decreasing maps on a Banach space and then applied it to the boundary value problem.

In [6], Gatica, Hernandez, and Waltman continued to exploit their fixed point theorem and attacked the more difficult problem (1.3) with the boundary conditions

$$
\begin{equation*}
y^{\prime}(0)=0, \quad y(1)=0 . \tag{1.10}
\end{equation*}
$$

Replacing $a(x) y^{-p}$ with $f:[0,1) \times(0, \infty) \rightarrow(0, \infty)$ continuous (note the half-open interval), they assume $f$ is decreasing in $y$ for each $x, \int_{0}^{1} f(x, y) d x<\infty$ for each $y>0$, $f(x, y) \rightarrow+\infty$ as $y \rightarrow 0^{+}$and $f(x, y) \rightarrow 0$ as $y \rightarrow+\infty$, both limits being uniform on compact subsets of $(0,1)$, and finally that $\int_{0}^{1} f(x, \theta(1-x)) d x<\infty$ for each $\theta>0$. They then prove existence of a positive solution $\phi \in C^{1}[0,1] \cap C^{2}(0,1)$ of (1.3), (1.10), and again provide a uniqueness theorem.

In this paper, we shall unify and extend these results in a two-stage procedure. Throughout, we assume our equation has the form

$$
\begin{equation*}
y^{\prime \prime}+g\left(x, y^{\prime}\right)+f(x, y)=0, \quad a<x<b, \tag{1.11}
\end{equation*}
$$

and we first study the problem (1.11) with the boundary conditions

$$
\begin{equation*}
a_{0} y(a)-a_{1} y^{\prime}(a)=A, \quad b_{0} y(b)+b_{1} y^{\prime}(b)=B \tag{1.12}
\end{equation*}
$$

where $a_{0}, a_{1}, b_{0}, b_{1}, A, B \geqq 0$ and $a_{0} b_{0}+a_{1} b_{0}+a_{0} b_{1}>0$. We extend the basic result of Taliaferro regarding the sufficiency of the condition (1.5) or (1.6) for existence to the equation (1.11) in which significant nonlinearity is allowed in the term $g\left(x, y^{\prime}\right)$, but no singularity. The result in [7] is also a special case. Our theorem does not require that the problem be either singular or nonlinear; after all, we would not expect nonsingular or linear problems to be worse than singular or nonlinear ones. We also include a uniqueness theorem which improves the one in [7].

Finally, we consider the problem studied in [6]. Modeling (1.3), we allow $g\left(x, y^{\prime}\right)$ in (1.11) to be singular at $x=a$. Our theorem allows, for example,

$$
g(x, z)=-\frac{|z|^{p}}{(x-a)^{q}},
$$

where $p \geqq 1$ and $q>0$. We allow boundary conditions of the form

$$
\begin{equation*}
y^{\prime}(a)=0, \quad b_{0} y(b)+b_{1} y^{\prime}(b)=B \tag{1.13}
\end{equation*}
$$

where $b_{1}, B \geqq 0$ and $b_{0}>0$. Again we provide significant extensions of the existence and uniqueness theorems in [6].

Our strategy is to construct a sequence of problems which appproximate (1.11), (1.12), which are not singular, but which "converge" to the singular problem. We apply a previous result [3] to obtain existence of a positive solution $\phi_{n}$ of the $n$th approximating problem and use a priori estimates to justify application of Ascoli's theorem.

The approximating problems are constructed in § 2 ; $\S 3$ contains basic information on qualitative behavior and a priori bounds for the approximating solutions. Existence and uniqueness for the problem (1.11), (1.12) with $g\left(x, y^{\prime}\right)$ nonsingular appear in $\S \S 4$ and 5 , while the results for $g\left(x, y^{\prime}\right)$ singular as $x \rightarrow a$ - appear in § 6 .

This effort was motivated by the desire to understand the underlying differences in the problems studied in [6], [7] by Waltman and his colleagues, who very kindly placed preprints of their work at my disposal.
2. Basic assumptions and approximating problems. The context for our study of the problem (1.11), (1.12) will allow singular behavior as $x \rightarrow a+$, as $x \rightarrow b-$, and as $y \rightarrow 0+$, and we shall seek positive solutions of (1.11), (1.12). From the perspective of the singularity at $y=0$, a solution $\phi(x)$ may keep its distance from zero and thereby render the singularity powerless, or the solution may approach zero as $x \rightarrow a+$ or as $x \rightarrow b-$, thus giving the singularity at $y=0$ opportunity to cause havoc. If (1.11), (1.12) has a positive solution $\phi(x)$ which is bounded away from zero as $x \rightarrow a+$ (respectively, $x \rightarrow b-$ ), we shall say that the singularity at $y=0$ is irrelevant at the endpoint $x=a$ (respectively, $x=b$ ).

Here are our basic assumptions regarding the differential equation (1.11):
(HF2) $\quad f(x, y)$ is nonincreasing in $y$ for each fixed $x \in(a, b)$;
(HG1) $g:[a, b] \times(-\infty, \infty) \rightarrow(-\infty, \infty)$ is continuous;

$$
\begin{equation*}
f:(a, b) \times(0, \infty) \rightarrow(0, \infty) \text { is continuous; } \tag{HF1}
\end{equation*}
$$

If, in (1.12), $b_{0}>0$, put $I=[a, b)$; if $b_{0}=0$ (Neumann data), put $I=[a, b]$.
(HG3) $\quad g$ satisfies a uniform Lipschitz condition in $z$ on each compact subset $S \subset I \times(-\infty, \infty)$. That is, given such a set $S$, there exists $K>0$ such that

$$
\left|g\left(x, z_{2}\right)-g\left(x, z_{1}\right)\right| \leqq K\left|z_{2}-z_{1}\right|
$$

whenever $\left(x, z_{2}\right),\left(x, z_{1}\right) \in S$;

$$
\begin{equation*}
\text { If } a_{1}=0 \text { and } b_{0}>0 \text {, then } g(x, z)=O\left(z^{2}\right) \text {, as } z \rightarrow+\infty \text {, uniformly for } x \in[a, b] ; \tag{HG4}
\end{equation*}
$$ If $b_{0}=0$, then $g(x, z)=O(z \log z)$ as $z \rightarrow+\infty$, uniformly for $x \in[a, b]$.

These conditions allow singular behavior of $f(x, y)$ near both endpoints of $(a, b)$ and as $y \rightarrow 0^{+}$. The term $g\left(x, y^{\prime}\right)$ allows significant nonlinearity in $y^{\prime}$, but essentially no singularity; later we will allow $g(x, z)$ to be singular as $x \rightarrow a+$.

Our strategy for finding a solution of (1.11), (1.12) is to construct a sequence of approximate problems to which we can apply a previous existence theorem and then use Ascoli's theorem on the corresponding sequence of solutions.

We will encounter a technical problem in the course of our work which is easily dispatched if $f(x, y)$ satisfies the following more restrictive condition than (HF1).

$$
\begin{equation*}
f:(a, b] \times(0, \infty) \rightarrow(0, \infty) \text { is continuous. } \tag{HF0}
\end{equation*}
$$

Our work will be facilitated if we keep this possibility in mind. We do this from the outset at follows. Define, for integers $n>2 /(b-a)$,

$$
\begin{aligned}
& h_{n}(x)= \begin{cases}n^{2}(x-a) & \text { for } a \leqq x<a+\frac{1}{n}, \\
n & \text { for } a+\frac{1}{n} \leqq x \leqq b-\frac{1}{n}, \\
n^{2}(b-x) & \text { for } b-\frac{1}{n}<x \leqq b,\end{cases} \\
& h_{n}^{*}(x)= \begin{cases}n^{2}(x-a) & \text { for } a \leqq x<a+\frac{1}{n}, \\
n & \text { for } a+\frac{1}{n} \leqq x \leqq b .\end{cases}
\end{aligned}
$$

So $h_{n}(x), h_{n}^{*}(x)$ are continuous (piecewise linear) functions on $a \leqq x \leqq b$. We shall use these functions to approximate $f(x, y)$ by bounded, continuous functions on $[a, b] \times$ $(-\infty, \infty)$. If $f(x, y)$ satisfies the more restrictive condition (HF0), we put

$$
f_{n}(x, y)=\min \left[h_{n}^{*}(x), f(x, y)\right] \quad \text { for }(x, y) \in(a, b] \times(0, \infty) ;
$$

if $f$ satisfies (HF1) but not (HF0), we put

$$
f_{n}(x, y)=\min \left[h_{n}(x), f(x, y)\right] \quad \text { for }(x, y) \in(a, b) \times(0, \infty) .
$$

In either case, $f_{n}(x, y)$ has a unique continuous extension to $[a, b] \times(0, \infty)$, and since $f(x, y)$ is nonincreasing in $y$, then we may define

$$
f_{n}(x, 0) \equiv \lim _{y \rightarrow 0^{+}} f_{n}(x, y) \quad \text { for } a \leqq x \leqq b
$$

and then extend $f_{n}(x, y)$ to $[a, b] \times(-\infty, \infty)$ by

$$
f_{n}(x, y) \equiv f_{n}(x, 0) \quad \text { if } y<0
$$

It is clear that now

$$
f_{n}:[a, b] \times(-\infty, \infty) \rightarrow(0, \infty) \text { is continuous }
$$

and $f_{n}(x, y)$ is nonincreasing in $y$ for each fixed $x \in[a, b]$. It is important to note also that $f_{n} \leqq f_{n+1} \leqq f$.

For each integer $n>2 /(b-a)$, we view
(ODE(n))

$$
y^{\prime \prime}+g\left(x, y^{\prime}\right)+f_{n}(x, y)=0
$$

as an approximation for (1.11). The existence of a solution $\phi_{n} \in C^{2}[a, b]$ of the boundary value problem consisting of ( $\mathrm{ODE}(\mathrm{n})$ ) and the boundary conditions (1.12) follows from existence theorems in [3]. In the case that $b_{0}=0$, then necessarily $a_{0} b_{1}>0$ and existence follows from (HG5) and Theorem 2.1 of [3]. To conclude existence in case $b_{0}>0$, we first change variables, replacing $x$ by $a+b-x$, to get the transformed problem

$$
\begin{gathered}
y^{\prime \prime}+g\left(a+b-x,-y^{\prime}\right)+f_{n}(a+b-x, y)=0, \quad a<x<b, \\
b_{0} y(a)-b_{1} y^{\prime}(a)=B, \quad a_{0} y(b)+a_{1} y^{\prime}(b)=A .
\end{gathered}
$$

Note that $\operatorname{zg}(a+b-x,-z) \leqq 0$. If $b_{0} a_{1}>0$, existence is a simple consequence of Theorem 2.1 of [3]. If $b_{0}>0$ and $a_{1}=0$, then $b_{0} a_{0}>0$ and existence follows from (HG4) and Theorem 2.2 of [3].

Before collecting some qualitative information about the graphs of these solutions $\phi_{n}(x)$, we state the following consequence of the maximum principle.

Lemma 2.1. Let $T_{n}(y)=y^{\prime \prime}+g\left(x, y^{\prime}\right)+f_{n}(x, y)$. Suppose that $T_{n} \phi(x) \geqq 0, T_{n} \psi(x) \leqq$ 0 , and $\phi(x)>\psi(x)$ for $x \in[c, d] \subset$ I. If $\phi-\psi$ is not constant on $[c, d]$, then $\phi-\psi$ cannot attain its maximum on $[c, d]$ at an interior point of $[c, d]$. This maximum can only occur at $c$ with $\phi^{\prime}(c)<\psi^{\prime}(c)$ or at $d$ with $\phi^{\prime}(d)>\psi^{\prime}(d)$.

Proof. We use the standard procedure. Since $T_{n} \phi(x) \geqq 0, T_{n} \psi(x) \leqq 0$ on [c,d], then $u=\phi-\psi$ satisfies

$$
u^{\prime \prime}+a(x) u^{\prime}+b(x) u \geqq 0, \quad c \leqq x \leqq d,
$$

where

$$
a(x)= \begin{cases}\frac{g\left(x, \phi^{\prime}(x)\right)-g\left(x, \psi^{\prime}(x)\right)}{\phi^{\prime}(x)-\psi^{\prime}(x)} & \text { if } \phi^{\prime}(x) \neq \psi^{\prime}(x), \\ 0 & \text { if } \phi^{\prime}(x)=\psi^{\prime}(x)\end{cases}
$$

and

$$
b(x)=\frac{f_{n}(x, \phi(x))-f_{n}(x, \psi(x))}{\phi(x)-\psi(x)} .
$$

By (HG3), $a(x)$ is bounded on $[c, d]$ and since $f_{n}(x, y)$ is continuous and nonincreasing in $y$, then $b(x)$ is continuous and nonpositive on $[c, d]$. The maximum principle [12, pp. 6-7] therefore applies to complete the proof.
3. Approximating solutions: Behavior and estimates. We now describe qualitatively the graphs of $\phi_{n}(x)$.

Lemma 3.1. $\phi_{n}(x)$ has at most one critical point in $(a, b)$.
(a) If such a critical point $c_{n} \in(a, b)$ exists, then $a_{0} b_{0}>0$ and $\phi_{n}$ has an absolute maximum on $[a, b]$ at $c_{n}$,

$$
\begin{array}{lll}
\phi_{n}^{\prime}(x)<0, & \phi_{n}(x)>\left(B-b_{1} \phi_{n}^{\prime}(b)\right) / b_{0} & \text { for } c_{n}<x<b, \\
\phi_{n}^{\prime}(x)>0, & \phi_{n}(x) \geqq\left(a_{1} \phi_{n}^{\prime}(a)+A\right) / a_{0} & \text { for } a \leqq x<c_{n} .
\end{array}
$$

(b) If $\phi_{n}$ has no critical point in ( $a, b$ ), then $\phi_{n}$ attains an absolute maximum on $[a, b]$ at exactly one endpoint $c_{n}$ and either

$$
c_{n}=b, \quad a_{0}>0, \quad \phi_{n}^{\prime}(x)>0, \quad \phi_{n}(x) \geqq\left(a_{1} \phi_{n}^{\prime}(a)+A\right) / a_{0} \quad \text { for } a \leqq x<b,
$$

or

$$
c_{n}=a, \quad b_{0}>0, \quad \phi_{n}^{\prime}(x)<0, \quad \phi_{n}(x)>\left(B-b_{1} \phi_{n}^{\prime}(b)\right) / b_{0} \quad \text { for } a<x<b .
$$

Proof. If $\phi_{n}^{\prime}(c)=0$ for $c \in(a, b)$, then since (HG1), (HG2) imply $g(x, 0)=0$, for $a \leqq x \leqq b$, it follows from (HF1) that

$$
\phi_{n}^{\prime \prime}(c)=-f_{n}\left(c, \phi_{n}(c)\right)<0
$$

and thus $c$ gives a strict local maximum. Clearly, at most one such $c_{n}$ can exist. If such a $c_{n}$ exists, then it certainly gives an absolute maximum and $\phi_{n}^{\prime}(x)>0$ on ( $a, c_{n}$ ) and $\phi_{n}^{\prime}(x)<0$ on $\left(c_{n}, b\right)$. If no such critical point in $(a, b)$ exists, then $\phi_{n}^{\prime}(x)$ has the same sign throughout $(a, b)$. Suppose that $c_{n}>a$. By (HG2), we then have

$$
\phi_{n}^{\prime \prime}(x)=-g\left(x, \phi_{n}^{\prime}(x)\right)-f_{n}\left(x, \phi_{n}(x)\right)<0 \quad \text { for } a<x<c_{n},
$$

and $\phi_{n}(x)$ is concave down on ( $a, c_{n}$ ). Thus $\phi_{n}^{\prime}(x)$ is decreasing on [ $a, c_{n}$ ] with $\phi_{n}^{\prime}(a)>0$. The boundary condition at $x=a$ gives $a_{0} \phi_{n}(a)=a_{1} \phi_{n}^{\prime}(a)+A$. If $a_{1}=0$,
then $a_{0}>0$ by hypothesis; if $a_{1}>0$, then

$$
a_{0} \phi_{n}(a)=a_{1} \phi_{n}^{\prime}(a)+A \geq a_{1} \phi_{n}^{\prime}(a)>0
$$

forces $a_{0}>0$. Thus for $a \leqq x \leqq c_{n}$,

$$
\phi_{n}(x) \geqq \phi_{n}(a)=\left(a_{1} \phi_{n}^{\prime}(a)+A\right) / a_{0} .
$$

Suppose now that $c_{n}<b$ and focus attention on $\left(c_{n}, b\right)$. It can no longer be concluded that $\phi_{n}^{\prime \prime}(x)$ is negative and $\phi_{n}$ may not be concave down on $\left(c_{n}, b\right)$. (This loss of concavity is the root of technical difficulties with which (HF0) or some other alternative will assist later.) To show that $b_{0}>0$, suppose that $b_{0}=0, b_{1}>0$. Then the constant function $\phi(x)=\phi_{n}\left(c_{n}\right)$ satisfies $T_{n}(\phi)=f_{n}(x, \phi) \geqq 0$. We shall show that $\phi_{n}(x) \geqq \phi(x)$ on $\left[c_{n}, b\right]$, which contradicts the fact that $c_{n}$ gives a strict maximum for $\phi_{n}(x)$. Assuming that $\phi_{n}(x) \geqq \phi(x)$ is false, we may suppose that $\phi-\phi_{n}$ attains a positive maximum at some point $x_{0} \in\left[c_{n}, b\right]$. Clearly, $x_{0} \neq c_{n}$ since $\left(\phi-\phi_{n}\right)\left(c_{n}\right)=0$, and certainly $\phi-\phi_{n}$ is not constant on $\left(c_{n}, b\right]$. Choose $c \in\left(c_{n}, x_{0}\right)$ so that $\phi-\phi_{n}>0$ on [ $\left.c, x_{0}\right]$. Since $b_{1}(\phi-$ $\left.\phi_{n}\right)^{\prime}(b)=-B \leqq 0$, then surely $\left(\phi-\phi_{n}\right)^{\prime}\left(x_{0}\right) \leqq 0$, contradicting Lemma 2.1. Thus $b_{0}>0$ and the boundary condition at $x=b$ gives $\phi_{n}(x)>\phi_{n}(b)=\left(B-b_{1} \phi_{n}^{\prime}(b)\right) / b_{0}$ for $c_{n}<$ $x<b$, completing the proof.

Note that if the maximum of $\phi_{n}$ on $[a, b]$ occurs at $c_{n}<b$, we do not conclude that $\phi_{n}^{\prime}(b)<0$, in contrast to the fact that $\phi_{n}^{\prime}(a)>0$ if $c_{n}>a$. The possibility that $\phi_{n}^{\prime}(b)=0$ even though $c_{n}<b$ will be dealt with later.

Lemma 3.2. $\phi_{n}(x) \leqq \phi_{n+1}(x)$ for $a \leqq x \leqq b$ and integers $n \geqq 2 /(b-a)$.
Proof. Suppose on the contrary that for some $n$, the function $\phi_{n}-\phi_{n+1}$ attains a positive maximum at some point $x_{0} \in[a, b]$. Since $\phi_{n}-\phi_{n+1}$ satisfies

$$
\begin{equation*}
a_{0} y(a)-a_{1} y^{\prime}(a)=0, \quad b_{0} y(b)+b_{1} y^{\prime}(b)=0 \tag{3.1}
\end{equation*}
$$

and $a_{0}+b_{0}>0$, then $\phi_{n}-\phi_{n+1}$ is not constant on $[a, b]$. Note that $x_{0}=b$ implies $b_{0}=0$ and thus $I=[a, b]$. Clearly, there exists an interval $[c, d] \subset[a, b]$ with $x_{0} \in[c, d]$ and $\phi_{n}-\phi_{n+1}$ is positive and nonconstant on $[c, d]$. Since $T_{n}\left(\phi_{n}\right)=0$ and $f_{n}(x, y) \leqq f_{n+1}(x, y)$ implies $T_{n}\left(\phi_{n+1}\right) \leqq T_{n+1}\left(\phi_{n+1}\right)=0$, then Lemma 2.1 shows that $x_{0}=a$ and ( $\phi_{n}-$ $\left.\phi_{n+1}\right)^{\prime}\left(x_{0}\right)<0$ or $x_{0}=b$ and $\left(\phi_{n}-\phi_{n+1}\right)^{\prime}\left(x_{0}\right)>0$. Each of these is impossible because $\phi_{n}-\phi_{n+1}$ satisfies (3.1).

We now obtain estimates on the derivatives $\phi_{n}^{\prime}$ which will be central in allowing the use of Ascoli's theorem later.

Lemma 3.3. Suppose $c_{n}<b$ and $n>2 /(b-a)$. If $x_{1} \in(a, b), x_{1} \geqq c_{n}$, then

$$
\left|\phi_{n}^{\prime}(x)\right| \leqq\left|\phi_{n}^{\prime}\left(x_{1}\right)\right|+2 \int_{x_{1}}^{x} f\left(s, \phi_{n}(s)\right) d s \quad \text { for } x_{1} \leqq x<b
$$

Proof. With $x_{1}$ as described, choose and fix $x \in\left(x_{1}, b\right)$. Then choose $d$ so that $\left|\phi_{n}^{\prime}(x)\right|$ assumes its maximum on $\left[x_{1}, x\right]$ at $d$. By Lemma 3.1, $\phi_{n}^{\prime}(s)<0$ on $\left[x_{1}, x\right]$ and (HG2) implies that

$$
\phi_{n}^{\prime \prime}(s)=-g\left(s, \phi_{n}^{\prime}(s)\right)-f_{n}\left(s, \phi_{n}(s)\right) \geqq-f_{n}\left(s, \phi_{n}(s)\right), \quad x_{1} \leqq s \leqq x .
$$

Multiplying by $\phi_{n}^{\prime}(s)$ and integrating over $\left[x_{1}, d\right]$, we obtain

$$
\left|\phi_{n}^{\prime}(d)\right|^{2} \leqq\left|\phi_{n}^{\prime}\left(x_{1}\right)\right|^{2}-2 \int_{x_{1}}^{d} \phi_{n}^{\prime}(s) f_{n}\left(s, \phi_{n}(s)\right) d s
$$

Since $\left|\phi_{n}^{\prime}(d)\right|=-\phi_{n}^{\prime}(d)$ is the maximum value of $\left|\phi_{n}^{\prime}(s)\right|$ on $\left[x_{1}, d\right]$, there follows

$$
\left|\phi_{n}^{\prime}(d)\right|^{2} \leqq\left|\phi_{n}^{\prime}\left(x_{1}\right)\right|^{2}+2\left|\phi_{n}^{\prime}(d)\right| \int_{x_{1}}^{d} f_{n}\left(s, \phi_{n}(s)\right) d s
$$

The desired result is obtained after division by $\left|\phi_{n}^{\prime}(d)\right|$.

Lemma 3.4. Suppose $c_{n}>a$.
(i) If $a_{1}>0$, then $0 \leqq \phi_{n}^{\prime}(x)<a_{0} \phi_{n}\left(c_{n}\right) / a_{1}$, for $a \leqq x \leqq c_{n}$.
(ii) If $a_{1}=0, b_{0}>0$, and $x_{2} \in(a, b), x_{2} \leqq c_{n}$, then there exist positive numbers $K_{1}$, $z_{1}$, independent of $n$, so that

$$
0 \leqq \phi_{n}^{\prime}(x) \leqq 2 \exp \left(2 K_{1} \phi_{n}\left(c_{n}\right)\right)\left\{z_{1}+\phi_{n}^{\prime}\left(x_{2}\right)+2 \int_{x}^{x_{2}} f\left(s, \phi_{n}(s)\right) d s\right\}
$$

for $a<x \leqq x_{2}$.
(iii) If $b_{0}=0$ and $x_{2} \in(a, b)$, then there exist positive numbers $K_{2}, z_{2}$, independent of $n$, so that

$$
\log \log \phi_{n}^{\prime}(x) \leqq \log \log z_{2}+K_{2}(b-a)+\frac{\int_{x}^{x_{2}} f\left(s, \phi_{n}(s)\right) d s}{z_{2} \log z_{2}}
$$

for $a<x \leqq x_{2}$.
Proof. If $a_{1}>0$, the boundary condition at $x=a$ gives $\phi_{n}^{\prime}(a) \leqq a_{0} \phi_{n}(a) / a_{1}$ and (i) follows from the facts that $\phi_{n}(a)<\phi_{n}\left(c_{n}\right)$ and $\phi_{n}$ is concave down on $\left(a, c_{n}\right)$. We pass to (ii) and so may use (HG4). Thus there exist positive constants $K_{1}, z_{1}$ so that

$$
g(x, z) \leqq K_{1} z^{2} \quad \text { for } z \geqq z_{1} .
$$

Arguing by contradiction, suppose that there exists $x_{0} \in\left(a, x_{2}\right)$ for which

$$
\phi_{n}^{\prime}\left(x_{0}\right)>2 \exp \left(2 K_{1} \phi_{n}\left(c_{n}\right)\right)\left\{z_{1}+\phi_{n}^{\prime}\left(x_{2}\right)+2 \int_{x_{0}}^{x_{2}} f\left(s, \phi_{n}(s)\right) d s\right\} .
$$

Then we may choose $x_{1} \in\left(x_{0}, x_{2}\right)$ so that

$$
\phi_{n}^{\prime}\left(x_{1}\right)=M \equiv\left\{z_{1}+\phi_{n}^{\prime}\left(x_{2}\right)+2 \int_{x_{0}}^{x_{2}} f\left(s, \phi_{n}(s)\right) d s\right\},
$$

and $\phi_{n}^{\prime}(x)>M$ for $x_{0} \leqq x<x_{1}$. The differential equation then gives

$$
\phi_{n}^{\prime \prime}(x)=-g\left(x, \phi_{n}^{\prime}(x)\right)-f_{n}\left(x, \phi_{n}(x)\right) \geqq-K_{1}\left(\phi_{n}^{\prime}(x)\right)^{2}-f\left(x, \phi_{n}(x)\right)
$$

for $x_{0} \leqq x \leqq x_{1}$. Dividing by $\left(\phi_{n}^{\prime}(x)\right)^{2}$ and integrating over $\left[x_{0}, x\right]$, where $x_{0}<x \leqq x_{1}$, we get

$$
\frac{1}{\phi_{n}^{\prime}\left(x_{0}\right)}-\frac{1}{\phi_{n}^{\prime}(x)} \geqq-K_{1}\left(x-x_{0}\right)-\frac{\int_{x_{0}}^{x} f\left(s, \phi_{n}(s)\right) d s}{\left(\phi_{n}^{\prime}(x)\right)^{2}}
$$

since $\phi_{n}^{\prime}(x)$ is the minimum value of $\phi_{n}^{\prime}$ on $\left[x_{0}, x\right]$. Then

$$
\phi_{n}^{\prime}(x)>2 \int_{x_{0}}^{x} f\left(s, \phi_{n}(s)\right) d s
$$

implies

$$
\frac{1}{2 \phi_{n}^{\prime}(x)} \leqq \frac{1}{\phi_{n}^{\prime}(x)}\left[1-\frac{\int_{x_{0}}^{x} f\left(s, \phi_{n}(s)\right) d s}{\phi_{n}^{\prime}(x)}\right] \leqq K_{1}\left(x-x_{0}\right)+\frac{1}{\phi_{n}^{\prime}\left(x_{0}\right)} .
$$

Thus

$$
\begin{equation*}
2 \phi_{n}^{\prime}(x) \geqq \frac{\phi_{n}^{\prime}\left(x_{0}\right)}{K_{1} \phi_{n}^{\prime}\left(x_{0}\right)\left(x-x_{0}\right)+1}, \quad x_{0}<x \leqq x_{1} \tag{3.2}
\end{equation*}
$$

Integrating (3.2) over $\left[x_{0}, x_{1}\right]$ and then using (3.2) again for the value $x=x_{1}$ produces

$$
2\left(\phi_{n}\left(x_{1}\right)-\phi_{n}\left(x_{0}\right)\right) \geqq \frac{1}{K_{1}} \log \left(K_{1} \phi_{n}^{\prime}\left(x_{0}\right)\left(x_{1}-x_{0}\right)+1\right)
$$

and

$$
2 K_{1} \phi_{n}\left(c_{n}\right) \geqq \log \left[\frac{\phi_{n}^{\prime}\left(x_{0}\right)}{2 \phi_{n}^{\prime}\left(x_{1}\right)}\right],
$$

which leads to

$$
\phi_{n}^{\prime}\left(x_{0}\right) \leqq 2 M \exp \left(2 K_{1} \phi_{n}\left(c_{n}\right)\right),
$$

a contradiction.
To prove (iii), we may use (HG5). So there exists $z_{2}>0, K_{2}>0$ such that

$$
g(x, z) \leqq K_{2} z \log z \quad \text { for } z \geqq z_{2} .
$$

We may surely assume that $z_{2}>B / b_{1}=\phi_{n}^{\prime}(b)$. If $\phi_{n}^{\prime}(x) \leqq z_{2}$ on $\left(a, x_{2}\right)$, there is nothing to prove. Otherwise there exists $x_{1} \in\left(a, x_{2}\right)$ such that $\phi_{n}^{\prime}\left(x_{1}\right)=z_{2}$ and $\phi_{n}^{\prime}(x)>z_{2}$ for $a \leqq x<x_{1}$. Then

$$
\phi_{n}^{\prime \prime}(s) \geqq-K_{2} \phi_{n}^{\prime}(s) \log \left(\phi_{n}^{\prime}(s)\right)-f\left(s, \phi_{n}(s)\right), \quad a<s \leqq x_{1} .
$$

After dividing by $\phi_{n}^{\prime} \log \phi_{n}^{\prime}$ and integrating from $x$ to $x_{1}$, we obtain the desired conclusion.
4. Existence. We are now ready to formulate and prove our main result giving sufficient conditions for the existence of a solution $\phi$ of problem (1.11), (1.12). As might be expected, these conditions are less demanding if the singularity at $y=0$ is irrelevant at one or both endpoints. Since we intend to construct our solution using Ascoli's theorem as the limit of the subsequence of the solutions $\left\{\phi_{n}\right\}$ of the approximating problems, we look to Lemmas 3.1 and 3.2 for guidance. Let $N$ be the smallest integer larger than $2 /(b-a)$ and suppose $n \geqq N$. If $A+a_{1}>0$, then Lemma 3.1 implies that $\phi_{n}(a)>0$; from Lemma 3.2, it follows that $\phi(a)$ will also be positive and thus the singularity at $y=0$ will be irrelevant at $x=a$. The other endpoint is more troublesome, because Lemma 3.1 does not guarantee that $\phi_{n}^{\prime}(b)$ will be negative if $c_{n}<b$. If $B>0$, then certainly $\phi_{n}(b)>0$ and the singularity at $y=0$ is also irrelevant at $x=b$. We immediately give simple conditions which force $\phi_{n}^{\prime}(b)<0$ when $c_{n}<b$. This can be accomplished via either the function $g\left(x, y^{\prime}\right)$ or the function $f(x, y)$. Here is the condition on $g$ :
(HG6) There exists $\delta>0$ so that $g(x, z)=O(|z|)$ as $z \rightarrow 0$-, uniformly for $x \in$ $[b-\delta, b]$.

Lemma 4.1. Suppose $c_{n}<b$ and either that $f$ satisfies the stronger condition (HF0) or that $g$ satisfies (HG6). Then $\phi_{n}^{\prime}(b)<0$.

Proof. By Lemma 3.1, $\phi_{n}$ attains its minimum on $\left[c_{n}, b\right]$ at $b$ where $\phi_{n}^{\prime}(b) \leqq 0$. Assuming that $f$ satisfies (HFO) and $\phi_{n}^{\prime}(b)=0$, then

$$
\phi_{n}^{\prime \prime}(b)=-f_{n}\left(b, \phi_{n}(b)\right)<0,
$$

which is clearly impossible. Thus $\phi_{n}^{\prime}(b)<0$. If $g(x, z)$ satisfies (HG6) and $\phi_{n}^{\prime}(b)=0$, then we may assume that $c_{n}<b-\delta$ and that there exists a constant $k$ so that $\left|g\left(x, \phi_{n}^{\prime}(x)\right)\right| \leqq k\left|\phi_{n}^{\prime}(x)\right|$ for $x \in[b-\delta, b)$. Thus

$$
\phi_{n}^{\prime \prime}(x)+k \phi_{n}^{\prime}(x) \leqq \phi_{n}^{\prime \prime}(x)+g\left(x, \phi_{n}^{\prime}(x)\right)=-f\left(x, \phi_{n}(x)\right)<0, \quad b-\delta \leqq x<b .
$$

Multiplying by $\exp (k x)$ and integrating, we get

$$
\exp (k b) \phi_{n}^{\prime}(b)<\exp (k(b-\delta)) \phi_{n}^{\prime}(b-\delta)<0
$$

a contradiction. Thus $\phi_{n}^{\prime}(b)<0$.

If the hypotheses of Lemma 4.1 are satisfied, then Lemma 3.1 implies that the singularity at $y=0$ will be irrelevant at $x=b$ if $B=0, b_{1}>0$. In order to get a solution of (1.11), (1.12) which is sufficiently smooth at an endpoint of [ $a, b$ ], we shall need to impose certain integrability conditions on $f(x, y)$ near that endpoint. Let $m$ be the midpoint of $[a, b]$. Here are the various conditions:

$$
\begin{align*}
& \int_{a}^{m} f(x, \theta(x-a)) d x<\infty \text { for } \theta>0,  \tag{a1}\\
& \int_{a}^{m} f(x, y) d x<\infty \quad \text { for } y>0
\end{align*}
$$

$$
\begin{align*}
& \int_{a}^{m}(x-a) f(x, y) d x<\infty \text { for } y>0  \tag{a3}\\
& \int_{m}^{b} f(x, \theta(b-x)) d x<\infty \text { for } \theta>0  \tag{b1}\\
& \int_{m}^{b} f(x, y) d x<\infty \text { for } y>0  \tag{b2}\\
& \int_{m}^{b}(b-x) f(x, y) d x<\infty \text { for } y>0 \tag{b3}
\end{align*}
$$

We say that $f(x, y)$ satisfies the strong integrability condition at $x=a$ if $f(x, y)$ satisfies (a2) in case $A+a_{1}>0$, and $f(x, y)$ satisfies (a1) in case $A+a_{1}=0$. Similarly, $f(x, y)$ satisfies the strong integrability condition at $x=b$ if $f(x, y)$ satisfies (b2) in the case where $B+b_{1}>0$, and $f(x, y)$ satisfies (b1) in the case where $B+b_{1}=0$; we also require that $f(x, y)$ satisfy HF0 if $B=0, b_{0}>0$, and $g(x, z)$ fails to satisfy (HG6). These are essentially the conditions used by Taliaferro in [13] and later in [7] in the case that $g(x, z) \equiv 0$.

To allow for the possibility that a solution's derivative is unbounded near a Dirichlet endpoint, we also consider "weak" integrability conditions analogous to those of Taliaferro [13]. We say that $f(x, y)$ satisfies the weak integrability condition at $x=b$ if $f(x, y)$ satisfies (b3). Similarly, $f(x, y)$ satisfies the weak integrability condition at $x=a$ if $f(x, y)$ satisfies (a3) when $g(x, z)=O(z)$ as $z \rightarrow+\infty$; otherwise, we must strengthen this condition to (a2). Since the weak conditions will only be considered at Dirichlet endpoints, it is clear that the weak condition at $x=a$ is no weaker than the strong condition if $A>0$ and $g(x, z)$ is not $O(z)$ for large $z$. We leave open the question of whether or not this strengthened condition is necessary.

For the purpose of easy reference and hopefully to make the proof transparent, we begin with several simple lemmas.

Lemma 4.2. If $f(x, y)$ satisfies the strong integrability condition at $x=a$, then $f\left(x, \phi_{n}(x)\right)$ is integrable over the interval $[a, m]$. Iff $(x, y)$ satisfies the strong integrability condition at $x=b$, then $f\left(x, \phi_{n}(x)\right)$ is integrable over the interval $[m, b]$.

Proof. If $A+a_{1}>0$, then Lemma 3.1 implies that there exists $y>0$ so that $\phi_{n}(x) \geqq y$ on [ $a, m$ ]; thus by (HF2), $f\left(x, \phi_{n}(x)\right) \leqq f(x, y)$ on [ $a, m$ ]. If $A+a_{1}=0$, Lemma 3.1 implies that $\phi_{n}^{\prime}(a)>0$ and so there exists $\theta>0$ for which $\phi_{n}(x) \geqq \theta(x-a)$ on [a,m], so by (HF2) again, $f\left(x, \phi_{n}(x)\right) \leqq f(x, \theta(x-a))$. The second statement follows similarly, but Lemma 4.1 must also be used.

Lemma 4.3. If $f(x, y)$ satisfies the weak integrability condition at $x=a$, then $\int_{x}^{m} f(s, y) d s$ is integrable over the interval $a \leqq x \leqq m$ for each fixed $y>0 . \operatorname{Iff}(x, y)$ satisfies
the weak integrability condition at $x=b$, then $\int_{m}^{x} f(s, y) d s$ is integrable over the interval $m \leqq x \leqq b$ for each fixed $y>0$.

Proof. Fubini's theorem gives

$$
\int_{a}^{m} \int_{x}^{m} f(s, y) d s d x=\int_{a}^{m}(s-a) f(s, y) d s
$$

implying that the first statement. The second statement is similar.
These integrability statements will be used in tandem with the next lemma to obtain equicontinuity.

Lemma 4.4. If $h(x)$ is integrable over some interval $[c, d]$, then given $\varepsilon>0$, there exists $\delta>0$ so that $c \leqq x_{1}<x_{2} \leqq d$ and $x_{2}-x_{1}<\delta$ implies $\int_{x_{1}}^{x_{2}}|h(x)| d x<\varepsilon$.

Proof. This statement is the well-known fact from real analysis about absolute continuity of integrals.

Here are some intuitive remarks about our general strategy. To fix ideas, consider the case that $c_{n}$ lies strictly between $a$ and $b$. We want to use Lemma 3.3 to get uniform bounds on $\phi_{n}^{\prime}$ to the right of $c_{n}$. If Lemma 4.2 applies, we expect uniform bounds up to $b$ and we would like to integrate to get uniform bounds on $\phi_{n}\left(c_{n}\right)$; alternatively, we expect to integrate using Lemma 4.3 to get uniform bounds on $\phi_{n}\left(c_{n}\right)$. Then we want to use the estimates in Lemma 3.4 to obtain bounds to the left of $c_{n}$. But we have problems to overcome: if the $c_{n}$ could accumulate at $a$ and the strong integrability condition fails at $a$, the bound of Lemma 3.3 would fail us near $c_{n}$. Without an a priori bound on $\phi_{n}\left(c_{n}\right)$, the first two estimates in Lemma 3.4 are useless. Also, if the $c_{n}$ could accumulate at $b$, the estimates of Lemma 3.4(ii) and (iii) would fail us near $c_{n}$. So an important part of the main proof is to show that the $c_{n}$ cannot accumulate at a weak endpoint and the prevention of such accumulation at $a$ is the technical problem to which we earlier referred. The extra assumption on $g(x, z)$ will be used via the following lemma.

Lemma 4.5. Suppose $c_{n}>$ a and $g(x, z)=O(z)$ as $z \rightarrow+\infty$. If $x_{2} \in(a, b)$ and $x_{2} \leqq c_{n}$, then there exist constants $z_{1}$ and $K_{1}$ so that

$$
\phi_{n}^{\prime}(x) \leqq \exp \left(K_{1}(b-a)\right)\left\{z_{1}+\phi_{n}^{\prime}\left(x_{2}\right)+\int_{x}^{x_{2}} f\left(s, \phi_{n}(s)\right) d s\right\}
$$

for $a<x<x_{2}$.
Proof. By hypothesis, there exist $z_{1}$ and $K_{1}$ so that $g(x, z) \leqq K_{1} z$ for $z \geqq z_{1}$. If $\phi_{n}^{\prime}(x) \leqq z_{1}+\phi_{n}^{\prime}\left(x_{2}\right)$ for $a \leqq x \leqq x_{2}$, there is nothing to prove. Otherwise, there exists $x_{1} \in\left(a, x_{2}\right)$ such that $\phi_{n}^{\prime}\left(x_{1}\right)=z_{1}+\phi_{n}^{\prime}\left(x_{2}\right)$. Then

$$
\phi_{n}^{\prime \prime}(s)+K_{1} \phi_{n}^{\prime}(s) \geqq-f_{n}\left(s, \phi_{n}(s)\right) \quad \text { for } a<s<x_{1},
$$

and integration over $\left[x, x_{1}\right.$ ] leads quickly to the conclusion.
It will be convenient to have the following trivial extension of the usual Ascoli theorem.

Lemma 4.6. Suppose that $\left\{g_{n}\right\}$ is an equicontinuous sequence of functions on a finite interval $[c, d]$ and there exists a point $x_{0}$ in $[c, d]$ for which $\left\{g_{n}\left(x_{0}\right)\right\}$ is bounded. Then $\left\{g_{n}\right\}$ contains a uniformly convergent subsequence on $[c, d]$.

Proof. The hypotheses imply that $\left\{g_{n}\right\}$ is uniformly bounded on $[c, d]$ so Ascoli's theorem applies.

Here is our main theorem.
Theorem 4.1. Suppose that f, g satisfy (HF1)-(HF2) and (HG1)-(HG5). At each endpoint of $[a, b]$, suppose either that $f(x, y)$ satisfies the strong integrability condition, or that the boundary condition at that endpoint is a Dirichlet condition and $f(x, y)$ satisfies
the weak integrability condition. Let J denote the interval obtained by removing from $[a, b]$ any endpoint at which $f(x, y)$ fails to satisfy the strong integrability condition. Then the boundary value problem (1.11), (1.12) has at least one solution $\phi \in$ $C^{2}(a, b) \cap C^{1}(J) \cap C[a, b]$. Moreover, if $A+a_{0}=0$, then $\phi^{\prime}$ satisfies the inequality

$$
\begin{equation*}
\left|\phi^{\prime}(x)\right| \leqq 2 \int_{a}^{x} f(s, \phi(s)) d s<+\infty \quad \text { for } a \leqq x<b \tag{4.1}
\end{equation*}
$$

Proof. We shall show that some subsequence of $\left\{\phi_{n}\right\}$ satisfies the hypotheses of Lemma 4.6 and that the corresponding subsequence of $\left\{\phi_{n}^{\prime}\right\}$ is uniformly bounded on each compact subset of $J$, and then use a slight modification of the familiar diagonalization argument with Ascoli's theorem. Because the argument differs if the point $c_{n}$ where the maximum of $\phi_{n}$ occurs is an endpoint, we shall arrange our proof to deal conveniently with these special cases first. So we begin with the case that $c_{n}=b$ for infinitely many values of $n \geqq N$ and temporarily focus attention on these values of $n$.

Suppose $b_{0}>0$. Then the boundary condition at $x=b$ guarantees that $\phi_{n}(b) \leqq$ $B / b_{0}$. If $a_{1}>0$, then $\left\{\phi_{n}^{\prime}\right\}$ is uniformly bounded on [a, b] by Lemma 3.4(i) and hence $\left\{\phi_{n}\right\}$ is equicontinuous on $[a, b]$. So we pass to the case that $a_{1}=0$. Here the concavity of $\phi_{n}$ on $[a, b]$ implies that

$$
\begin{equation*}
\phi_{n}^{\prime}(m)(m-a)<\int_{a}^{m} \phi_{n}^{\prime}(x) d x=\phi_{n}(m)-\phi_{n}(a)<\frac{B}{b_{0}} \tag{4.2}
\end{equation*}
$$

so Lemma 3.4(ii) applies (with $x_{2}=m$ ) to give constants $C_{1}$ and $C_{2}$ so that

$$
\begin{equation*}
\phi_{n}^{\prime}(x) \leqq C_{1}+C_{2} \int_{x}^{m} f\left(s, \phi_{n}(s)\right) d s \leqq C_{1}+C_{2} \int_{x}^{m} f\left(s, \phi_{N}(s)\right) d s \tag{4.3}
\end{equation*}
$$

for $a<x \leqq m$. Thus, using Lemma 4.2 if needed, we conclude from the concavity that $\left\{\phi_{n}^{\prime}\right\}$ is uniformly bounded on each compact subset of $J$. To show the equicontinuity of $\left\{\phi_{n}\right\}$ on $[a, b]$, let $\varepsilon>0$ be given. Define

$$
h(x)=C_{1}+C_{2} \int_{x}^{m} f\left(s, \frac{\varepsilon}{2}\right) d s \quad \text { for } a<x \leqq m
$$

and

$$
h(x)=\frac{B}{(m-a) b_{0}} \quad \text { for } m<x \leqq b .
$$

By Lemma 4.3, $h(x)$ is integrable over [ $a, b$ ]. Let $\delta>0$ be the number given by Lemma 4.4 (with $\varepsilon$ replaced by $\varepsilon / 2$ and [ $c, d$ ] replaced by [ $a, b]$ ). We show that $a \leqq x_{1}<x_{2} \leqq b$ and $x_{2}-x_{1}<\delta$ implies

$$
\begin{equation*}
\left|\phi_{n}\left(x_{2}\right)-\phi_{n}\left(x_{1}\right)\right|<\varepsilon . \tag{4.4}
\end{equation*}
$$

If $\phi_{n}(b)-\phi_{n}(a)<\varepsilon$, there is nothing to prove. Otherwise, choose $a_{n} \in(a, b)$ so that $\phi_{n}\left(a_{n}\right)=\phi_{n}(a)+\varepsilon / 2$. Then if $x_{1} \geqq a_{n}$, (4.2) and (4.3) imply $\phi_{n}^{\prime}(x) \leqq h(x)$ on $\left[x_{1}, x_{2}\right]$ and integration gives (4.4) with $\varepsilon$ replaced by $\varepsilon / 2$. For $x_{1}<a_{n}$, (4.4) follows immediately from the triangle inequality. If $b_{0}=0$, then $a_{0}>0$ and $b_{1}>0$. Thus from the boundary conditions, $\left\{\phi_{n}(a)\right\}$ is bounded by $A / a_{0}$ and $\left\{\phi_{n}^{\prime}(b)\right\}$ is bounded by $B / b_{1}$. Also the strong integrability condition is satisfied at $x=b$. If $f(x, y)$ satisfies (a2), then Lemma 3.4(iii) applies (with $x_{2}$ replaced by $b$ ) to give a uniform bound for $\left\{\phi_{n}^{\prime}\right\}$ on $[a, b]$ and equicontinuity of $\left\{\phi_{n}\right\}$ on $[a, b]$ is immediate. Otherwise, Lemma 4.5 may be applied to give (4.3) again and the argument in the case $b_{0}>0$ may be repeated. So we have the desired subsequence if $c_{n}=b$ for infinitely many $n$.

We now pass to the case that $c_{n}=a$ for infinitely many $n$. First suppose that $a_{1}>0$. Then $-A / a_{1}<\phi_{n}^{\prime}(a) \leqq 0$ and the strong integrability condition is satisfied at $x=a$. The bound for $\phi_{n}^{\prime}$ of Lemma 3.3 may now be used for $h(x)$ with Lemmas 4.3 and 4.4 to show that $\left\{\phi_{n}\right\}$ is equicontinuous on $[a, b]$. If $x=b$ is a Dirichlet endpoint, then $\left\{\phi_{n}(b)\right\}$ is bounded and we are done; otherwise the strong integrability condition is also satisfied at $x=b$, Lemma 3.3 gives a uniform bound on $\left\{\phi_{n}^{\prime}\right\}$ on $[a, b]$, and at least one of the boundary conditions then gives a bound on $\left\{\phi_{n}\right\}$ at the corresponding endpoint. Next suppose that $a_{1}=0$. Then $\phi_{n}(a)=A / a_{0}$ for every $n$ of interest, providing a uniform bound for $\left\{\phi_{n}\right\}$ on $[a, b]$. With an eye to using Lemma 3.3, we shall show that if $x_{1} \in(a, b)$, then $\left\{\phi_{n}^{\prime}\left(x_{1}\right)\right\}$ is bounded. Choose $x_{0}$ as the midpoint of [ $a, x_{1}$ ]. Applying Lemma 3.3 (with the roles of $x$ and $x_{1}$ interchanged), we easily conclude that

$$
\phi_{n}^{\prime}(x) \leqq \phi_{n}^{\prime}\left(x_{1}\right)+2 \int_{x_{0}}^{x_{1}} f\left(s, \phi_{N}(s)\right) d s \quad \text { for } x_{0} \leqq x \leqq x_{1} .
$$

If $\left\{\phi_{n}^{\prime}\left(x_{1}\right)\right\}$ was unbounded below, integration from $x_{0}$ to $x_{1}$ would force $\left\{\phi_{n}\left(x_{0}\right)\right\}$ to be unbounded, contradicting the uniform bound on $[a, b]$. To show the equicontinuity of $\left\{\phi_{n}\right\}$ on $[a, b]$, choose $\varepsilon>0$. If $\phi_{n}(b)-\phi_{n}(a)<\varepsilon$, there is nothing to prove. Otherwise, choose $x_{1}$ so that $\phi_{N}\left(x_{1}\right)=A / a_{0}-\varepsilon / 3$ and $b_{n}$ so that $\phi_{n}\left(b_{n}\right)<\phi_{n}(b)+\varepsilon$. With this choice of $x_{1}$, let

$$
h(x)=\phi_{n}^{\prime}\left(x_{1}\right)+\int_{x_{1}}^{x} f\left(s, \frac{\varepsilon}{3}\right) d s \quad \text { for } x_{1}<x<b .
$$

Then Lemma 3.3 shows that $h(x)$ is a bound for $\phi_{n}^{\prime}(x)$ on $\left[x_{1}, b_{n}\right.$ ], and Lemmas 4.3 and 4.4 may be used as before to finish the proof. So now we have the desired subsequence in the case that $c_{n}=a$ for infinitely many $n$.

If neither of the earlier cases hold, then there exists $M>N$ for which $c_{n} \in(a, b)$ for all $n \geqq M$. It is necessary to know shortly that the sequence $\left\{c_{n}\right\}$ is bounded away from any weak endpoint, for $n \geqq M$. If $b$ is a weak endpoint, then

$$
\phi_{n}\left(c_{n}\right)-\phi_{n}(b)>\phi_{M}\left(c_{M}\right)-\phi_{M}(b) \equiv Q \quad \text { for } n>M
$$

Choose $b_{n} \in\left(c_{n}, b\right)$ so that $\phi_{n}\left(b_{n}\right)=\phi_{n}(b)+Q / 2$. Integrating the bound of Lemma 3.3 (with $x_{1}$ replaced by $c_{n}$ ), we find that

$$
\frac{Q}{2}<\phi_{n}\left(c_{n}\right)-\phi_{n}\left(b_{n}\right) \leqq 2 \int_{c_{n}}^{b} \int_{c_{n}}^{x} f\left(s, \frac{Q}{2}\right) d s d x
$$

a clear contradiction of Lemma 4.4 if $\left\{c_{n}\right\}$ is not bounded away from $x=b$.
Suppose $a$ is a weak endpoint. If $f(x, y)$ satisfies (a2), then the estimate of Lemma 3.3 (with $x_{1}=c_{n}$ ) may be integrated to show that $\phi_{n}\left(c_{n}\right)$ is bounded and then the estimate of Lemma 3.4(ii) may be used (with $x_{2}=c_{n}$ ) and integrated to contradict Lemma 4.4 if $c_{n}$ is not bounded away from $x=a$; otherwise we may integrate the estimate of Lemma 4.5 and again contradict Lemma 4.4 if $c_{n}$ is not bounded away from $x=a$.

If $b$ is a strong endpoint, then Lemma 3.3 (with $x_{1}=c_{n}$ ) implies that $\left\{\phi_{n}^{\prime}(b)\right\}$ is bounded; here we use either that $a$ is a strong endpoint or that $\left\{c_{n}\right\}$ is bounded away from $a$. Since $c_{n}<b$, Lemma 3.1 forces $b_{0}>0$. Whether or not $b$ is a strong endpoint, the boundary condition at $x=b$ then gives a bound on $\left\{\phi_{n}(b)\right\}$ and integration of the estimate of Lemma 3.3 (with $x_{1}=c_{n}$ ) over [ $\left.c_{n}, b\right]$ produces a bound on $\left\{\phi_{n}\left(c_{n}\right)\right\}$ for $n \geqq M$. The uniform boundedness of $\left\{\phi_{n}^{\prime}\right\}$ on each compact subset of $J$ now follows from Lemma 3.3 and either Lemma 3.4(i) or (ii) or Lemma 4.5.

To establish the equicontinuity of $\phi_{n}$ on [ $a, b$ ], let $\varepsilon>0$ be given. It suffices to show that on each of $\left[a, c_{n}\right]$ and $\left[c_{n}, b\right]$, there exists $\delta>0$ so that

$$
\left|\phi_{n}\left(x_{2}\right)-\phi_{n}\left(x_{1}\right)\right|<\varepsilon / 2
$$

whenever $\left|x_{2}-x_{1}\right|<\delta$. The argument is similar in each case. To illustrate, consider the interval $\left[a, c_{n}\right]$. If

$$
\phi_{n}\left(c_{n}\right)-\phi_{n}(a)<\varepsilon / 2
$$

there is nothing to prove. Otherwise, choose $a_{n} \in\left[a, c_{n}\right]$ so that $\phi_{n}\left(a_{n}\right)=\phi_{n}(a)+\varepsilon / 4$. Depending on the integrability hypothesis satisfied at $x=a$, either the estimate of Lemma 3.4(i) or (ii) or that of Lemma 4.5 may be integrated and Lemma 4.4 used to show that there exists $\delta>0$ for which

$$
\phi_{n}\left(x_{2}\right)-\phi_{n}\left(x_{1}\right)<\varepsilon / 4
$$

whenever $x_{2}-x_{1}<\delta$ on [ $a_{n}, c_{n}$ ], and the desired conclusion follows.
We thus conclude in all cases that there exists a subsequence of $\left\{\phi_{n}\right\}$ which satisfies the hypotheses of Lemma 4.6 and for which $\left\{\phi_{n}^{\prime}\right\}$ is uniformly bounded on each compact subset of $J$. To apply Ascoli's theorem to $\left\{\phi_{n}^{\prime}\right\}$, we need to know that $\left\{\phi_{n}^{\prime}\right\}$ is equicontinuous on each compact subinterval $J_{1}$ of $J$. Since $\left\{\phi_{n}^{\prime}\right\}$ is uniformly bounded on $J_{1}$ and $g(x, z)$ is continuous, $\left\{g\left(x, \phi_{n}^{\prime}(x)\right)\right\}$ is uniformly bounded on $J_{1}$. Using the differential equation, there then exists a constant $C$ so that

$$
\left|\phi_{n}^{\prime \prime}(x)\right|<C+f\left(x, \phi_{N}(x)\right) \quad \text { for } x \in J_{1} .
$$

Using Lemmas 4.2 and 4.4 , we may integrate this estimate to show that $\left\{\phi_{n}^{\prime}\right\}$ is equicontinuous on $J_{1}$. The usual diagonalization argument now produces a further subsequence of $\left\{\phi_{n}\right\}$ which converges uniformly on $[a, b]$ and for which $\left\{\phi_{n}^{\prime}\right\}$ converges uniformly on each compact subset of $J$. It is easy to see that the limit function $\phi$ satisfies all the desired properties, finally completing the proof.
5. Uniqueness. If $b_{0}=0$ in (1.12), then we encounter added technical problems in establishing uniqueness. So we begin with the case where $b_{0}>0$.

Theorem 5.1. Suppose that $f$ satisfies (HF1)-(HF2) and that g satisfies (HG1), (HG3), and suppose that $g(x, z)$ is nondecreasing in $z$ for each $x \in[a, b]$. If $b_{0}>0$, then the boundary value problem (1.11), (1.12) has at most one positive solution.

Proof. Assume that (1.11), (1.12) has two distinct solutions $\phi, \psi$ and let $u=\phi-\psi$. We may suppose that $u$ has a positive maximum at some $x_{0} \in[a, b]$. Since $u$ satisfies the boundary conditions

$$
\begin{equation*}
a_{0} u(a)-a_{1} u^{\prime}(a)=0, \quad b_{0} u(b)+b_{1} u^{\prime}(b)=0, \tag{5.1}
\end{equation*}
$$

then $u$ cannot be a positive constant on $[a, b]$. The argument of Lemma 2.1 may be repeated to show that $x_{0}$ is not an interior point of $[a, b]$. Since $b_{0}>0$, the second of the conditions (5.1) shows that the positive maximum cannot occur at $b$. Thus $x_{0}=a$ and from the first of conditions (5.1), we see that necessarily $a_{0}=0$ and $u^{\prime}(a)=0$. It is easy to see that $u(x) \geqq 0$ on $[a, b]$. Otherwise, $-u$ would have a positive maximum on ( $a, b$ ] and this is impossible by the same argument just used to show that $u$ cannot have a positive maximum on $(a, b]$. Then $u^{\prime}(x) \leqq 0$ on $[a, b]$ since otherwise we see that $u$ has a positive maximum on ( $a, b$ ]. Since $g(x, z)$ is nondecreasing in $z$, (HF2) implies

$$
u^{\prime \prime}(x)=g\left(x, \psi^{\prime}(x)\right)-g\left(x, \phi^{\prime}(x)\right)+f(x, \psi(x))-f(x, \phi(x)) \geqq 0
$$

on ( $a, b$ ), forcing $u$ to be constant on [a,b], which is impossible.

In our proof above, we used the assumption that $b_{0}>0$ to rule out a maximum at $b$. If $b_{0}=0$, we need some further hypothesis. Here are several possibilities, any one of which suffices:

$$
\begin{align*}
& f(x, y) \quad \text { satisfies (HF0), }  \tag{5.2}\\
& g(x, z) \equiv 0,  \tag{5.3}\\
& \liminf _{x \rightarrow b^{-}}\left[f\left(x, y_{2}\right)-f\left(x, y_{1}\right)\right]>0, \quad 0<y_{2}<y_{1} . \tag{5.4}
\end{align*}
$$

Theorem 5.2. Suppose $f(x, y)$ satisfies (HF1)-(HF2), $g(x, z)$ satisfies (HG1), (HG3), and also $g(x, z)$ is nondecreasing in $z$ for each $x \in[a, b]$. If $b_{0}=0$ and any one of (5.2), (5.3), (5.4) is satisfied, then the boundary value problem (1.11), (1.12) has at most one solution.

Proof. The proof of Theorem 5.1 may be used if we can rule out a positive maximum for $u$ at $b$. Assuming $u$ has a positive maximum at $b$, the second condition in (5.1) now implies that $u^{\prime}(b)=0$. If (5.2) holds, the maximum principle applies as in the proof of Lemma 2.1 to show that $u^{\prime}(b)>0$, a contradiction. If (5.3) holds, we may assume that $u(x)>0$ and nonconstant on some interval $[c, b]$ where $a<c<b$. Then

$$
u^{\prime \prime}(x)=f(x, \psi(x))-f(x, \phi(x)) \geqq 0 \quad \text { for } c \leqq x \leqq b \text {, }
$$

and since $u^{\prime}(x)$ must be positive somewhere in $(c, b)$, we get $u^{\prime}(b)>0$, a contradiction. Finally if (5.4) is true, it is easy to see that $u^{\prime \prime}(x)>0$ in some neighborhood of $b$ and we again reach the contradiction that $u^{\prime}(b)>0$.

It seems likely that without some additional hypothesis, Theorem 5.1 does not remain true in the case that $b_{0}=0$.
6. Existence and uniqueness with $g\left(x, y^{\prime}\right)$ singular. We now turn attention to the problem (1.11), (1.13), allowing $g(x, z)$ to be singular at $x=a$. We continue to assume that $f$ satisfies (HF1)-(HF2), but relax the hypotheses (HG1)-(HG3) to the following. (HG1*) $\quad g:(a, b] \times(-\infty, 0] \rightarrow(-\infty, 0]$ is continuous. (HG2*) $\quad g(x, 0)=0$, for all $x \in(a, b]$.
(HG3*) $\quad g$ satisfies a uniform Lipschitz condition in $z$ on each compact set $S \subset$ $(a, b) \times(-\infty, 0]$.
Theorem 6.1. Suppose $f$, g satisfy (HF1)-(HF2), (HG1*)-(HG3*), and that $f$ satisfies the strong integrability condition at $x=a$. Suppose that $f(x, y)$ satisfies the strong integrability condition at $x=b$ and let $J=[a, b]$, or that $b$ is a Dirichlet endpoint and $f(x, y)$ satisfies the weak integrability condition at $b$ and let $J=[a, b)$. Then the boundary value problem (1.11), (1.13) has at least one positive solution $\phi \in C^{1}(J) \cap C^{2}(a, b)$.

Proof. For each integer $n>1 /(b-a)$, consider the boundary value problem
( $\operatorname{BVP}(\mathrm{n})$ )

$$
y^{\prime \prime}+\hat{g}\left(x, y^{\prime}\right)+f(x, y)=0, \quad a+1 / n<x<b,
$$

$$
\begin{gathered}
y^{\prime}(a+1 / n)=0, \\
b_{0} y(b)+b_{1} y^{\prime}(b)=B,
\end{gathered}
$$

where $\hat{g}(x, y) \equiv-g(x,-y)$, for $y>0, \hat{g}(x, y) \equiv g(x, y)$, for $y \leqq 0$. We apply Theorem 4.1 with $A=0, a_{1}=1, b_{0}>0$ to conclude the existence of a solution $\phi_{n} \in$ $C^{2}(a+1 / n, b) \cap C^{1}([a+1 / n, b] \cap J) \cap C[a+1 / n, b]$ of $(\mathrm{BVP}(\mathrm{n}))$ for which

$$
\begin{equation*}
\left|\phi_{n}^{\prime}(x)\right| \leqq 2 \int_{a+1 / n}^{x} f\left(s, \phi_{n}(s)\right) d s<\infty \tag{6.1}
\end{equation*}
$$

for $a+1 / n \leqq x \leqq b$. Using the facts that $\phi_{n}^{\prime}(a+1 / n)=0, \phi_{n+1}^{\prime}(a+1 / n)<0$ and repeating the argument of Lemma 3.2, it is easy to see that $\phi_{n}(x) \leqq \phi_{n+1}(x)$ for $a+1 / n \leqq x \leqq b$. Let $N$ be the smallest integer larger than $1 /(b-a)$ and put

$$
\phi_{0}(x)= \begin{cases}\phi_{N}(x), & a+1 / N \leqq x \leqq b, \\ \phi_{N}(a+1 / N), & a \leqq x<a+1 / N .\end{cases}
$$

Since $\phi_{n}$ is decreasing on [ $\left.a+1 / n, b\right]$, it follows that

$$
\phi_{n}(x) \geqq \phi_{0}(x) \quad \text { for } a+1 / n \leqq x \leqq b, \quad n \geqq N,
$$

and (HF2) implies

$$
\begin{equation*}
\left|\phi_{n}^{\prime}(x)\right| \leqq 2 \int_{a}^{x} f\left(s, \phi_{0}(s)\right) d s<\infty, \quad a+\frac{1}{n}<x<b \tag{6.2}
\end{equation*}
$$

Thus we have a uniform bound for $\left\{\phi_{n}^{\prime}\right\}$ on compact subsets of $J \cap(a, b]$ and integration of (6.2) produces a uniform bound for $\left\{\phi_{n}\right\}$ on $[a, b]$. Using Ascoli's theorem and the usual diagonalization argument, we complete the proof to get a solution $\phi$ of the differential equation on $(a, b]$ which satisfies the boundary condition at $x=b$. It remains to show that $\phi^{\prime}(a)=0$. We may let $n \rightarrow \infty$ in (6.2) to get

$$
\left|\phi^{\prime}(x)\right| \leqq 2 \int_{a}^{x} f\left(s, \phi_{0}(s)\right) d s<\infty, \quad a<x<b .
$$

It follows that $\lim _{x \rightarrow a^{+}} \phi^{\prime}(x)=0$. Since $\phi$ is monotone on $(a, b]$ and bounded, then $\phi(a) \equiv \lim _{x \rightarrow a^{+}} \phi(x)$ exists, and the mean value theorem shows that $\phi^{\prime}(a)=0$.

The following uniqueness theorem is proved using the same argument as we used in Theorem 5.1.

Theorem 6.2. Suppose that $f$ satisfies (HF1)-(HF2) and that g satisfies (HG1*), ( $\mathrm{HG} 3^{*}$ ), and suppose that $g(x, z)$ is nondecreasing in $z$ for each $x \in(a, b]$. Then the boundary value problem (1.11), (1.13) has at most one positive solution.
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# INVERSION OF DISCONTINUITIES FOR THE SCHRÖDINGER EQUATION IN THREE DIMENSIONS* 
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#### Abstract

This work deals with the inverse scattering problem for the Schrödinger operator in three dimensions. The following problem is studied: If the inverse scattering problem is solved approximately by using the linearizing Born approximation, what information about the true potential is obtained if the scatterer is not necessarily weak? It is shown that in a certain sense, the leading singularities of the potential are recovered exactly. More accurately, under certain a priori smoothness assumptions of the scattering potential, the difference of the potential and the one obtained by using the Born approximation is in a smoother class of functions. Especially, for bounded potentials the approximation agrees with the true potential up to a Lipschitz continuous function. For the a priori scale of function spaces we have chosen the Zygmund classes equipped with a suitable weight at infinity.
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Introduction. One of the most straightforward and widely used methods of approaching the multidimensional inverse scattering problems on various fields of physics is to use the Born approximation to linearize the typically nonlinear problem. The popularity of this approach is no doubt in the relative ease at which linear inverse problems are treated, both theoretically and numerically, as compared to nonlinear ones, where there are few standard methods available. Naturally, the problems then lie in the validation of the linearizing approximation. The general philosophy is that for weak potentials, or scatterers in general, the scattered field is well approximated by the Born approximation. Application to inverse scattering problems contains in principle a more difficult problem: Given a scattering amplitude of other scattering data, how do we decide whether the unknown scatterer is weak enough to justify the linearized scheme? This work is intended to contribute to this problem in the special case of three-dimensional inverse scattering of the Schrödinger equation. Explicitly, we ask the following question: Given the far field amplitude of the scattering solution of the Schrödinger equation, what information of the potential is retrieved if we blindly apply the Born inversion scheme to this data? The main result of the work is that, roughly, the Born inversion yields the singularities of the original potential exactly, up to a certain degree of smoothness. Similar results have been known for some time in other scattering configurations. One of the pioneering works that should be mentioned here is the important article by Beylkin [4], followed by a number of other works. The basic ideas of this work, however, come closer to those of [14]. In fact, it is not difficult to see that the results of [14] can be directly translated to the language of (onedimensional) quantum scattering.

The plan of the present article is: In § 1 we discuss the background of the linearized inversion scheme and prove the main result (Theorem 1.8) of the work. In § 2 we show that in some cases it is possible to improve the general results of § 1. Especially, the calculus developed in § 1 is applied to show that the linearized inversion scheme is sufficient for inverting discontinuities of a bounded potential: The true potential is shown to differ from the approximation by a Lipschitz continuous function. There are two appendices. Appendix A is a quick reference on the results concerning certain

[^35]function spaces which are used in the work. Finally, some of the most technical proofs are collected in Appendix B.

1. Asymptotic expansion of the linearized equations. To fix the notations, we will review some basic definitions and facts from the scattering theory of the Schrödinger equation in $\mathbf{R}^{3}$. The general reference on quantum scattering theory is, e.g., [9]. Let $q$ be a real valued potential in $\mathbf{R}^{3}$ appearing in the Schrödinger operator

$$
\begin{equation*}
H=-\Delta+q(x) \tag{1.1}
\end{equation*}
$$

Since the aim of this work is mainly to establish certain general ideas, we will avoid extra complications, at the cost of some generality, by assuming that the potential has no (infinite) singularities. More precisely, let $w_{\delta}$ be a weight function

$$
w_{\delta}(x)=\left(1+|x|^{2}\right)^{\delta} .
$$

The general assumption in this work is

$$
\begin{equation*}
w_{\delta} q \in L^{\infty} \tag{1.2}
\end{equation*}
$$

for some $\delta>\frac{3}{2}$, abbreviated as $q \in L_{\delta}^{\infty}$. In most of this work, the assumption about the rate of decay at infinity could be released. Our choice of $\delta$ is made to gain some notational convenience (see Remark 1.10 below). Later, we will study the smoothing properties of certain operators, so we need a scale of function spaces generalizing (1.2) to measure the degree of smoothness in $q$. For $s>0$ we define the weighted Zygmund space $\Lambda_{\delta}^{s}$ by the condition

$$
\begin{equation*}
f \in \Lambda_{\delta}^{s} \quad \text { if } w_{\delta} f \in \Lambda^{s}, \tag{1.3}
\end{equation*}
$$

where again $\delta>\frac{3}{2}$, and $\Lambda^{s}$ denotes the classical Zygmund space with smoothness index $s$. In Appendix A, we have collected the definitions of the Zygmund spaces and some other closely related function spaces that will be used in this work. Also, some important results that would take us too far off the main topic are left to this Appendix. The useful property of the spaces $\Lambda^{s}$, and the reason why we have chosen to work with these spaces, is that they are obtained via interpolation from the simple spaces $C^{k}$, the space of $k$ times continuously differentiable functions. More precisely, we will prove in Appendix A the following interpolation property.

Theorem 1.1. Let $k_{0}$ and $k_{1}$ be integers, $0 \leqq k_{0}<k_{1}$. Further, let $0<\theta<1$ and $s=(1-\theta) k_{0}+\theta k_{1}$. Then, for any $\varepsilon>0$,

$$
\Lambda^{s+\varepsilon} \subset\left[C^{k_{0}}, C^{k_{1}}\right]_{\theta} \subset \Lambda^{s},
$$

with continuous embeddings.
In the sequel, we will also need the weighted $L^{2}$ spaces $L_{\delta}^{2}, \delta \in \mathbf{R}$, defined as

$$
L_{\delta}^{2}=\left\{f \in L_{\mathrm{loc}}^{2} \mid\|f\|_{\delta}=\left(\int_{\mathbf{R}^{3}}|f(x)|^{2}\left(1+|x|^{2}\right)^{\delta} d x\right)^{1 / 2}<\infty\right\} .
$$

The following fundamental result of the stationary scattering theory, usually referred to as the limiting absorption principle, can be found in [1], [9].

Proposition 1.2. Assume that the potential $q$ satisfies (1.2). Then for all $k>0$ there exist the limits

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}}\left(H-\left(k^{2} \pm i \varepsilon\right)\right)^{-1}=: \mathscr{R}^{ \pm}(k) \tag{1.4}
\end{equation*}
$$

in the uniform operator topology from $L_{\delta}^{2}$ to $L_{-\delta}^{2}$ as $\delta>\frac{1}{2}$. Moreover, for large $k$,

$$
\begin{equation*}
\left\|\mathscr{R}^{ \pm}(k)\right\| \leqq \frac{C}{k} \tag{1.5}
\end{equation*}
$$

Although not explicitly stated, the estimate (1.5) follows from the a priori estimate (A.2') of reference [1] (see also [11], [13]).

It should be noted that in [1], the conditions on the potential $q$ are less restrictive than (1.2). From (1.4) it is evident that the operators $\mathscr{R}^{+}(k)$ and $\mathscr{R}^{-}(k)$ are adjoint, i.e.,

$$
\left(\mathscr{R}^{+}(k)\right)^{*}=\mathscr{R}^{-}(k) .
$$

The family of generalized eigenfunctions $\psi^{ \pm}$of the Schrödinger operator $H$ with outgoing $(+)$ and incoming ( - ) radiation condition at infinity are now defined as

$$
\begin{equation*}
\psi^{ \pm}(x, k, \theta)=\psi_{0}(x, k, \theta)-\mathscr{R}^{ \pm}(k)\left(q \psi_{0}\right)(x, k, \theta), \tag{1.6}
\end{equation*}
$$

where $k>0, \theta$ is a unit vector, i.e., $\theta \in S^{2}$, and $\psi_{0}$ is the incident plane wave,

$$
\psi_{0}(x, k, \theta)=e^{i k \theta \cdot x}
$$

It is well known that the wave functions satisfy the Lippmann-Schwinger equation

$$
\begin{align*}
\psi^{ \pm}(x, k, \theta) & =e^{i k \theta \cdot x}-\frac{1}{4 \pi} \int_{\mathbf{R}^{3}} \frac{e^{ \pm i k|x-y|}}{|x-y|} q(y) \psi^{ \pm}(y, k, \theta) d y  \tag{1.7}\\
& =\psi_{0}(x, k, \theta)-\mathscr{R}_{0}^{ \pm}(k) q \psi^{ \pm}(x, k, \theta) .
\end{align*}
$$

Asymptotically, $\psi^{+}$admit the expansion

$$
\psi^{+}(x, k, \theta)=e^{i k \theta \cdot x}-\frac{e^{i k|x|}}{4 \pi|x|} A(k, \hat{x}, \theta)+o\left(\frac{1}{|x|}\right),
$$

as $|x|$ tends to infinity, and $\hat{x}=x /|x|$. The scattering amplitude $A$ is obtained as

$$
\begin{equation*}
A(k, \hat{x}, \theta)=\int_{\mathbf{R}^{3}} e^{-i k \hat{x} \cdot y} q(y) \psi^{+}(y, k, \theta) d y . \tag{1.8}
\end{equation*}
$$

In [7], an estimate of the decay rate of the residual term is given in terms of the decay rate of the potential at infinity (see also [8]). For reasons of purely technical nature, we define the wave functions $\psi^{ \pm}(x, k, \theta)$ for negative values of $k$ also by extending the Lippmann-Schwinger equation (1.7) to negative $k$ 's. Then

$$
\begin{equation*}
\psi^{+}(x,-k, \theta)=\overline{\psi^{+}(x, k, \theta)}=\psi^{-}(x, k,-\theta) \tag{1.9}
\end{equation*}
$$

Hence we can also extend (1.8) to negative values of $k$, and

$$
\begin{equation*}
A(-k, \hat{x}, \theta)=\overline{A(k, \hat{x}, \theta)}=A(-k,-\theta,-\hat{x}) . \tag{1.10}
\end{equation*}
$$

The latter equality is simply the well-known reciprocity relation. The classical inverse scattering problem is to reconstruct the potential $q$ from the knowledge of the far field data $A(k, \hat{x}, \theta)$, when $k, \hat{x}$, and $\theta$ are restricted to some given set.

To state the linearized inverse scattering equations in a compact form, we introduce the cylinders $M_{0}=\mathbf{R} \times S^{2}$ and $M=M_{0} \times S^{2}, S^{2}$ being the surface of the unit ball, and the measures $\mu_{\theta}$ and $\mu$ on $M_{0}$ and $M$, respectively, as

$$
\begin{aligned}
& d \mu_{\theta}\left(k, \theta^{\prime}\right)=\frac{1}{4} k^{2} d k\left|\theta-\theta^{\prime}\right|^{2} d \theta^{\prime} \\
& d \mu\left(k, \theta^{\prime}, \theta\right)=\frac{1}{4 \pi} d \theta d \mu_{\theta}\left(k, \theta^{\prime}\right)
\end{aligned}
$$

Here, $d \theta$ and $d \theta^{\prime}$ denote the usual Lebesgue measure on $S^{2}$. Since the spaces $M_{0}$ and $M$ will be treated as the Fourier spaces of $\mathbf{R}^{3}$, we will define the equivalent of the
usual inverse Fourier transform on $M_{0}$ and $M$. If $\varphi: M_{0} \rightarrow \mathbf{C}$ is a smooth, rapidly decreasing function (with respect to $k\left(\theta-\theta^{\prime}\right)$ ), henceforth denoted as $\varphi \in S\left(M_{0}\right)$, we set

$$
\mathscr{F}_{M_{0}}^{-1} \varphi(x)=\left(\frac{1}{2 \pi}\right)^{3} \int_{M_{0}} e^{-i k\left(\theta-\theta^{\prime}\right) \cdot x} \varphi\left(k, \theta^{\prime}\right) d \mu_{\theta}\left(k, \theta^{\prime}\right), \quad x \in \mathbf{R}^{3}
$$

Obviously, $\mathscr{F}_{M_{0}}^{-1}$ maps $S\left(M_{0}\right)$ to $S\left(\mathbf{R}^{3}\right)$. Similarly, we define $\mathscr{F}_{M}^{-1}: S(M) \rightarrow S\left(\mathbf{R}^{3}\right)$ by

$$
\mathscr{F}_{M}^{-1} \varphi(x)=\left(\frac{1}{2 \pi}\right)^{3} \int_{M} e^{-i k\left(\theta-\theta^{\prime}\right) \cdot x} \varphi\left(k, \theta^{\prime}, \theta\right) d \mu\left(k, \theta^{\prime}, \theta\right)
$$

Let $u_{\theta}$ be the coordinate mapping $M_{0} \rightarrow \mathbf{R}^{3}$ given as

$$
\begin{equation*}
u_{\theta}\left(k, \theta^{\prime}\right)=k\left(\theta-\theta^{\prime}\right) \tag{1.11}
\end{equation*}
$$

where $\theta$ is considered as a fixed parameter. If we write $\xi=k\left(\theta-\theta^{\prime}\right)$, then $k$ and $\theta^{\prime}$ are obtained back as

$$
\begin{align*}
& k=\frac{|\xi|}{2 \theta \cdot \hat{\xi}}, \quad \theta \cdot \hat{\xi} \neq 0,  \tag{1.12}\\
& \theta^{\prime}=\theta-2(\theta \cdot \hat{\xi}) \hat{\xi}
\end{align*}
$$

where $\hat{\xi}=\xi /|\xi|$. It is a simple matter to check that the measures $\mu_{0}$ and $\mu$ are chosen to be compatible with the coordinate mapping $u_{\theta}$ in the sense that if $\varphi \in S\left(\mathbf{R}^{3}\right)$, then

$$
\int_{M_{0}} \varphi \circ u_{\theta}\left(k, \theta^{\prime}\right) d \mu_{\theta}\left(k, \theta^{\prime}\right)=\int_{M} \varphi \circ u_{\theta}\left(k, \theta^{\prime}\right) d \mu\left(k, \theta, \theta^{\prime}\right)=\int_{\mathbf{R}^{3}} \varphi(x) d x .
$$

Especially, for $\varphi$ as above,

$$
\mathscr{F}_{M_{0}}^{-1}\left(\varphi \circ u_{\theta}\right)=\mathscr{F}_{M}^{-1}\left(\varphi \circ u_{\theta}\right)=\mathscr{F}^{-1} \varphi,
$$

the usual inverse Fourier transform in $\mathbf{R}^{3}$.
By duality, the operators $\mathscr{F}_{M_{0}}^{-1}$ and $\mathscr{F}_{M}^{-1}$ are extended to the spaces of tempered distributions $S^{\prime}\left(M_{0}\right)$ and $S^{\prime}(M)$, i.e., if $\varphi \in S\left(\mathbf{R}^{3}\right)$ and $T \in S^{\prime}(M)$, then

$$
\left\langle\mathscr{F}_{M}^{-1} T, \varphi\right\rangle_{\mathbf{R}^{3}}=\left\langle T, \mathscr{F}^{-1} \varphi\left(k\left(\theta-\theta^{\prime}\right)\right)\right\rangle_{M} .
$$

Before the next definition, which is central in the whole work, some comments are in order. The measures $\mu_{\theta}$ and $\mu$ as well as their compatibility with the change of variables (1.11), (1.12) has been found by several authors (see, e.g., [10] and references therein). An interesting generalization of the measure $\mu$ in $M$ has been given recently in [5].

Definition 1.3. The linearized inverse scattering equations or inverse Born approximations of $q$ are defined as

$$
\tilde{q}_{\theta}(x)=\mathscr{F}_{M_{0}}^{-1}\left(A\left(k, \theta^{\prime}, \theta\right)\right)(x), \quad \tilde{q}(x)=\mathscr{F}_{M}^{-1}\left(A\left(k, \theta^{\prime}, \theta\right)\right)(x)
$$

interpreted in the sense of distributions, where $A$ is given as in (1.8).
The distribution $\tilde{q}_{\theta}$ is considered as an approximate solution to the inverse scattering problem when $A\left(k, \theta^{\prime}, \theta\right)$ is known with $\theta$ fixed. Similarly, in $\tilde{q}$ it is assumed that the data consist of the whole of $A\left(k, \theta^{\prime}, \theta\right)$.

Note that by using (1.10), we can write the definitions of $\tilde{q}_{\theta}$ and $\tilde{q}$ as

$$
\begin{aligned}
& \tilde{q}_{\theta}(x)=\frac{1}{32 \pi^{3}} \int_{0}^{\infty} k^{2} d k \int_{S^{2}}\left|\theta-\theta^{\prime}\right|^{2} e^{-i k\left(\theta-\theta^{\prime}\right) \cdot x}\left(A\left(k, \theta^{\prime}, \theta\right)+\overline{A\left(k,-\theta,-\theta^{\prime}\right)}\right), \\
& \tilde{q}(x)=\frac{1}{64 \pi^{4}} \operatorname{Re}\left(\int_{0}^{\infty} k^{2} d k \int_{S^{2} \times S^{2}} d \theta d \theta^{\prime}\left|\theta-\theta^{\prime}\right|^{2} e^{-i k\left(\theta-\theta^{\prime}\right) \cdot x} A\left(k, \theta^{\prime}, \theta\right)\right) .
\end{aligned}
$$

These representations show that in the Definition 1.3 we use only physical data, and moreover, $\tilde{q}$ is real.

The above definitions are by no means new. Heuristically, they can be arrived at in a number of different ways (cf. [15]). One very straightforward approach is to note that if the scattering potential $q$ is weak, we have approximately

$$
\psi^{+}(x, k, \theta)=e^{i k \theta \cdot x}+O(q) \approx e^{i k \theta \cdot x},
$$

and consequently

$$
A\left(k, \theta^{\prime}, \theta\right) \approx \int_{\mathbf{R}^{3}} e^{i k\left(\theta-\theta^{\prime}\right) \cdot x} q(x) d x=\mathscr{F} q\left(k\left(\theta-\theta^{\prime}\right)\right)
$$

Hence a natural candidate to approximate a weak potential $q$ is, with an appropriate choice of variables, the inverse Fourier transform of $A$, which is the contents of Definition 1.3.

The objective of this work is to establish certain connections between the approximate solutions given above and the true potential $q$. We start with a simple uniqueness result. While the result in itself is not very deep, as it turns out, the formulation of the proof contains a key observation of the later discussion.

Proposition 1.4. For potentials $q$ satisfying (1.2) with $\delta>\frac{3}{2}$, the knowledge of $\tilde{q}_{\theta}$ with $\theta$ restricted to a one-dimensional semicircle, defines $q$ uniquely.

Proof. Writing the definition of $\tilde{q}_{\theta}$ together with formula (1.8) for the scattering amplitude $A$ we get

$$
\begin{aligned}
\tilde{q}_{\theta}(x) & =\left(\frac{1}{2 \pi}\right)^{3} \int_{M_{0}} e^{-i k\left(\theta-\theta^{\prime} \cdot x\right.} A\left(k, \theta^{\prime}, \theta\right) d \mu_{\theta}\left(k, \theta^{\prime}\right) \\
& =\left(\frac{1}{2 \pi}\right)^{3} \int_{M_{0}} d \mu_{\theta}\left(k, \theta^{\prime}\right) \int_{\mathbf{R}^{3}} d y e^{-i k\left(\theta-\theta^{\prime} \cdot \cdot(x-y)\right.} q(y) v(y, k, \theta),
\end{aligned}
$$

where $v(y, k, \theta)=e^{-i k \theta \cdot y} \psi^{+}(y, k, \theta)$. After the change of variables (1.12), we have

$$
\begin{equation*}
\tilde{q}_{\theta}(x)=\left(\frac{1}{2 \pi}\right)^{3} \int_{\mathbf{R}^{3}} d \xi \int_{\mathbf{R}^{3}} d y e^{-i \xi \cdot(x-y)} q(y) v\left(y, \frac{|\xi|}{2 \hat{\xi} \cdot \theta}, \theta\right) . \tag{1.13}
\end{equation*}
$$

Hence, the Fourier transform of $\tilde{q}_{\theta}$ is simply

$$
\begin{aligned}
\mathscr{F} \tilde{q}_{\theta}(\xi) & =\int_{\mathbf{R}^{3}} d y e^{i \xi \cdot y} q(y) v\left(y, \frac{|\xi|}{2 \hat{\xi} \cdot \theta}, \theta\right) \\
& =\mathscr{F} q(\xi)+\int_{\mathbf{R}^{3}} d y e^{i \xi \cdot y} q(y)\left(v\left(y, \frac{|\xi|}{2 \hat{\xi} \cdot \theta}, \theta\right)-1\right) .
\end{aligned}
$$

Note that by assumption (1.2), $q$ is in $L^{1}$ and thus $\mathscr{F} q$ is continuous. By (1.7) and Proposition 1.2 we get for $\delta>\frac{1}{2}$

$$
\|v-1\|_{L_{-\delta}^{2}}=\left\|\mathscr{R}^{+}(k)\left(q \psi_{0}\right)\right\|_{L_{-\delta}^{2}} \leqq \frac{C}{|k|}\|q\|_{L_{\delta}^{2}} .
$$

Thus, as $\hat{\xi} \cdot \theta$ approaches zero, we have

$$
\begin{aligned}
\left|\int_{\mathbf{R}^{3}} d y e^{i \xi \cdot y} q(y)\left(v\left(y, \frac{|\xi|}{2 \hat{\xi} \cdot \theta}, \theta\right)-1\right)\right| & \leqq\|q\|_{L_{\delta}^{2}}\left\|v\left(\cdot \frac{|\xi|}{2 \hat{\xi} \cdot \theta}, \theta\right)-1\right\|_{L_{-\delta}^{2}} \\
& \leqq C\|q\|_{L_{\delta}^{2}}^{2} \frac{|2 \hat{\xi} \cdot \theta|}{|\xi|} \rightarrow 0 .
\end{aligned}
$$

But the data $\{\mathscr{F} q(\xi) \mid \hat{\xi} \cdot \theta=0\}$, when $\theta$ runs through a semicircle, is enough for the complete recovery of $q$.

It is not hard to see that the above theorem is simply a restatement of the well-known fact that the high-frequency limit of the scattering amplitude determines the potential uniquely (see, e.g., [13]). In fact, the band limited data $\left\{A\left(k, \theta^{\prime}, \theta\right)\left|\theta^{\prime} \in S^{2},|k| \leqq M\right\}\right.$ determines $\mathscr{F} \tilde{q}_{\theta}$ only in the so-called Ewald spheres $\{\xi||\xi \pm M \theta| \leqq M\}$ that touch the plane $\xi \cdot \theta=0$ only at the origin, no matter how large $M$ is. The important point, however, is (1.13). If we momentarily forget the $q$ dependence of the function $v,(1.13)$ says that $\tilde{q}_{\theta}$ is obtained from $q$ by applying a pseudodifferential operator with the amplitude $v(y,|\xi| / 2 \hat{\xi} \cdot \theta, \theta)$ on $q$. Also, from the proof of Proposition 1.4, it is evident that the principal part of this symbol is 1 . In the discussion that follows, we will use this observation.

From now on, we will state all the results for $\tilde{q}$ only. Most of the results remain valid for $\tilde{q}_{\theta}$, too. The approximation $\tilde{q}$ is chosen to make some formulas more symmetric.

In the sequel, the following notation will be used. Let $\mathscr{K}(k)$ denote the operator

$$
\mathscr{K}(k) \varphi(x)=\int_{\mathbf{R}^{3}}|q(x)|^{1 / 2} G_{k}^{+}(x-y) q(y)^{1 / 2} \varphi(y) d y
$$

where $G_{k}^{+}$is the kernel of the operator $\mathscr{R}_{0}^{+}(k)$, i.e.,

$$
G_{k}^{+}(x)=-\frac{e^{i k|x|}}{4 \pi|x|},
$$

and in the commonly used way, $q(y)^{1 / 2}=\operatorname{sign} q(y)|q(y)|^{1 / 2}$. It is known by Proposition 1.2 that $\mathscr{K}(k)$ is a continuous mapping in $L^{2}$ with the norm estimate

$$
\|\mathscr{K}(k)\| \leqq \frac{C}{|k|}
$$

for large $|k|$. Moreover, $\mathscr{K}(k)$ is a Hilbert-Schmidt operator, since its kernel, also denoted by $\mathscr{K}$, satisfies

$$
\begin{gathered}
\|\mathscr{K}(k)\|_{\mathrm{HS}}=\left(\int_{\mathbf{R}^{3}} \int_{\mathbf{R}^{3}}|\mathscr{K}(x, y)|^{2} d x d y\right)^{1 / 2}=\frac{1}{4 \pi}\left(\int_{\mathbf{R}^{3}} \int_{\mathbf{R}^{3}} \frac{|q(x)||q(y)|}{|x-y|^{2}} d x d y\right)^{1 / 2} \\
=\|q\|_{\mathrm{R}}<\infty
\end{gathered}
$$

$\|q\|_{\mathrm{R}}$ denoting the Rollnik norm of $q$. Further, let $\Phi_{0}(k)$ be the operator

$$
\Phi_{0}(k) f(x)=|q(x)|^{1 / 2} \int_{S^{2}} e^{i k \theta \cdot x} f(\theta) d \theta
$$

and similarly, $\Phi(k)$ defined as

$$
\Phi(k) f(x)=|q(x)|^{1 / 2} \int_{S^{2}} \psi^{+}(x, k, \theta) f(\theta) d \theta
$$

both defined for square integrable functions on $S^{2}$. The following theorem is similar to Theorem 1.2(ii) in [13].

THEOREM 1.5. The operators $\Phi_{0}(k)$ and $\Phi(k)$ are continuous operators from $L^{2}\left(S^{2}\right)$ to $L^{2}\left(\mathbf{R}^{3}\right)$ with norm bounded by $C /|k|$ as $|k|$ is large.

Theorem 1.5 is a straightforward consequence of the following lemma, which is a version of the well-known optical theorem. For completeness, we include a simple proof of it, following the lines of [12].

Lemma 1.6. Assume that $q$ is a potential satisfying (1.2) and $f$ belongs to $S\left(\mathbf{R}^{3}\right)$. Then the function $v=\mathscr{R}^{+}(k) f$ solves the nonhomogenous Schrödinger equation

$$
\begin{equation*}
\left(-\Delta+q-k^{2}\right) v=f \tag{1.14}
\end{equation*}
$$

with the outgoing radiation condition at infinity, i.e.,

$$
v(x, k)=\frac{e^{i k|x|}}{4 \pi|x|} A_{f}(k, \hat{x})+h(x, k), \quad h(x, k)=o\left(\frac{1}{|x|}\right) .
$$

Furthermore, for the far-field pattern $A_{f}(k, \hat{x})$ we have

$$
\int_{S^{2}}\left|A_{f}(k, \hat{x})\right|^{2} d \hat{x}=-\frac{4 \pi}{k} \operatorname{Im} \int_{\mathbf{R}^{3}} v(x, k) \overline{f(x)} d x .
$$

Proof. Equation (1.14) follows trivially from the definition of $v$. To verify the asymptotic behavior of this solution at infinity, we employ the resolvent equation

$$
\mathscr{R}^{+}(k)=\mathscr{R}_{0}^{+}(k)-\mathscr{R}_{0}^{+}(k) q \mathscr{R}^{+}(k),
$$

proved in [1]. Since $f \in S\left(\mathbf{R}^{3}\right)$, we then have, by the estimates given in [7],

$$
\begin{aligned}
\mathscr{R}^{+}(k) f(x) & =\mathscr{R}_{0}^{+}(k)\left(f-q \mathscr{R}^{+}(k) f\right)(x) \\
& =\frac{e^{i k|x|}}{4 \pi|x|} \int_{\mathbf{R}^{3}} e^{-i k \hat{x} \cdot y}\left(f(y)-q(y) \mathscr{R}^{+}(k) f(y)\right) d y+o\left(\frac{1}{|x|}\right),
\end{aligned}
$$

since $\mathscr{R}^{+}(k) f$ is bounded. Hence, $v$ has the claimed asymptotic form at infinity.
Let $\rho$ be a smooth cutoff function on $[0, \infty)$, i.e., $0 \leqq \rho \leqq 1, \rho(r)=1$ as $0 \leqq r<1$ and $\rho(r)=0$ as $r \geqq 2$. We set $\rho_{n}(r)=\rho(r / n)$, for integers $n$. By multiplying (1.14) with $\overline{v(x)} \rho_{n}(|x|)$, integrating over $\mathbf{R}^{3}$ and taking imaginary parts, we get

$$
\operatorname{Im} \int_{\mathbf{R}^{3}} \rho_{n}(|x|) f(x) \overline{v(x, k)} d x=\operatorname{Im} \int_{\mathbf{R}^{3}}-\Delta v(x, k) \rho_{n}(|x|) \overline{v(x, k)} d x
$$

As $n$ tends to infinity, the left-hand side converges to $\int f(x) \overline{v(x, k)} d x$. To get the desired limit for the right-hand side, we integrate by parts to get

$$
\begin{aligned}
& \operatorname{Im} \int_{\mathbf{R}^{3}}-\Delta v(x, k) \rho_{n}(|x|) \overline{v(x)} d x \\
& \quad=\operatorname{Im} \int_{\mathbf{R}^{3}} \hat{x} \cdot \nabla v(x, k) \rho_{n}^{\prime}(|x|) \overline{v(x, k)} d x \\
& \quad=\operatorname{Im} \int_{\mathbf{R}^{3}}(\hat{x} \cdot \nabla v(x, k)-i k v(x, k)) \rho_{n}^{\prime}(|x|) \overline{v(x, k)} d x+k \int_{\mathbf{R}^{3}} \rho_{n}^{\prime}(|x|)|v(x, k)|^{2} d x .
\end{aligned}
$$

Since $v$ satisfies the Sommerfeld radiation condition (see [7] and references therein), the first term tends to zero, whereas the second term is

$$
\begin{aligned}
k \int_{\mathbf{R}^{3}} \rho_{n}^{\prime}(|x|)|v(x, k)|^{2} d x & =\frac{k}{(4 \pi)^{2}} \int_{S^{2}}\left|A_{f}(k, \hat{x})\right|^{2} d \hat{x} \int_{n}^{2 n} \rho_{n}^{\prime}(r) d r+o(1) \\
& =k /(4 \pi)^{2} \int_{S^{2}}\left|A_{f}(k, \hat{x})\right|^{2} d x(\rho(2)-\rho(1))+o(1),
\end{aligned}
$$

yielding the claim.

To obtain the result in Theorem 1.5, let $\mathscr{A}_{q}(k)$ denote the linear mapping that takes the inhomogeneity $f$ to the corresponding scattering amplitude, i.e.,

$$
\mathscr{A}_{q}(k): f(x) \mapsto A_{f}(k, \hat{x}) .
$$

By Lemma 1.6, we have

$$
\left\|\mathscr{A}_{q}(k) f\right\|_{L^{2}\left(S^{2}\right)}^{2} \leqq \frac{C}{|k|}\|v\|_{L_{-\delta}^{2}}\|f\|_{L_{\delta}^{2}} \leqq \frac{C}{|k|^{2}}\|f\|_{L_{\delta}^{2}}^{2}
$$

so the operator $\mathscr{A}_{q}(k)$ extends continuously to the space $L_{\delta}^{2}$. From the proof of Lemma 1.6 we can also read off the integral kernel of the operator $\mathscr{A}_{q}(k)$. Indeed, for $k>0$,

$$
\begin{aligned}
\mathscr{A}_{q}(k) f(\hat{x}) & =\int_{\mathbf{R}^{3}} e^{-i k \hat{x} \cdot y}\left(f(y)-q(y) \mathscr{R}^{+}(k) f(y)\right) d y \\
& =\left\langle\psi_{0}(\cdot, k, \hat{x}), f-q \mathscr{R}^{+}(k) f\right\rangle \\
& =\left\langle\psi^{-}(\cdot, k, \hat{x}), f\right\rangle \\
& =\int_{\mathbf{R}^{3}} \psi^{+}(y, k,-\hat{x}) f(y) d y
\end{aligned}
$$

the last equality following from (1.9). By a density argument, this holds for all $f \in L_{\delta}^{2}$. Thus, if we denote by $\mathscr{A}_{q}(k)^{t}: L^{2}\left(S^{2}\right) \rightarrow L_{-\delta}^{2}\left(\mathbf{R}^{3}\right)$ the transpose of $\mathscr{A}_{q}(k)$, and by $Q: L^{2}\left(S^{2}\right) \rightarrow L^{2}\left(S^{2}\right)$ the operator $Q f(\hat{x})=f(-\hat{x})$, we obtain

$$
\Phi(k): L^{2}\left(S^{2}\right) \xrightarrow{\mathscr{q}_{q}(k)^{\prime} Q} L_{-\delta}^{2}\left(\mathbf{R}^{3}\right) \xrightarrow{|q|^{1 / 2}} L^{2}\left(\mathbf{R}^{3}\right),
$$

with the norm estimate as claimed. The negative values of $k$ are treated in the same way. Similarly,

$$
\Phi_{0}(k)=|q|^{1 / 2} \mathscr{A}_{0}(k)^{t} Q .
$$

Later we will use the notation

$$
\tilde{\Phi}_{0}(k)=Q \mathscr{A}_{0}(k) q^{1 / 2}=\Phi_{0}(k)^{t} \operatorname{sign} q: L^{2}\left(\mathbf{R}^{3}\right) \rightarrow L^{2}\left(S^{2}\right)
$$

Consider next the Lippmann-Schwinger equation (1.6), which after $n$ iterations gives

$$
\psi^{+}=\sum_{j=0}^{n}\left(\mathscr{R}_{0}^{+}(k) q\right)^{j} \psi_{0}+\left(\mathscr{R}_{0}^{+}(k) q\right)^{n+1} \psi^{+} .
$$

Substituting this expression into the integral (1.14) defining the scattering amplitude $A\left(k, \theta^{\prime}, \theta\right)$ we get

$$
\begin{aligned}
A\left(k, \theta^{\prime}, \theta\right)=\sum_{j=0}^{n} & \int_{\mathbf{R}^{3}} e^{-i k \theta^{\prime} \cdot y} q(y)\left(\mathscr{R}_{0}^{+}(k) q\right)^{j} \psi_{0}(y, k, \theta) d y \\
& +\int_{\mathbf{R}^{3}} e^{-i k \theta^{\prime} \cdot y} q(y)\left(\mathscr{R}_{0}^{+}(k) q\right)^{n+1} \psi^{+}(y, k, \theta) d y
\end{aligned}
$$

or, interpreting $A$ as an operator from $L^{2}\left(S^{2}\right)$ to itself with each $k \neq 0$ fixed, we get

$$
A=\sum_{j=0}^{n} \tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}+\tilde{\Phi}_{0} \mathscr{K}^{n+1} \Phi .
$$

For brevity, the $k$ dependence of the operators is suppressed. Hence, with some abuse of notation, we can write

$$
\begin{equation*}
\tilde{q}=\sum_{j=0}^{n} \mathscr{F}_{M}^{-1} \tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}+\mathscr{F}_{M}^{-1} \tilde{\Phi}_{0} \mathscr{K}^{n+1} \Phi \tag{1.15}
\end{equation*}
$$

Above, $\tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}$ and $\tilde{\Phi}_{0} \mathscr{K}^{n+1} \Phi$ denote the kernels of the corresponding operators, and $\mathscr{F}_{M}^{-1}$ acts on this function of $k, \theta$, and $\theta^{\prime}$. The following lemma gives estimates of the smoothness of the various terms in (1.15).

Lemma 1.7. Assume that $q$ belongs to $\Lambda_{\delta}^{s}$ with $\delta>\frac{3}{2}$ and $s>0$. (In the case $s=0$ we assume that $q$ is in the class $L_{\delta}^{\infty}$.) Then, for $j \geqq 1, \mathscr{F}_{M}^{-1} \tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}$ and $\mathscr{F}_{M}^{-1} \tilde{\Phi}_{0} \mathscr{K}^{j} \Phi$ are in the Sobolev space $H^{t}$ for all $t<s+j-\frac{1}{2}$.

Proof. We start with the elementary case when $w_{\delta} q$ is bounded. By using the change of variables (1.14), we get with $0 \leqq t<j-\frac{1}{2}$.

$$
\begin{align*}
&\left.\|\left(1+|\xi|^{2}\right)^{t / 2} \mathscr{F}^{\left(\mathscr{F}_{M}^{-1}\right.} \tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}\right)(\xi) \|_{L^{2}\left(\mathbf{R}^{3}\right)}^{2} \\
&=\frac{1}{4 \pi} \int_{\mathbf{R}^{3}}\left(1+|\xi|^{2}\right)^{t}\left|\int_{S^{2}} \tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}\left(\frac{|\xi|}{2 \hat{\xi} \cdot \theta}, \theta-2(\hat{\xi} \cdot \theta) \hat{\xi}, \theta\right) d \theta\right|^{2} d \xi \\
& \leqq \int_{\mathbf{R}^{3}}\left(1+|\xi|^{2}\right)^{t} \int_{S^{2}}\left|\tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}\left(\frac{|\xi|}{2 \hat{\xi} \cdot \theta}, \theta-2(\hat{\xi} \cdot \theta) \hat{\xi}, \theta\right)\right|^{2} d \theta d \xi  \tag{1.16}\\
&=4 \pi \int_{M} d \mu\left(k, \theta^{\prime}, \theta\right)\left(1+\left|k\left(\theta-\theta^{\prime}\right)\right|^{2}\right)^{t}\left|\tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}\left(k, \theta^{\prime}, \theta\right)\right|^{2} \\
& \leqq C \int_{-\infty}^{\infty} d k k^{2}\left(1+|k|^{2}\right)^{t} \int_{S^{2}} d \theta^{\prime} \int_{S^{2}} d \theta\left|\tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}\left(k, \theta^{\prime}, \theta\right)\right|^{2}
\end{align*}
$$

Hence, it suffices to find an appropriately strongly converging bound for the HilbertSchmidt norm of the operator $\tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}$, as $|k|$ grows. But the class of Hilbert-Schmidt operators is a norm ideal, so by Proposition 1.5 and remarks before it we have the estimate

$$
\left\|\tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}\right\|_{\mathrm{HS}} \leqq\left\|\tilde{\Phi}_{0}\right\|\|\mathscr{K}\|_{\mathrm{HS}}\|\mathscr{K}\|^{j-1}\left\|\Phi_{0}\right\| \leqq \frac{C}{|k|^{j+1}}
$$

for large $|k|$. Especially, the integral (1.16) converges.
Next, assume that $w_{\delta} q$ belongs to $C^{k}$ with $k>0$ an integer. Then, by the particular form of the weight function $w_{\delta}$,

$$
\begin{equation*}
w_{\delta}\left|D^{\alpha} q\right| \in L^{\infty} \quad \text { for } 0 \leqq|\alpha| \leqq k . \tag{1.17}
\end{equation*}
$$

To show that $\mathscr{F}_{M}^{-1} \tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}$ is in $H^{t}$ for $t<k+j-\frac{1}{2}$ it is obviously sufficient to prove that $D^{\alpha} \mathscr{F}_{M}^{-1} \tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}$ which obviously equals to $\mathscr{F}_{M}^{-1}\left(\left(k\left(\theta-\theta^{\prime}\right)\right)^{\alpha} \tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}\right)$ belongs to $H^{t}$, when $t<k-\frac{1}{2}$ and $0 \leqq|\alpha| \leqq j$. By writing $\tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}\left(k, \theta^{\prime}, \theta\right)$ explicitly as

$$
\begin{aligned}
\tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}= & \int_{\mathbf{R}^{3}} d x_{1} \int_{\mathbf{R}^{3}} d x_{2} \cdots \int_{\mathbf{R}^{3}} d x_{j+1} e^{-i k \theta^{\prime} \cdot x_{1}} q\left(x_{1}\right) \\
& \cdot G_{k}^{+}\left(x_{1}-x_{2}\right) q\left(x_{2}\right) \cdots G_{k}^{+}\left(x_{j}-x_{j+1}\right) q\left(x_{j+1}\right) e^{i k \theta \cdot x_{j+1}}
\end{aligned}
$$

it is not hard to see that by successive integrations by parts we have

$$
\begin{aligned}
& \left(k\left(\theta-\theta^{\prime}\right)\right)^{\alpha} \tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}\left(k, \theta^{\prime}, \theta\right) \\
& \quad=\sum_{\alpha_{1}+\cdots+\alpha_{j+1}=\alpha}(-i)^{|\alpha|} \int_{\mathbf{R}^{3}} d x_{1} \cdots \int_{\mathbf{R}^{3}} d x_{j+1} e^{-i k \theta^{\prime} \cdot x_{1}} D^{\alpha_{1}} q\left(x_{1}\right) \\
& \quad \cdot G_{k}^{+}\left(x_{1}-x_{2}\right) \cdots G_{k}\left(x_{j}-x_{j+1}\right) D^{\alpha_{j+1}} q\left(x_{j+1}\right) e^{i k \theta \cdot x_{j+1}} .
\end{aligned}
$$

By defining the operators $\Phi_{o, \alpha}$ and $\mathscr{K}_{\alpha, \beta}$ by the formulas

$$
\begin{aligned}
& \Phi_{o, \alpha} f(x)=\left|D^{\alpha} q(x)\right|^{1 / 2} \int_{S^{2}} e^{i k \theta \cdot x} f(\theta) d \theta \\
& \mathscr{K}_{\alpha, \beta} \varphi(x)=\int_{\mathbf{R}^{3}}\left|D^{\alpha} q(x)\right|^{1 / 2} G_{k}^{+}(x-y)\left(D^{\beta} q(y)\right)^{1 / 2} \varphi(y) d y
\end{aligned}
$$

we can write the above formula as

$$
\left(k\left(\theta-\theta^{\prime}\right)\right)^{\alpha} \tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}\left(k, \theta^{\prime}, \theta\right)=\sum_{\left.(-i)^{|\alpha|}\right|_{\alpha_{1}+\cdots+\alpha_{j+1}=\alpha}} \tilde{\Phi}_{0, \alpha_{1}} \mathscr{K}_{\alpha_{1}, \alpha_{2}} \cdots \mathscr{K}_{\alpha_{j}, \alpha_{j+1}} \Phi_{0, \alpha_{j+1}} .
$$

The same reasoning as in the first step, together with (1.17), now gives an appropriate estimate for the Hilbert-Schmidt norm of this operator and hence for the Sobolev norm.

Consider now the general case $w_{\delta} q \in \Lambda^{s}, s>0$. Denote by $F_{j+1}$ the multilinear mapping defined as

$$
\begin{aligned}
& F_{j+1}\left(w_{\delta} q_{1}, w_{\delta} q_{2}, \cdots, w_{\delta} q_{j+1}\right)(x) \\
&= \int_{M} d \mu\left(k, \theta^{\prime}, \theta\right) e^{-i k\left(\theta-\theta^{\prime}\right) \cdot x} \int_{\mathbf{R}^{3}} d x_{1} \int_{\mathbf{R}^{3}} d x_{2} \cdots \int_{\mathbf{R}^{3}} d x_{j+1} \\
& \cdot e^{-i k \theta^{\prime} \cdot x_{1}} q_{1}\left(x_{1}\right) G_{k}^{+}\left(x_{1}-x_{2}\right) q_{2}\left(x_{2}\right) \cdots G_{k}^{+}\left(x_{j}-x_{j+1}\right) q_{j+1}\left(x_{j+1}\right) e^{i k \theta \cdot x_{j+1}} .
\end{aligned}
$$

This mapping is, by the same argument as above, a continuous mapping

$$
F_{j+1}: \prod_{i=1}^{j+1} C^{k} \rightarrow H^{t_{k}}
$$

for all integers $k \geqq 0$ and reals $t_{k}<k+j-\frac{1}{2}$. Assume that $0<t=s+j-\frac{1}{2}-\varepsilon$ for some $\varepsilon>0$. We shall choose integers $k_{0}$ and $k_{1}$ so that $0 \leqq k_{0}<s<k_{1}$, and a parameter $\delta$ satisfying $0<\delta<\min \left(\varepsilon, s-k_{0}\right)$. Further, let $\theta$ be an interpolation parameter, $0<\theta<1$, with the property that $(1-\theta) k_{0}+\theta k_{1}=s-\delta$. Since $\delta<\varepsilon$, we then have $t_{n}=$ $k_{n}+j-\frac{1}{2}-(\varepsilon-\delta)<k_{n}+j-\frac{1}{2}$, where $n=0$, 1 . By the choice of $\theta,(1-\theta) t_{0}+\theta t_{1}=t$. Hence, invoking the multilinear complex interpolation theorem (see, e.g., [3]), we get for $\left(w_{\delta} q_{1}, w_{\delta} q_{2}, \cdots, w_{\delta} q_{j+1}\right) \in \Pi \Lambda^{s}$ the estimate

$$
\begin{aligned}
\left\|F_{j+1}\left(w_{\delta} q_{1}, w_{\delta} q_{2}, \cdots, w_{\delta} q_{j+1}\right)\right\|_{H^{t}} & =\left\|F_{j+1}\left(w_{\delta} q_{1}, w_{\delta} q_{2}, \cdots, w_{\delta} q_{j+1}\right)\right\|_{\left[H^{\left.{ }^{0}, H^{t_{1}}\right]_{\theta}}\right.} \\
& \leqq C \prod_{i=1}^{j+1}\left\|w_{\delta} q_{i}\right\|_{\left[C^{k_{0}, C^{\left.k_{1}\right]_{\theta}}}\right.}^{\leqq C \prod_{i=1}^{j+1}\left\|w_{\delta} q_{i}\right\|_{\Lambda^{s}} .}
\end{aligned}
$$

The last inequality follows from Theorem 1.1. Choosing $q_{1}=q_{2}=\cdots=q_{j+1}=q$ we get the desired result.

Finally, we have to establish the smoothness estimate for the residual term $\tilde{\Phi}_{0} \mathscr{K}^{n+1} \Phi$. Obviously, as $s=0$, the same argument as in the first step above applies to this term too, so we have $\tilde{\Phi}_{0} \mathscr{K}^{n+1} \Phi \in H^{t}$ for $t<n+\frac{1}{2}$. The case $s>0$ can now be treated by writing

$$
\mathscr{F}_{M}^{-1} \tilde{\Phi}_{0} \mathscr{K}^{n+1} \Phi=\sum_{j=n+2}^{N} \mathscr{F}_{M}^{-1} \tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}+\mathscr{F}_{M}^{-1} \tilde{\Phi}_{0} \mathscr{K}^{N+1} \Phi
$$

and choosing $N$ large enough, say $N \leqq n+[s]+1$.
Now consider the first term in expansion (1.16). We have

$$
\mathscr{F}_{M}^{-1} \tilde{\Phi}_{0} \Phi_{0}=\mathscr{F}_{M}^{-1}\left(\int_{\mathbf{R}^{3}} e^{i k\left(\theta-\theta^{\prime}\right) \cdot y} q(y) d y\right)(x)=q(x)
$$

Hence, we have proved the following asymptotic series expansion for $\tilde{q}$.

Theorem 1.8. Let $q$ satisfy the assumption of the previous lemma. The linearized approximation $\tilde{q}$ of $q$ admits the asymptotic expansion

$$
\tilde{q} \sim q+\sum_{j=1}^{\infty} \mathscr{F}_{M} \tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}
$$

where the asymptotic equivalence $\sim$ is to be understood in the sense of

$$
\tilde{q}-q-\sum_{j=1}^{n} \mathscr{F}_{M}^{-1} \tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0} \in H^{t}, \quad t<s+n+\frac{1}{2} .
$$

The importance of this result is, of course, in the fact that we are able to analyse how the singularities of $q$ affect the degree of singularity of $\tilde{q}$. The first nonlinear term $q_{1}(x)=\mathscr{F}_{M} \tilde{\Phi}_{0} \mathscr{K} \Phi_{0}(x)$ in the above expansion will be studied separately in the next section. It will be proved, among other things, that $q_{1}$ belongs to the space $\Lambda^{1}$ if the true potential $q$ is in $L_{\delta}^{\infty}$ for $\delta>\frac{3}{2}$. The proof is based on the explicit form of the term $q_{1}$. However, it is possible, by using the mapping properties of the operators discussed in this section, to establish a counterpart of this result to the higher-order terms, too. In the following theorem we use the notation

$$
q_{j}=\mathscr{F}_{M}^{-1} \tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0} .
$$

Theorem 1.9. If $\delta>\frac{3}{2}$ and $q \in L_{\delta}^{\infty}$ then $q_{j}$ belongs to the Lipschitz class Lip ${ }_{1}$ for $j>2$ and $q_{2}$ belongs to $\operatorname{Lip}_{s}=\Lambda^{s}$ for all $s, 0<s<1$.

Proof. For $x_{1}, x_{2}$ in $\mathbf{R}^{3}$ we have

$$
\begin{aligned}
q_{j}\left(x_{1}\right)-q_{j}\left(x_{2}\right)= & \frac{1}{16 \pi^{3}} \int_{-\infty}^{\infty} k^{2} d k \int d \theta \int d \theta^{\prime}\left(1-\theta \cdot \theta^{\prime}\right) \tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}\left(k, \theta^{\prime}, \theta\right) \\
& \cdot\left(e^{-i k\left(\theta-\theta^{\prime}\right) \cdot x_{1}}-e^{-i k\left(\theta-\theta^{\prime}\right) \cdot x_{2}}\right) \\
= & \frac{1}{16 \pi^{3}} \int_{-\infty}^{\infty} k^{2} d k\left(\left(e_{x_{1}}, \tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0} e_{x_{1}}\right)_{L^{2}\left(S^{2}\right)}-\left(e_{x_{2}}, \tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0} e_{x_{2}}\right)_{L^{2}\left(S^{2}\right)}\right. \\
& \left.\quad-\left(E_{x_{1}}, \tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0} E_{x_{1}}\right)_{L^{2}\left(S^{2}\right)}+\left(E_{x_{2}}, \tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0} E_{x_{2}}\right)_{L^{2}\left(S^{2}\right)}\right) .
\end{aligned}
$$

Here, $e_{x_{j}}=e^{i k \theta \cdot x_{j}} \in L^{2}\left(S^{2}\right)$ and $E_{x_{j}}=\theta e_{x_{j}} \in\left(L^{2}\left(S^{2}\right)\right)^{3}$, the space of vector-valued $L^{2}$ functions. The inner products in these spaces are both denoted by $(\cdot, \cdot)_{L^{2}\left(S^{2}\right)}$. Because $\left\|E_{x_{1}}-E_{x_{2}}\right\|_{L^{2}\left(S^{2}\right)}=\left\|e_{x_{1}}-e_{x_{2}}\right\|_{L^{2}\left(S^{2}\right)}$ and $\left\|e_{x_{j}}\right\|_{L^{2}\left(S^{2}\right)}=4 \pi$, we obtain the estimate

$$
\left|q_{j}\left(x_{1}\right)-q_{j}\left(x_{2}\right)\right| \leqq \frac{1}{\pi^{2}} \int_{-\infty}^{\infty} k^{2} d k\left\|e_{x_{1}}-e_{x_{2}}\right\|_{L^{2}\left(s^{2}\right)}\left\|\tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}\right\| .
$$

But according to Theorem 1.5 and Proposition 1.2,

$$
\left\|\tilde{\Phi}_{0} \mathscr{K}^{j} \Phi_{0}\right\| \leqq \frac{C}{1+|k|^{j+2}}
$$

and on the other hand,

$$
\begin{aligned}
\left\|e_{x_{1}}-e_{x_{2}}\right\|_{L^{2}\left(S^{2}\right)}^{2} & =2 \int_{S^{2}}\left(1-e^{i k \theta \cdot\left(x_{1}-x_{2}\right)}\right) d \theta \\
& =8 \pi\left(1-j_{0}\left(\left|k\left(x_{1}-x_{2}\right)\right|\right) .\right.
\end{aligned}
$$

Thus, by denoting $r=\left|x_{1}-x_{2}\right|$, we need an estimate for the integral

$$
\int_{0}^{\infty} \frac{k^{2}}{1+k^{j+2}}\left(1-\frac{\sin k r}{k r}\right)^{1 / 2} d k
$$

We split this integral into two parts and estimate the first as

$$
\int_{1 / r}^{\infty} \frac{k^{2}}{1+k^{j+2}}\left(1-\frac{\sin k r}{k r}\right)^{1 / 2} d k \leqq \int_{1 / r}^{\infty} \frac{k^{2}}{1+k^{j+2}} d k \leqq C r^{j-1}
$$

For the remaining part of the integral we get for $j>2$

$$
\int_{0}^{1 / r} \frac{k^{2}}{1+k^{j+2}}\left(1-\frac{\sin k r}{k r}\right)^{1 / 2} d k \leqq r \int_{0}^{1 / r} \frac{k^{3}}{1+k^{j+2}} d k \leqq C r
$$

proving the first claim in the theorem. For $j=2$ we get

$$
r \int_{0}^{1 / r} \frac{k^{3}}{1+k^{4}} d k \leqq C r \log \left(\frac{1}{r}\right) \leqq C r^{s}
$$

for $0<s<1$. Hence the proof is complete if we can show that $q_{j} \in L^{\infty}$. But this is obvious, since

$$
\left|q_{j}(x)\right| \leqq C \int_{0}^{\infty} \frac{k^{2}}{1+k^{j+2}}\left(\left\|e_{x}\right\|_{L^{2}\left(s^{2}\right)}+\left\|E_{x}\right\|_{L^{2}\left(S^{2}\right)}\right) d k \leqq C<\infty .
$$

Remark 1.10. It is not hard to see that the argument of Lemma 1.7 holds for potentials with the asymptotic behavior $q(x)=\mathscr{O}\left(|x|^{-2-\varepsilon}\right)$ at infinity. Also, Theorem 1.5 remains valid (see [12]]). Only the asymptotic behaviour of the solution $\psi^{+}$as $x$ goes to infinity should be interpreted in the $L^{2}\left(S^{2}\right)$ sense, causing some notational changes in the above analysis.
2. Analysis of the first nonlinear term. In this section it is shown that the smoothness estimates obtained in the previous section are not the best possible. Since the terms in the asymptotic expansion of $\tilde{q}$ contain only the potential and simple, analytically known functions, we can try to write them in a more explicit form to refine the analysis of the degree of smoothness. We shall carry out this kind of analysis for the first nonlinear term here.

Theorem 2.1. The first nonlinear term admits the integral representation

$$
q_{1}(x)=\mathscr{F}_{M}^{-1} \tilde{\Phi}_{0} \mathscr{K} \Phi_{0}(x)=-\frac{1}{2}\left|\frac{1}{4 \pi} \int_{\mathbf{R}^{3}} \frac{x-y}{|x-y|^{3}} q(y) d y\right|^{2} .
$$

The proof of this result is a straightforward calculation, and we postpone it to Appendix B.

To estimate the smoothness of $q_{1}$ we will prove the following result.
Lemma 2.2. For $\delta>1$ the operators

$$
T_{j} u(x)=\int \frac{(x-y)_{j}}{|x-y|^{3}} u(y) d y, \quad j=1,2,3
$$

$\operatorname{map} L_{\delta}^{\infty}\left(\mathbf{R}^{3}\right)$ to $\Lambda^{1}$.
Proof. We will employ the Riesz transform $R_{j}$, Riesz potential $I_{s}$, and Bessel potential $J_{s}$ defined as

$$
\begin{aligned}
& R_{j} f(x)=\mathscr{F}^{-1}\left(\frac{\xi_{j}}{|\xi|} \hat{f}\right)(x), \quad i=1,2,3 \\
& I_{s} f(x)=\mathscr{F}^{-1}\left(|\xi|^{s} \hat{f}\right)(x) \\
& J_{s} f(x)=\mathscr{F}^{-1}\left(\left(1+|\xi|^{2}\right)^{s / 2} \hat{f}\right)(x)
\end{aligned}
$$

Here $\hat{f}$ is the Fourier transform of the function $f$. It is well known that $J_{\sigma}: \Lambda^{s} \rightarrow \Lambda^{s-\sigma}$ is an isomorphism for all real values of $s$ and $\sigma$ (see [16] and [18]). On the other hand, the Riesz transforms are bounded operators in $\Lambda^{s}$. Observing that $\mathscr{F}\left(x_{j} /|x|^{3}\right)=$ $c \xi_{j} /|\xi|^{2}$ for some constant $c$, we see that in fact

$$
T_{j} f=R_{j} I_{-1}
$$

Thus we have to show only that $I_{-1}$ maps $L_{\delta}^{\infty}$ to $\Lambda^{1}$. To do so, let $\varphi$ be a compactly supported $C^{\infty}$ function in $\mathbf{R}^{3}, \varphi(\xi)=1$ in some neighborhood of the origin, and let

$$
m_{1}(\xi)=\frac{\varphi(\xi)}{|\xi|}, \quad m_{2}(\xi)=\frac{1-\varphi(\xi)}{|\xi|}
$$

If $f \in L_{\delta}^{\infty} \subset L^{2}$, we have $\hat{f} \in L^{2}$ and, consequently, $m_{1} \hat{f} \in L^{1}$ implying especially that $m_{1}$ defines a continuous operator

$$
T_{m_{1}}: f \mapsto \mathscr{F}^{-1}\left(m_{1} \hat{f}\right), \quad T_{m_{1}}: L_{\delta}^{\infty} \rightarrow L^{\infty} .
$$

On the other hand, since

$$
\mathscr{F}\left(D_{j} T_{m_{1}} f\right)(\xi)=\frac{\xi_{j}}{|\xi|} \varphi(\xi) \hat{f}(\xi)
$$

we see that $D_{j} T_{m_{1}} f \in L^{\infty}$ as well, so that

$$
T_{m_{1}}: L_{\delta}^{\infty} \rightarrow \Lambda^{1}
$$

continuously. It remains to prove that $m_{2}$ also defines a continuous mapping,

$$
T_{m_{2}}: f \mapsto \mathscr{F}^{-1}\left(m_{2} \hat{f}\right), \quad T_{m_{2}}: L_{\delta}^{\infty} \rightarrow \Lambda^{1} .
$$

In fact, a slightly stronger result can be obtained, namely

$$
T_{m_{2}}: \Lambda^{s} \rightarrow \Lambda^{s+1}
$$

for all real values of $s$. Since $L_{\delta}^{\infty} \subset \Lambda^{0}$ as is shown in Appendix A, this is clearly more than enough. But since $J_{1}$ maps $\Lambda^{s+1}$ to $\Lambda^{s}$, it remains to be shown that

$$
\left\|\mathscr{F}^{-1}\left(\frac{\left(1+|\xi|^{2}\right)^{1 / 2}}{|\xi|}(1-\varphi(\xi)) \hat{f}(\xi)\right)\right\|_{\Lambda^{s}} \leqq C\|f\|_{\Lambda^{s}}
$$

But this follows from the Mikhlin type of multiplier theorem (Theorem A3 in Appendix A).

By the pointwise multiplier theorem (Proposition A2) we obtain immediately an estimate of smoothness for $q_{1}$ that is clearly better than the one obtained from Lemma 1.7.

Corollary 2.3. If the potential $q$ satisfies $w_{\delta} q \in L^{\infty}$, then

$$
q_{1} \in H^{t} \cap \Lambda^{1}
$$

for all $t, 0<t<1$.
Finally, we combine the results from Theorems 1.8 and 1.9 with Corollary 2.3.
Theorem 2.4. For potentials belonging to the space $L_{\delta}^{\infty}$,

$$
q-\tilde{q} \in \Lambda^{s}
$$

for every $s, 0<s<1$.
Proof. Since

$$
q-\tilde{q}=\sum_{j=1}^{n} q_{j}+q_{n}^{r}
$$

where $q_{n}^{r}$ is in the Sobolev space $H^{n+(1 / 2)-\varepsilon}$, the claim follows from the Sobolev embedding theorem, if we choose $n$ large enough.

Appendix A. We start this Appendix by defining some classical, "constructive" function spaces. Let $k$ be an integer, $k \geqq 0$. By $C^{k}=C^{k}\left(\mathbf{R}^{3}\right)$ we denote the classical Hölder space of $k$ times continuously differentiable fucntions, endowed with the norm

$$
\|f\|_{C^{k}}=\sup _{x} \sum_{|\alpha| \leqq k}\left|D^{\alpha} f(x)\right| .
$$

There are several candidates to extend the definition above to noninteger values by using various moduli of continuity. A useful scale of function spaces is obtained in the following way: Let $s=k+t$, where $k$ is an integer, $0 \leqq k<s$ and $0<t \leqq 1$. Then $f$ belongs to the classical Zygmund space $\Lambda^{s}$, if

$$
\|f\|_{\Lambda^{s}}:=\|f\|_{L^{\infty}}+\sum_{|\alpha| \leqq k} \sup _{x, h} \frac{\left|D^{\alpha} f(x+h)-2 D^{\alpha} f(y)+D^{\alpha} f(x-h)\right|}{|h|^{t}}<\infty .
$$

In general, the symmetric difference cannot be replaced by a simple difference in the above definition. However, when $0<s<1$, we have $\Lambda^{s}=\operatorname{Lip}_{s}$ with equivalent norms, where the Lipschitz class $\operatorname{Lip}_{s}, 0<s \leqq 1$ is characterized by the condition

$$
\|f\|_{\text {Lip }_{s}}:=\|f\|_{L^{\infty}}+\sup _{x, h} \frac{|f(x+h)-f(x)|}{|h|^{s}}<\infty .
$$

It turns out that for $s=1$, the space $\Lambda^{1}$ is strictly larger than $\operatorname{Lip}_{1}$. Similarly, for integer values of $s$, the space $\Lambda^{s}$ is strictly larger than the corresponding Hölder space $C^{s}$. Next, we want to extend the definition of $\Lambda^{s}$ for values $s \leqq 0$. Similarly to the usual Sobolev space scale, this is accomplished through Fourier analysis. We define first a smooth dyadic partition of unity in the following way: Let $\varphi$ and $\varphi_{0}$ be $C^{\infty}$ functions in $\mathbf{R}^{3}, 0 \leqq \varphi, \varphi_{0} \leqq 1$ such that $\operatorname{supp} \varphi=\left\{\xi\left|\frac{1}{2} \leqq|\xi| \leqq 2\right\}\right.$ and $\operatorname{supp} \varphi_{0}=\{\xi| | \xi \mid \leqq 1\}$. Furthermore, assume that the functions are scaled so that

$$
\sum_{k=0}^{\infty} \varphi_{k}(\xi)=1 \quad \text { for all } \xi \in \mathbf{R}^{3}
$$

where $\varphi_{k}(\xi)=\varphi\left(2^{k-1} \xi\right), k=1,2,3, \cdots$. Now, by definition, a function $f$ belongs to the Besov space $B_{p, q}^{s}=B_{p, q}^{s}\left(\mathbf{R}^{3}\right), 0 \leqq p, q \leqq \infty$ and $-\infty<s<\infty$, if

$$
\left(\sum_{k=0}^{\infty}\left(2^{k s}\left\|\mathscr{F}^{-1}\left(\varphi_{k} \hat{f}\right)\right\|_{L^{p}}\right)^{q}\right)^{1 / q}<\infty
$$

(If $q=\infty$, the sum is to be replaced by the supremum.) It can be shown that the definition of the Besov spaces is independent of the specific choice of the resolution of unity $\left\{\varphi_{k}\right\}_{k=0}^{\infty}$ (see [3], [17], [18].) The important tool for us is the following.

Proposition A1. For $s>0$,

$$
B_{\infty, \infty}^{s}=\Lambda^{s}
$$

with equivalent norms.
Therefore, we can define $\Lambda^{s}=B_{\infty, \infty}^{s}$ for all $s,-\infty<s<\infty$. It should be noted that the space $B_{\infty, \infty}^{0}$ is strictly larger than $L^{\infty}$. The inclusion $L^{\infty} \subset B_{\infty, \infty}^{0}$ is simple to verify. If $f \in L^{\infty}$, then

$$
\left\|\mathscr{F}^{-1}\left(\varphi_{k} \hat{f}\right)\right\|_{L^{\infty}}=\left\|\mathscr{F}^{-1} \varphi_{k} * f\right\|_{L^{\infty} \leqq}\left\|\mathscr{F}^{-1} \varphi_{k}\right\|_{L^{1}}\|f\|_{L^{\infty}}=C\|f\|_{L^{\infty}},
$$

the constant $C$ being independent of $k$.

Especially, it follows that for $\delta>0$,

$$
L_{\delta}^{\infty} \subset L^{\infty} \subset \Lambda^{0} .
$$

The Besov spaces are known to have several multiplication properties. The following ones are used in § 2.

Proposition A2. (a) Let $0 \leqq t<s$. Then, for every $f \in H^{t}$ and $h \in \Lambda^{s}, h f \in H^{t}$, and

$$
\|h f\|_{H^{t}} \leqq C\|h\|_{\Lambda^{s}}\|f\|_{H^{t}} .
$$

(b) For $s>0$ the space $\Lambda^{s}$ is a multiplication algebra, i.e., if $h, f \in \Lambda^{s}$, then $h f \in \Lambda^{s}$ with the estimate

$$
\|h f\|_{\Lambda^{s}} \leqq C\|h\|_{\Lambda^{s}}\|f\|_{\Lambda^{s}} .
$$

Part (a) of the above proposition is a special case of Theorem 2.4.2 of [18]; part (b) follows from Theorem 2.8.3 of the same work. One important property of the Besov spaces is that the Mikhlin-Hörmander type of Fourier multiplier theorem is valid. The following proposition is, again, a special case of the more general result proved in [18, Thm. 2.3.7].

Proposition A3. Assume that m is a $C^{\infty}$ function in $\mathbf{R}^{3}$ satisfying for some integer $N$ large enough the estimate

$$
\left|D^{\alpha} m(\xi)\right| \leqq C_{\alpha}\left(1+|\xi|^{2}\right)^{-|\alpha| / 2}, \quad 0 \leqq|\alpha| \leqq N .
$$

Then, for $f \in \Lambda^{s},-\infty<s<\infty$, there is a constant $C>0$ depending only on the constants $C_{\alpha}$ such that for all $f \in \Lambda^{s}$,

$$
\left\|\mathscr{F}^{-1}(m \hat{f})\right\|_{\Lambda^{s}} \leqq C\|f\|_{\Lambda^{s}} .
$$

Finally, we close this Appendix by proving Theorem 1.1.
Proof of Theorem 1.1. It is well known (see [17, p. 201]) that the Zygmund spaces are obtained from the Hölder spaces by the real interpolation method as

$$
\left(C^{k_{0}}, C^{k_{1}}\right)_{\theta, \infty}=\Lambda^{s}, \quad s=(1-\theta) k_{0}+\theta k_{1} .
$$

On the other hand, by the extremal property of the real interpolation method,

$$
\left(C^{k_{0}}, C^{k_{1}}\right)_{\theta, 1} \subset\left[C^{k_{0}}, C^{k_{1}}\right]_{\theta} \subset\left(C^{k_{0}}, C^{k_{1}}\right)_{\theta, \infty} .
$$

Therefore, to obtain the claim, it suffices to prove the following embedding result: If $A_{1} \subset A_{0}$, then

$$
\left(A_{0}, A_{1}\right)_{\eta, \infty} \subset\left(A_{0}, A_{1}\right)_{\theta, 1},
$$

where $0<\theta<\eta<1$. But this follows relatively easily by using the standard $K$-functional techniques. By definition,

$$
K(t, a)=\inf _{a=a_{0}+a_{1}}\left(\left\|a_{0}\right\|_{A_{0}}+t\left\|a_{1}\right\|_{A_{1}}\right)
$$

for $a=a_{0}+a_{1} \in A_{0}+A_{1}$. But since $A_{0}+A_{1} \subset A_{0}$, we get $K(t, a) \leqq\|a\|_{A_{0}}$. Therefore, applying the $\Phi_{\theta, 1}-$ functional to $K(t, a)$,

$$
\begin{aligned}
\Phi_{\theta, 1}(K(\cdot, a)) & =\int_{0}^{\infty} t^{-\theta} K(t, a) \frac{d t}{t} \leqq \sup _{t \geqq 0} t^{-\eta} K(t, a) \int_{0}^{1} t^{\eta-\theta} \frac{d t}{t}+\|a\|_{A_{0}} \int_{1}^{\infty} t^{-\theta} \frac{d t}{t} \\
& =C_{1} \Phi_{\eta, \infty}(K(\cdot, a))+C_{2}\|a\|_{A_{0}} \leqq C\|a\|_{\left(A_{0}, A_{1}\right)_{\eta, \infty}} .
\end{aligned}
$$

The last inequality follows from the fact that $\left(A_{0}, A_{1}\right)_{\eta, \infty}$ is an intermediate space, i.e., $\left(A_{0}, A_{1}\right)_{\eta, \infty} \subset A_{0}+A_{1} \subset A_{0}$.

Appendix B. In this section we derive the expression for $q_{1}$ as given in the Theorem 2.1. We start with two rather technical but straightforward lemmas.

Lemma B1. For $x, y \in \mathbf{R}^{3}, k \in \mathbf{R}$, we have

$$
\int_{S^{2}} d \theta e^{-i k \theta \cdot x} \int_{S^{2}} d \theta^{\prime} \theta \cdot\left(\theta-\theta^{\prime}\right) e^{i k \theta^{\prime} \cdot y}=(4 \pi)^{2}\left(j_{0}(k|x|) j_{0}(k|y|)-\hat{x} \cdot \hat{y} j_{1}(k|x|) j_{1}(k|y|)\right) .
$$

Here, $j_{0}$ and $j_{1}$ are the spherical Bessel functions of orders zero and 1 , and $\hat{x}=x /|x|$, $\hat{y}=y /|y|$.

Proof. Start with the $\theta^{\prime}$ integral,

$$
I(\theta, k, y)=\int_{S^{2}} d \theta^{\prime} \theta \cdot\left(\theta-\theta^{\prime}\right) e^{i k \theta^{\prime} \cdot y} .
$$

Using the expansion of the exponential function in spherical harmonics,

$$
e^{i k \theta^{\prime} \cdot y}=e^{i|k||y| \theta \cdot(\operatorname{sign} k \hat{y})}=4 \pi \sum_{l=0}^{\infty} \sum_{m=-l}^{l} i^{l} j_{l}(|k y|) Y_{l}^{m}(\operatorname{sign} k \hat{y}) \bar{Y}_{l}^{m}\left(\theta^{\prime}\right),
$$

and choosing the coordinates with the $\hat{e}_{3}$ axis is parallel to $\theta$ so that

$$
1-\theta \cdot \theta^{\prime}=1-\cos \left(\theta, \theta^{\prime}\right)=\sqrt{4 \pi}\left(Y_{0}^{0}\left(\theta^{\prime}\right)-\frac{1}{\sqrt{3}} Y_{1}^{0}\left(\theta^{\prime}\right)\right)
$$

we get by the orthogonality of the spherical harmonics

$$
\begin{aligned}
I(\theta, k, y) & =(4 \pi)^{3 / 2}\left(j_{0}(|k y|) Y_{0}^{0}(\operatorname{sign} k \hat{y})-\frac{i}{\sqrt{3}} j_{1}(|k y|) Y_{1}^{0}(\operatorname{sign} k \hat{y})\right) \\
& =4 \pi\left(j_{0}(|k y|)-i \operatorname{sign} k \hat{y} \cdot \theta j_{1}(|k y|)\right)
\end{aligned}
$$

Invoking the spherical harmonics expansion once more, this time choosing the $\hat{e}_{3}$ axis parallel to sign $k \hat{y}$,

$$
\begin{aligned}
\int_{S^{2}} d \theta & e^{-i k \theta \cdot x} I(k, \theta, y) \\
= & (4 \pi)^{5 / 2} \sum_{l=0}^{l=\infty} \sum_{m=-l}^{m=l} i^{l} j_{l}(|k x|) Y_{l}^{m}(-\operatorname{sign} k \hat{x}) \\
& \cdot \int_{S^{2}} \bar{Y}_{l}^{m}(\theta)\left(j_{0}(|k y|) Y_{0}^{0}(\theta)-i \frac{1}{\sqrt{3}} j_{1}(|k y|) Y_{1}^{0}(\theta)\right) d \theta \\
= & (4 \pi)^{2}\left(j_{0}(|k x|) j_{0}(|k y|)-\hat{x} \cdot \hat{y} j_{1}(|k x|) j_{1}(|k y|)\right),
\end{aligned}
$$

which yields the claim, since the products of the Bessel functions are even functions.

To deal with the $k$-integral we prove the following result.
Lemma B2. For $\alpha, \beta$, and $\gamma$ positive, we have the following formulas for the distributional Fourier transforms of the products of Bessel functions:

$$
\begin{aligned}
\int_{-\infty}^{\infty} e^{i k \alpha} j_{0}(\beta k) j_{0}(\gamma k) d k=-\frac{\pi}{2 \beta \gamma}( & (\alpha+\beta+\gamma)+\delta(\alpha-\beta-\gamma) \\
& -\delta(\alpha+\beta-\gamma)-\delta(\alpha-\beta+\gamma)),
\end{aligned}
$$

and similarly

$$
\begin{aligned}
& \int_{-\infty}^{\infty} e^{i k \alpha} j_{1}\left(\beta_{k}\right) j_{1}(\gamma k) d k \\
&= \frac{\pi}{2 \beta \gamma}(\delta(\alpha+\beta-\gamma)+\delta(\alpha-\beta-\gamma)+\delta(\alpha+\beta-\gamma)+\delta(\alpha-\beta+\gamma) \\
&-\frac{1}{\beta}(\Theta(\beta-\alpha-\gamma)+\Theta(\beta-|\alpha-\gamma|))-\frac{1}{\gamma}(\Theta(\gamma-\alpha-\beta)+\Theta(\gamma-|\alpha-\beta|)) \\
&\left.\quad+\frac{1}{\beta \gamma}(\min (\beta, \alpha+\gamma)+\operatorname{sign}(\gamma-\alpha) \min (\beta,|\alpha-\gamma|))\right) .
\end{aligned}
$$

Here, $\delta$ is the delta distribution and $\Theta$ is the Heaviside function.
Proof. By the explicit formula

$$
j_{0}(t)=\frac{\sin t}{t}=\frac{1}{2 i t}\left(e^{i t}-e^{-i t}\right),
$$

the first identity is immediate. Similarly, by the formula

$$
j_{1}(t)=\left(\frac{\sin t}{t^{2}}-\frac{\cos t}{t}\right)
$$

we obtain for the second term

$$
\begin{aligned}
j_{1}(\beta k) j_{1}(\gamma k)=\frac{1}{\beta \gamma k^{2}}( & \cos \beta k \cos \gamma k-\frac{1}{\beta k} \sin \beta k \cos \gamma k-\frac{1}{\gamma k} \sin \gamma k \cos \beta k \\
& \left.+\frac{1}{\beta \gamma k^{2}} \sin \beta k \sin \gamma k\right) .
\end{aligned}
$$

We will integrate this expression term by term. The first term gives the $\delta$-terms appearing in the claim. To evaluate the second term we write

$$
\begin{aligned}
\int_{-\infty}^{\infty} & \frac{1}{k} e^{i k \alpha} \sin \beta k \cos \gamma k d k=2 \int_{0}^{\infty} \frac{1}{k} \cos \alpha k \sin \beta k \cos \gamma k d k \\
& =\int_{0}^{\infty} \frac{1}{k} \sin \beta k \cos (\alpha+\gamma) k d k+\int_{0}^{\infty} \frac{1}{k} \sin \beta k \cos (\alpha-\gamma) k d k \\
& =\frac{\pi}{2} \Theta(\beta-\alpha-\gamma)+\frac{\pi}{2} \Theta(\beta-|\alpha-\gamma|) .
\end{aligned}
$$

The last equality follows from [6, p. 414].
The integral of the third term equals that of the second with the roles of $\beta$ and $\gamma$ interchanged. Finally, to integrate the fourth term, we write

$$
\begin{aligned}
\int_{-\infty}^{\infty} & \frac{1}{k^{2}} e^{i k \alpha} \sin \beta k \sin \gamma k d k=2 \int_{0}^{\infty} \frac{1}{k^{2}} \cos \alpha k \sin \beta k \sin \gamma k d k \\
& =\int_{0}^{\infty} \frac{1}{k^{2}} \sin \beta k \sin (\alpha+\gamma) k d k+\operatorname{sign}(\gamma-\alpha) \int_{0}^{\infty} \frac{1}{k^{2}} \sin \beta k \sin |\gamma-\alpha| k d k \\
& =\frac{\pi}{2} \min (\beta, \alpha+\gamma)+\frac{\pi}{2} \operatorname{sign}(\gamma-\alpha) \min (\beta,|\gamma-\alpha|)
\end{aligned}
$$

by [6, p. 414]. The proof of the lemma is thus complete.

Now we are ready to prove Theorem 2.1. Let $\varphi \in S\left(\mathbf{R}^{3}\right)$. By the distributional definition of $\mathscr{F}_{M}^{-1}$, we have

$$
\begin{aligned}
\left\langle\mathscr{F}_{M}^{-1} \tilde{\Phi}_{0} \mathscr{K} \Phi_{0}, \varphi\right\rangle= & \int_{M} d \mu\left(k, \theta^{\prime}, \theta\right) \tilde{\Phi}_{0} \mathscr{K} \Phi_{0}\left(k, \theta^{\prime}, \theta\right) \mathscr{F}^{-1} \varphi\left(k\left(\theta-\theta^{\prime}\right)\right) \\
= & \int_{M} d \mu\left(k, \theta^{\prime}, \theta\right) \mathscr{F}^{-1} \varphi\left(k\left(\theta-\theta^{\prime}\right)\right) \int_{\mathbf{R}^{3}} d x e^{-i k \theta^{\prime} \cdot x} q(x) \\
& \cdot \int_{\mathbf{R}^{3}} d y \frac{e^{i k|x-y|}}{4 \pi|x-y|} q(y) e^{i k \theta \cdot y} .
\end{aligned}
$$

It is not hard to see, by using the mapping properties of $\mathscr{R}_{0}^{+}(k)$, that we can use the Fubini theorem in the above integral to get

$$
\begin{aligned}
\left\langle\mathscr{F}_{M}^{-1} \tilde{\Phi}_{0} \mathscr{K} \Phi_{0}, \varphi\right\rangle=\frac{1}{4 \pi} & \int d x q(x) \int d y q(y) \frac{1}{|x-y|} \int_{M} d \mu\left(k, \theta^{\prime}, \theta\right) \mathscr{F}^{-1} \varphi\left(k\left(\theta-\theta^{\prime}\right)\right) \\
& \cdot e^{-i k \theta^{\prime} \cdot x} e^{i k|x-y|} e^{i k \theta \cdot y} .
\end{aligned}
$$

To obtain the claimed result, we have to prove that for $x \neq y$,

$$
\begin{gathered}
\frac{1}{4 \pi} \int_{M} d \mu\left(k, \theta^{\prime}, \theta\right) \mathscr{F}^{-1} \varphi\left(k\left(\theta-\theta^{\prime}\right)\right) e^{-i k \theta^{\prime} \cdot x} e^{i k|x-y|} e^{i k \theta \cdot y} \\
=-\frac{1}{32 \pi} \int_{\mathbf{R}^{3}} d z \varphi(z)|x-y| \frac{(x-z) \cdot(y-z)}{|x-z|^{3}|y-x|^{3}}
\end{gathered}
$$

By Lemma B1, we get

$$
\begin{aligned}
& \frac{1}{4 \pi} \int_{M} d \mu\left(k, \theta^{\prime}, \theta\right) \mathscr{F}^{-1} \varphi\left(k\left(\theta-\theta^{\prime}\right)\right) e^{-i k \theta^{\prime} \cdot x} e^{i k|x-y|} e^{i k \theta \cdot y} \\
& \quad= \frac{1}{16 \pi^{3}} \lim _{n \rightarrow \infty} \int_{-n}^{n} d k k^{2} \int_{\mathbf{R}^{3}} d z \varphi(z) e^{i k|x-y|}\left(j_{0}(k|z-y|) j_{0}(k|z-x|)\right. \\
&\left.-(\widehat{z-y}) \cdot(\widehat{z-x}) j_{1}(k|z-y|) j_{1}(k|z-x|)\right)
\end{aligned}
$$

Further, by Lemma A2 with $\alpha=|x-y|, \beta=|z-y|$ and $\gamma=|z-x|$, the above integral equals to $I_{1}+I_{2}$, where

$$
\begin{aligned}
I_{1}=- & \frac{1}{32 \pi^{2}} \int_{\mathbf{R}^{3}} d z \frac{\varphi(z)}{|z-y||z-x|} \\
& \cdot\{(1+(\widehat{z-y}) \cdot(\widehat{z-x}))(\delta(|x-y|+|z-y|+|z-x|) \\
& +\delta(|x-y|-|z-y|-|z-x|))+(1-(\widehat{z-y}) \cdot(\widehat{z-x})) \\
& \cdot(\delta(|x-y|-|z-y|+|z-x|)+\delta(|x-y|+|z-y|-|z-x|))\},
\end{aligned}
$$

and the remaining part contains the less singular terms, i.e.,

$$
\begin{aligned}
I_{2}=- & \frac{1}{16 \pi^{2}} \int_{\mathbf{R}^{3}} d z \frac{\varphi(z)}{|z-y||z-x|}(\widehat{z-y}) \cdot(\widehat{z-x}) \\
& \cdot\left\{\frac{1}{|z-y|}(\Theta(|z-y|-|x-y|-|z-x|)+\Theta(|z-y|-\|x-y|-| z-x\|))\right. \\
& \quad+\frac{1}{|z-x|}(\Theta(|z-x|-|x-y|-|z-y|)+\Theta(|z-x|-\|x-y|-| z-y\|))
\end{aligned}
$$

$$
\begin{aligned}
-\frac{1}{|z-y||z-x|} & (\min (|z-y|,|x-y|+|z-x|) \\
& +\operatorname{sign}(|z-x|-|x-y|) \min (|z-y|,\|x-y|-| z-x\|))\}
\end{aligned}
$$

First we show that the first integral $I_{1}$ vanishes. To get an interpretation for the one-dimensional delta distributions appearing in the first integral $I_{1}$, we use the prolate spheroidal coordinates with foci at $x$ and $y$. If $|x-y|=2 a>0$, we choose the new coordinates $(\xi, \zeta, \omega)$ as

$$
\begin{array}{ll}
2 a \xi=|x-z|+|y-z|, & \\
2 \leqq \xi<\infty \\
2 a \zeta=|x-z|-|y-z|, & \\
-1 \leqq \zeta \leqq 1,
\end{array}
$$

$\omega=$ angle around, the axis passing through $x$ and $y, \quad 0 \leqq \omega \leqq 2 \pi$.
The Jacobian of the change of variables $z=\left(z_{1}, z_{2}, z_{3}\right) \rightarrow(\xi, \zeta, \omega)$ is

$$
\left|\frac{\partial\left(z_{1}, z_{2}, z_{3}\right)}{\partial(\xi, \zeta, \omega)}\right|=a|x-z||y-z|
$$

(see [2, p. 105]). Finally, denoting $\alpha_{ \pm}=1 \pm(\widehat{z-y}) \cdot(\widehat{z-x})$ and by $u$ the coordinate transform $z=u(\xi, \zeta, \omega)$, we have

$$
\begin{aligned}
I_{1}=-\frac{1}{64 \pi^{2}} \int_{1}^{\infty} d \xi \int_{-1}^{1} d \zeta \int_{0}^{2 \pi} d \omega \varphi \circ u(\xi, \zeta, \omega) \\
\cdot\left(\alpha_{+}(\delta(1+\xi)+\delta(1-\xi))+\alpha_{-}(\delta(1-\zeta)+\delta(1+\zeta))\right),
\end{aligned}
$$

where the identity $\delta(a t)=\delta(t) / a$ is used. From this representation we deduce that, in fact, $I_{1}=0$, because by a simple geometrical argument $\alpha_{+}=0$ when $\xi=1$, and $\alpha_{-}=0$ when $\zeta= \pm 1$. To simplify the $I_{2}$ integral, note that $|z-y| \leqq|z-x|+|x-y|$ and $\| y-x \mid-$ $|z-x| \leqq|z-y|$ and similarly with $x$ and $y$ interchanged, so $I_{2}$ reduces simply to

$$
\begin{aligned}
I_{2}= & -\frac{1}{32 \pi^{2}} \int_{\mathbf{R}^{3}} d z \varphi(z) \frac{(\widehat{z-y}) \cdot(\widehat{z-x})}{|z-y||z-x|} \\
& \cdot\left(\frac{1}{|z-y|}+\frac{1}{|z-x|}-\frac{1}{|z-y||z-x|}(|z-y|+|z-x|-|x-y|)\right) \\
= & -\frac{1}{32 \pi^{2}} \int_{\mathbf{R}^{3}} d z \varphi(z) \frac{(\widehat{z-y}) \cdot(\widehat{z-x})}{|z-y|^{2}|z-x|^{2}}|x-y| .
\end{aligned}
$$

The proof of Theorem 2.1 is thus complete.
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# TWO-DIMENSIONAL STATIONARY PHASE APPROXIMATION: STATIONARY POINT AT A CORNER* 
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Abstract. Asymptotic expansions are derived for the double integral

$$
\iint_{D} g(x, y) \exp (i N f(x, y)) d x d y
$$

as $N \rightarrow+\infty$, where $f(x, y)$ has a stationary point at a corner of the boundary of $D$. Two different methods are given, one for the case of local extrema and one for saddlepoints. In the case of saddlepoints, our method allows the boundary of $D$ to be tangent to a level curve of $f$.

Key words. stationary phase approximation, asymptotic expansion, double integral, stationary point at a corner
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1. Introduction. Consider the double integral

$$
\begin{equation*}
I(N)=\iint_{D} g(x, y) \exp (i N f(x, y)) d x d y \tag{1.1}
\end{equation*}
$$

where $D$ is a bounded domain, $f$ and $g$ are real-valued $C^{\infty}$-functions in $D$, and $N$ is a large positive parameter. By a stationary point $\left(x_{0}, y_{0}\right)$ of $f$, we mean a point at which the gradient of $f$ vanishes, i.e., $f_{x}\left(x_{0}, y_{0}\right)=f_{y}\left(x_{0}, y_{0}\right)=0$. A stationary point is said to be nondegenerate if the Hessian matrix of $f$ is nonsingular, i.e.,

$$
\begin{equation*}
\operatorname{det} f^{\prime \prime}\left(x_{0}, y_{0}\right) \equiv\left(f_{x x} f_{y y}-f_{x y}^{2}\right)\left(x_{0}, y_{0}\right) \neq 0 . \tag{1.2}
\end{equation*}
$$

If $\left(x_{0}, y_{0}\right)$ is the only stationary point of $f$ in $D$, if it is nondegenerate, and if it lies in the interior of $D$, then it is well known that

$$
\begin{equation*}
I(N) \sim g\left(x_{0}, y_{0}\right) \exp \left(i N f\left(x_{0}, y_{0}\right)\right)\left|\operatorname{det} f^{\prime \prime}\left(x_{0}, y_{0}\right)\right|^{-1 / 2}\left(\frac{2 \pi \sigma}{N}\right) \tag{1.3}
\end{equation*}
$$

as $N \rightarrow \infty$, where $\sigma$ is equal to $i$, $-i$, or 1 depending on whether $\left(x_{0}, y_{0}\right)$ is a local minimum, local maximum, or saddlepoint, respectively; see, for example, [2, eq. 18] or [11, Chap. VIII].

If the stationary point $\left(x_{0}, y_{0}\right)$ is nondegenerate and lies on the boundary of $D$, and if the boundary curve is smooth near this point, then it is also known that $I(N)$ is asymptotic to half of the above approximation, i.e.,

$$
\begin{equation*}
I(N) \sim g\left(x_{0}, y_{0}\right) \exp \left(i N f\left(x_{0}, y_{0}\right)\right)\left|\operatorname{det} f^{\prime \prime}\left(x_{0}, y_{0}\right)\right|^{-1 / 2}\left(\frac{\pi \sigma}{N}\right) \tag{1.4}
\end{equation*}
$$

as $N \rightarrow \infty$; see [6, p. 22] or [11, p. 442]. However, in the case where the stationary point $\left(x_{0}, y_{0}\right)$ is a saddlepoint (i.e., $\left.\left(f_{x y}^{2}-f_{x x} f_{y y}\right)\left(x_{0}, y_{0}\right)>0\right)$, the level set $f(x, y)=f\left(x_{0}, y_{0}\right)$, near $\left(x_{0}, y_{0}\right)$, can be shown to consist of a pair of smooth curves intersecting at $\left(x_{0}, y_{0}\right)$.

[^36]The validity of (1.4) requires the additional assumption that the boundary curve $h(x, y)=0$ not be tangent to either of these curves at $\left(x_{0}, y_{0}\right)$. This condition can be expressed analytically by

$$
\begin{equation*}
\left\{h_{x} f_{y y}+h_{y}\left(-f_{x y} \pm \sqrt{f_{x y}^{2}-f_{x x} f_{y y}}\right)\right\}\left(x_{0}, y_{0}\right) \neq 0 \tag{1.5}
\end{equation*}
$$

(This reduces to the more familiar condition $\left(h_{x}^{2} f_{y y}+h_{y}^{2} f_{x x}\right)\left(x_{0}, y_{0}\right) \neq 0$ given in [ 6 , p. 23], when $f_{x y}\left(x_{0}, y_{0}\right)=0$.)

If the nondegenerate stationary point $\left(x_{0}, y_{0}\right)$ occurs at a corner, i.e., at a point on the boundary where the tangent line has a jump, then there is no result that can claim any generality. The problem of deriving an asymptotic formula for the integral (1.1) in this case has been known for some time, and is explicitly mentioned in [1, p. 88]. (For a discussion of corners that are not stationary points, see [2], [5], and [6].) The purpose of this paper is to provide a solution to this problem, and our discussion will be divided into two separate cases. In one case, the corner point ( $x_{0}, y_{0}$ ) is a local extremum of the phase function $f(x, y)$; and in the other case, $\left(x_{0}, y_{0}\right)$ is a saddlepoint. The methods that we use in these two cases are quite different. In the first case, our method consists of a reduction of the double integral (1.1) to a onedimensional Fourier transform and an application of a Taylor-type expansion of the Dirac $\delta$-function. This approach is motivated by a method of Jones and Kline [6] as elaborated in [12]. In the second case, we make repeated use of Green's theorem and follow with an application of a result due to Erdélyi [4] concerning the stationary phase method in the presence of a logarithmic singularity. From our discussion below, it will become apparent that our method works even when the boundary curve is smooth at the stationary point but condition (1.5) fails to hold.
2. Local extremum at a corner. For convenience, we shall assume that the corner point $\left(x_{0}, y_{0}\right)$ is at the origin, i.e., $x_{0}=y_{0}=0$, and that near this point the domain $D$ is bounded by two smooth curves intersecting only at $(0,0)$. We will represent these curves by $h(x, y)=0$ and $k(x, y)=0$, where $h$ and $k$ are $C^{\infty}$-functions with nonvanishing gradients. Since these two curves intersect with a positive angle at ( 0,0 ), i.e., they are not tangent to each other there, the gradients ( $h_{x}, h_{y}$ ) and ( $k_{x}, k_{y}$ ) are linearly independent at $(0,0)$. Without loss of generality, it can be assumed that these gradients point into $D$ for $(x, y)$ near $(0,0)$. By using a partition of unity [ $10, \mathrm{pp} .147,246$ ] or a neutralizer [11, p.427], we can always isolate the stationary point $(0,0)$ from other critical points by multiplying $g$ by a $C^{\infty}$-function with compact support, which may be taken arbitrarily small. Thus we may assume that $g$ vanishes $C^{\infty}$-smoothly off an arbitrarily small neighborhood of $(0,0)$. The situation is as depicted in Fig. 1.

In the integral (1.1), we now make the change of variables

$$
\begin{equation*}
s=h(x, y), \quad t=k(x, y) . \tag{2.1}
\end{equation*}
$$

Since $\left(h_{x}, h_{y}\right)$ and ( $k_{x}, k_{y}$ ) are linearly independent at $(0,0)$,

$$
\begin{equation*}
\frac{\partial(s, t)}{\partial(x, y)}=h_{x} k_{y}-h_{y} k_{x} \equiv \Delta(x, y) \tag{2.2}
\end{equation*}
$$

does not vanish at $(x, y)=(0,0)$. Consequently, the transformation (2.1) is invertible near $(0,0)$. By shrinking the support of $g$ if necessary, we may assume without loss of generality that this transformation is invertible, with nonzero Jacobian, on $\operatorname{supp}(g)$. Thus

$$
\begin{equation*}
I(N)=\iint_{D_{1}} g_{1}(s, t) \exp \left(i N f_{1}(s, t)\right) d s d t \tag{2.3}
\end{equation*}
$$



Fig. 1. Domain D.
where

$$
\begin{equation*}
f_{1}(s, t)=f(x, y), \quad g_{1}(s, t)=\frac{g(x, y)}{|\Delta|} \tag{2.4}
\end{equation*}
$$

and $D_{1}$ is the image of $D$ (see Fig. 2). Simple computation shows that $f_{1}(0,0)=f(0,0)$ and $(0,0)$ is a stationary point of $f_{1}(s, t)$. Furthermore, near $(0,0)$ we have

$$
\begin{equation*}
f_{1}(s, t)=f(0,0)+\frac{1}{2}\left(\alpha s^{2}+2 \beta s t+\gamma t^{2}\right)+\cdots, \tag{2.5}
\end{equation*}
$$

where

$$
\begin{gather*}
\alpha=\frac{\partial^{2} f}{\partial x^{2}} k_{y}^{2}-2 \frac{\partial^{2} f}{\partial x \partial y} k_{x} k_{y}+\frac{\partial^{2} f}{\partial y^{2}} k_{x}^{2},  \tag{2.6}\\
\beta=-\left(\frac{\partial^{2} f}{\partial x^{2}} h_{y} k_{y}+\frac{\partial^{2} f}{\partial y^{2}} h_{x} k_{x}\right)+\frac{\partial^{2} f}{\partial x \partial y}\left(h_{x} k_{y}+h_{y} k_{x}\right), \\
\gamma=\frac{\partial^{2} f}{\partial x^{2}} h_{y}^{2}-2 \frac{\partial^{2} f}{\partial x \partial y} h_{x} h_{y}+\frac{\partial^{2} f}{\partial y^{2}} h_{x}^{2},
\end{gather*}
$$

all derivatives being evaluated at $(0,0)$. Here we have also used the fact that the first-order partial derivatives of $f(x, y)$ vanish at $(0,0)$.


Fig. 2. Domain $D_{1}$.

Our next step is to eliminate the cross-product term st in the Maclaurin expansion (2.5). To do this, we make the second change of variables:

$$
\begin{equation*}
u=s+\frac{\beta}{\alpha} t \quad \text { and } \quad v=t \tag{2.9}
\end{equation*}
$$

It is easily verified that

$$
\alpha s^{2}+2 \beta s t+\gamma t^{2}=\lambda u^{2}+\mu v^{2},
$$

where $\lambda=\alpha$ and $\mu=\left(\alpha \gamma-\beta^{2}\right) / \alpha$, and that the Jacobian of the transformation is 1 . The integral $I(N)$ in (2.3) now becomes

$$
\begin{equation*}
I(N)=\iint_{D_{2}} \psi(u, v) \exp (i N \phi(u, v)) d u d v \tag{2.10}
\end{equation*}
$$

where

$$
\begin{gather*}
\phi(u, v)=f(0,0)+\frac{\lambda}{2} u^{2}+\frac{\mu}{2} v^{2}+\cdots,  \tag{2.11}\\
\psi(u, v)=g_{1}(s, t) \tag{2.12}
\end{gather*}
$$

The domain $D_{2}$ is as shown in Fig. 3.
We will apply the argument in [12] to the integral in (2.10). Before proceeding, we first observe that the nature of the stationary point $(0,0)$ of $f(x, y)$ is preserved under the transformations (2.1) and (2.9). That is, if $(0,0)$ is a local extremum of $f(x, y)$ then $(0,0)$ is a local extremum of $\phi(u, v)$, and if $(0,0)$ is a saddlepoint of $f(x, y)$ then $(0,0)$ is a saddlepoint of $\phi(u, v)$. To demonstrate this, we let

$$
\begin{equation*}
a=\frac{\partial^{2} f}{\partial x^{2}}(0,0), \quad b=\frac{\partial^{2} f}{\partial x \partial y}(0,0), \quad c=\frac{\partial^{2} f}{\partial y^{2}}(0,0) \tag{2.13}
\end{equation*}
$$

Simple computation yields

$$
\begin{align*}
& \alpha \gamma-\beta^{2}=\left(a c-b^{2}\right)\left(k_{x} h_{y}-k_{y} h_{x}\right)^{2}  \tag{2.14}\\
& \alpha=a\left[\left(k_{y}-\frac{b}{a} k_{x}\right)^{2}+\frac{a c-b^{2}}{a^{2}} k_{x}^{2}\right], \tag{2.15}
\end{align*}
$$



Fig. 3. Domain $D_{2}$.
where all derivatives are evaluated at $(0,0)$. It is now evident that the signs of $\alpha \gamma-\beta^{2}$ and $\alpha$, and hence those of $\lambda$ and $\mu$ in (2.11), are determined by the signs of $a c-b^{2}$ and $a$. If, say, $(0,0)$ is a local maximum of $f(x, y)$, then $a c-b^{2}>0$ and $a<0$. Hence, $\alpha \gamma-\beta^{2}>0$ and $\alpha<0$. Consequently, $\lambda$ and $\mu$ are both negative, or equivalently, $(0,0)$ is a local maximum of $\phi(u, v)$.

The argument in [12] first expresses the integral (2.10) in the form of a onedimensional Fourier transform, using the method of resolution of double integrals [3, pp. 298-300]. Let $m$ and $M$ denote the infimum and supremum, respectively, of $\phi(u, v)-f(0,0)$ in $D_{2}$. Then

$$
\begin{equation*}
I(N)=e^{i N f(0,0)} \int_{m}^{M} e^{i N t} h(t) d t \tag{2.16}
\end{equation*}
$$

where

$$
\begin{equation*}
h(t)=\int_{\Gamma} \frac{\psi(u, v)}{\sqrt{\phi_{u}^{2}+\phi_{v}^{2}}} d \sigma \tag{2.17}
\end{equation*}
$$

and $\Gamma$ is the curve defined by

$$
\begin{equation*}
\Gamma=\left\{(u, v) \in D_{2}: \phi(u, v)-f(0,0)=t\right\} \tag{2.18}
\end{equation*}
$$

$\sigma$ being the arclength of $\Gamma$.
Assume for the moment that $(0,0)$ is a local minimum of $f(x, y)$. Then $(0,0)$ is a local minimum of $\phi(u, v)$, in which case both $\lambda$ and $\mu$ are positive. Put

$$
\begin{equation*}
u=\left(\frac{2 \xi}{\lambda}\right)^{1 / 2} \cos \eta, \quad v=\left(\frac{2 \xi}{\mu}\right)^{1 / 2} \sin \eta \tag{2.19}
\end{equation*}
$$

Clearly

$$
\begin{align*}
& \xi=\frac{\lambda}{2} u^{2}+\frac{\mu}{2} v^{2},  \tag{2.20}\\
& \frac{\partial(u, v)}{\partial(\xi, \eta)}=\frac{1}{\sqrt{\lambda \mu}}
\end{align*}
$$

In terms of the polar coordinates $(\xi, \eta)$, the line integral becomes

$$
\begin{equation*}
h(t)=\int_{\Gamma^{\prime}} \frac{\Phi(\xi, \eta)}{|\nabla(\xi+F)|} d \sigma^{\prime} \tag{2.22}
\end{equation*}
$$

where

$$
\begin{gather*}
\xi+F(\xi, \eta)=\phi(u, v)-f(0,0), \quad \Phi(\xi, \eta)=\frac{1}{\sqrt{\lambda \mu}} \psi(u, v),  \tag{2.23}\\
\Gamma^{\prime}=\left\{(\xi, \eta) \in D_{3}: \xi+F(\xi, \eta)=t\right\} \tag{2.24}
\end{gather*}
$$

and $d \sigma^{\prime}$ denotes the length of $\Gamma^{\prime}$. The domain $D_{3}$ is shown in Fig. 4.
From (2.11), (2.19), and (2.23), it is easily seen that $F(\xi, \eta)=O\left(\xi^{3 / 2}\right)$ and $F_{\xi}(\xi, \eta)=O\left(\xi^{1 / 2}\right)$. Hence, by shrinking the support of $\Phi$ if necessary, we may assume without loss of generality that $1+F_{\xi}>0$. The implicit function theorem then ensures


Fig. 4. Domain $D_{3}$.
that the equation $t=\xi+F(\xi, \eta)$ has a unique $C^{\infty}$-solution $\xi_{t}(\eta)$. Consequently, we may write explicitly

$$
d \sigma^{\prime}=\frac{\sqrt{\left[1+F_{\xi}\left(\xi_{t}, \eta\right)\right]^{2}+\left[F_{\eta}\left(\xi_{t}, \eta\right)\right]^{2}}}{1+F_{\xi}\left(\xi_{t}, \eta\right)} d \eta
$$

and the line integral in (2.22) becomes

$$
\begin{equation*}
h(t)=\int_{0}^{\eta_{1}} \frac{\Phi\left(\xi_{t}, \eta\right)}{1+F_{\xi}\left(\xi_{t}, \eta\right)} d \eta, \tag{2.25}
\end{equation*}
$$

where $\eta_{1}=\tan ^{-1}[(\alpha / \beta) \sqrt{\mu / \lambda}]$. We will show next that $h(t)$ has an asymptotic expansion of the form

$$
\begin{equation*}
h(t) \sim a_{0}+a_{1} t^{1 / 2}+a_{2} t+\cdots \quad \text { as } t \rightarrow 0^{+} . \tag{2.26}
\end{equation*}
$$

To prove (2.26), we observe that in terms of generalized functions, the line integral (2.22) can be expressed as

$$
h(t)=\langle\delta(t-\xi-F), \Phi\rangle,
$$

where $\delta$ is the distribution concentrated on the curve $\Gamma^{\prime}$; see [12, eqs. (3.5), (3.6)]. Thus the result of Lemma 2 in [12] applies immediately. Since $\Gamma^{\prime}$ lies inside domain $D_{3}$ (Fig. 4), the upper limit $2 \pi$ in equation (4.6) of [12] is replaced by $\eta_{1}$. Consequently,

$$
\begin{equation*}
h(t)=\sum_{r=0}^{n} \frac{(-1)^{r}}{r!} \frac{\partial^{r}}{\partial t^{r}} \int_{0}^{\eta_{1}} \Phi(t, \eta) F^{r}(t, \eta) d \eta+R_{n+1}(t) \tag{2.27}
\end{equation*}
$$

where the remainder satisfies

$$
\begin{equation*}
R_{n+1}(t)=O\left(t^{(n+1) / 2}\right) \quad \text { as } t \rightarrow 0^{+} \tag{2.28}
\end{equation*}
$$

cf. [12, eq. (4.8)]. Since $f$ and $g$ are $C^{\infty}$-functions, so are $\phi$ and $\psi$. Using (2.19), we can then write for any $p \geqq 1$

$$
\Phi(\xi, \eta) F^{r}(\xi, \eta)=\sum_{\mu=0}^{p-1} c_{\mu r}(\eta) \xi^{\mu / 2}+O\left(\xi^{p / 2}\right)
$$

as $\xi \rightarrow 0^{+}$, where $c_{\mu r}(\eta)$ is a polynomial in $\cos \eta$ and $\sin \eta$, and the $O$-symbol is independent of $\eta$. From this it follows that each term in the series of (2.27) has an asymptotic expansion, as $t \rightarrow 0^{+}$, of the form $\sum_{\nu=0}^{\infty} a_{\nu r} r^{\nu / 2}$. By rearranging the terms appropriately the desired result (2.26) is obtained.

In (2.10) it is tempting to make a nonlinear change of variables so that the phase function $\phi(u, v)$ becomes a sum of two squares. This would eliminate the use of the complicated expansion (2.27), and render the analysis much simpler; see [11, Chap. VIII, §§ 3, 6]. However, under this change of variable, the boundary curve $v=(\alpha / \beta) u$ of the domain $D_{2}$ would no longer be a straight line, and consequently $D_{3}$ would not be of the rectangular shape shown in Fig. 4.

The coefficients $a_{s}$ in the expansion (2.26) can be calculated explicitly. The leading two are given by

$$
\begin{gather*}
a_{0}=\frac{1}{\sqrt{\lambda \mu}} \psi_{00} \eta_{1}  \tag{2.29}\\
a_{1}=\frac{1}{\sqrt{\lambda \mu}} \int_{0}^{\eta_{1}}\left\{\begin{array}{l}
\sqrt{\frac{2}{\lambda}} \psi_{10} \cos \eta+\sqrt{\frac{2}{\mu}} \psi_{01} \sin \eta \\
\\
-\frac{1}{4} \psi_{00}\left[\left(\frac{2}{\lambda}\right)^{3 / 2} \phi_{30} \cos ^{3} \eta+3\left(\frac{2}{\lambda}\right)\left(\frac{2}{\mu}\right)^{1 / 2} \phi_{21} \cos ^{2} \eta \sin \eta\right. \\
\\
\\
\left.\left.+3\left(\frac{2}{\lambda}\right)^{1 / 2}\left(\frac{2}{\mu}\right) \phi_{12} \cos \eta \sin ^{2} \eta+\left(\frac{2}{\mu}\right)^{3 / 2} \phi_{03} \sin ^{3} \eta\right]\right\} d \eta
\end{array}, \$\right. \text {. }
\end{gather*}
$$

where $\psi_{i j}=\partial^{i+j} \psi / \partial u^{i} \partial v^{j}$ and a similar definition holds for $\phi_{i j}$, all partial derivatives being evaluated at $(0,0)$.

The asymptotic expansion of the integral in (2.16) will now follow from the theory for one-dimensional Fourier transforms. First, since in the present case $(0,0)$ is a local minimum of $\phi(u, v)$, the lower limit $m$ in (2.16) is zero. Second, since $\psi(u, v)$ vanishes outside the support of $\psi$ and the support of $\psi$ can be taken to be of any shape and arbitrarily small, the function $h(t)$ vanishes identically at the upper limit $M$. From (2.25), it is also evident that $h(t)$ is a $C^{\infty}$-function for $0<t<M$. Therefore, upon termwise integration in the sense of Abel summability (see [9] or [11, p. 199]), we obtain

$$
\begin{equation*}
I(N) \sim e^{i N f(0,0)}\left[e^{i \pi / 2} \frac{a_{0}}{N}+e^{i 3 \pi / 4} \Gamma\left(\frac{3}{2}\right) \frac{a_{1}}{N^{3 / 2}}+e^{i \pi} \frac{a_{2}}{N^{2}}+\cdots\right] \tag{2.31}
\end{equation*}
$$

as $N \rightarrow+\infty$.
The above analysis also works for the case when both $\lambda$ and $\mu$ in (2.11) are negative, i.e., in the case when $(0,0)$ is a local maximum for $f(x, y)$. The final result is

$$
\begin{equation*}
I(N) \sim e^{i N f(0,0)}\left[e^{-i \pi / 2} \frac{a_{0}^{*}}{N}+e^{-i 3 \pi / 4} \Gamma\left(\frac{3}{2}\right) \frac{a_{1}^{*}}{N^{3 / 2}}+e^{-i \pi} \frac{a_{2}^{*}}{N^{2}}+\cdots\right], \tag{2.32}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{1}^{*}=\frac{1}{\sqrt{\lambda \mu}} \int_{0}^{\eta_{1}}\left\{\psi_{10} \sqrt{\frac{2}{-\lambda}} \cos \eta+\psi_{01} \sqrt{\frac{2}{-\mu}} \sin \eta\right. \tag{2.33}
\end{equation*}
$$

$$
\begin{equation*}
+\frac{1}{4} \psi_{00}\left[\phi_{30}\left(\frac{2}{-\lambda}\right)^{3 / 2} \cos ^{3} \eta+3 \phi_{21}\left(\frac{2}{-\lambda}\right)\left(\frac{2}{-\mu}\right)^{1 / 2} \cos ^{2} \eta \sin \eta\right. \tag{2.34}
\end{equation*}
$$

$$
+3 \phi_{12}\left(\frac{2}{-\lambda}\right)^{1 / 2}\left(\frac{2}{-\mu}\right) \cos \eta \sin ^{2} \eta
$$

$$
\left.\left.+\phi_{03}\left(\frac{2}{-\mu}\right)^{3 / 2} \sin ^{3} \eta\right]\right\} d \eta
$$

cf. (2.29) and (2.30).

In terms of the original data $f, g, h$, and $k$, the leading term approximation in both (2.31) and (2.32) is

$$
\begin{equation*}
I(N) \sim e^{i N f(0,0)} \frac{g(0,0)}{\sqrt{a c-b^{2}}\left|k_{x} h_{y}-k_{y} h_{x}\right|^{2}} \tan ^{-1}\left(\frac{1}{\beta} \sqrt{\alpha \gamma-\beta^{2}}\right) \frac{i}{N}, \tag{2.35}
\end{equation*}
$$

where $a, b$, and $c$ are given in (2.13) and $\alpha, \beta$, and $\gamma$ are given in (2.6)-(2.8). The partial derivatives in (2.35) are all evaluated at $(0,0)$.

It is tempting to use the same method for the case of a saddlepoint at a corner, but it breaks down when one of the boundary curves $h(x, y)=0$ or $k(x, y)=0$ is tangent to the level curve $f(x, y)=0$. To see this, we observe that the above procedure applies up to (2.16). Since the transformations (2.1) and (2.9) preserve the nature of the stationary point, if $(0,0)$ is a saddlepoint of $f(x, y)$ then $(0,0)$ is also a saddlepoint of $\phi(u, v)$, and consequently $\lambda$ and $\mu$ have opposite signs. Suppose that $\lambda>0$ and $\mu<0$. Then the natural change of variable corresponding to (2.19) is

$$
u=(2 \xi)^{1 / 2} \frac{\cosh \eta}{\lambda^{1 / 2}}, \quad v=(2 \xi)^{1 / 2} \frac{\sinh \eta}{(-\mu)^{1 / 2}}
$$

The boundary curve $v=(\alpha / \beta) u$ of the domain $D_{2}$ is now mapped into the curve

$$
\begin{equation*}
\eta=\eta_{1}, \quad \eta_{1}=\tanh ^{-1}\left(\frac{\alpha}{\beta} \sqrt{\frac{-\mu}{\lambda}}\right) \tag{2.36}
\end{equation*}
$$

Suppose that the curve $h(x, y)=0$ is tangent to the level curve $f(x, y)=0$ at $(0,0)$. Then (1.5) does not hold (with $x_{0}=y_{0}=0$ ). In terms of the quantities $\alpha, \beta$, and $\gamma$, this means that $\gamma$ is zero, which in turn implies $\alpha / \beta=\sqrt{\lambda /-\mu}$, or equivalently, $\eta_{1}=+\infty$ in (2.36). As a consequence, the arguments for the results corresponding to (2.26)-(2.28) are no longer valid. In particular, for the analogue of $F(\xi, \eta)$ as defined in (2.23), the estimate $F(\xi, \eta)=O\left(\xi^{3 / 2}\right)$, as $\xi \rightarrow 0^{+}$, fails if $\eta_{1}=\infty$.

Example. As a simple illustration, we consider the example in which

$$
\begin{equation*}
f(x, y)=\left(x^{2}+x y+y^{2}\right)\left(1-\frac{1}{2} x\right), \quad g(x, y)=\cos (x+y), \tag{2.37}
\end{equation*}
$$

and $D$ is the domain bounded by the circles $(x-1)^{2}+y^{2}=1$ and $x^{2}+(y-1)^{2}=1$. It is easily verified that $f(x, y)$ has only two stationary points located at $(0,0)$ and $\left(\frac{4}{3},-\frac{2}{3}\right)$. Hence, inside and on the boundary of $D,(0,0)$ is the only stationary point of $f(x, y)$ and is a local minimum. Let $h(x, y)=x^{2}-2 x+y^{2}$ and $k(x, y)=x^{2}-2 y+y^{2}$. Simple calculations give

$$
\begin{array}{lll}
a=2, & b=1, & c=2, \\
\alpha=8, & \beta=4, & \gamma=8 . \tag{2.39}
\end{array}
$$

From (2.35) it follows that

$$
\begin{equation*}
\iint_{D} g(x, y) e^{i N f(x, y)} d x d y \sim \frac{i}{48 \sqrt{3}} \frac{\pi}{N} \tag{2.40}
\end{equation*}
$$

as $N \rightarrow \infty$.
3. Saddlepoint at a corner: Transformation to canonical forms. As in § 2 , we again assume that the corner point is at $(0,0)$. By Theorem 4.1 in [7, p. 10], we may assume that the functions $f, g, h$, and $k$ are extended to $C^{\infty}$-functions in some neighborhood, say $U$ of the origin. Although no actual use of the values of these extensions will be made outside the original domain $D$, the existence of these extensions will be a
convenience in our discussion. By shrinking the support of $g$, we may further assume that the support of $g$ is contained in $U$. For definiteness, we also assume that for points in $D$ we have $h(x, y) \geqq 0$ and $k(x, y) \geqq 0$, and that the angle of the corner of $D$ at $(0,0)$ is between 0 and $\pi$. The case of angles between $\pi$ and $2 \pi$ can be included by adding copies of the cases considered here. An illustration of the situation is depicted in Fig. 5.

Since $(0,0)$ is a stationary point of $f(x, y)$, the initial terms in the Maclaurin expansion of $f(x, y)$ are

$$
f(x, y)=f_{00}+f_{20} x^{2}+f_{11} x y+f_{02} y^{2}+\cdots,
$$

where

$$
f_{i j}=\frac{1}{i!j!} \frac{\partial^{i+j} f}{\partial x^{i} \partial y^{j}}(0,0) .
$$

Without loss of generality, we may take $f_{00}=0$, as it contributes only a factor $\exp \left\{i N f_{00}\right\}$ to the integral $I(N)$ in (1.1) (cf. (2.31)). Since it is always possible to eliminate the cross-product term $x y$ by a linear change of variable, we may without loss of generality assume that

$$
\begin{equation*}
f(x, y)=f_{20} x^{2}+f_{02} y^{2}+O\left[\left(x^{2}+y^{2}\right)^{3 / 2}\right] \tag{3.1}
\end{equation*}
$$

as $(x, y) \rightarrow(0,0)$.
The origin being a saddlepoint, the coefficients $f_{20}$ and $f_{02}$ have opposite signs. Hence, near ( 0,0 ), the level set, $f(x, y)=0$ consists of two smooth curves intersecting at and only at $(0,0)$; for a rigorous analysis, see the explanation following (3.9). We shall refer to these curves as the critical curves of $f(x, y)$. Also, we will assume that the following condition holds:
(C) Within the neighborhood $U$, each of the curves $h(x, y)=0$ and $k(x, y)=0$ meets the level set $f(x, y)=0$ only at the point $(0,0)$.

As indicated in § 1, previous treatments of a saddlepoint on a smooth boundary requires condition (1.5) to hold, i.e., that the critical curves of $f$ not be tangent to the boundary of $D$ at $(0,0)$. Our condition (C) is much weaker; it allows the critical curves of $f$ to meet the boundary of $D$ tangentially, but rules out only situations in which a critical curve intersects the boundary infinitely often in the neighborhood $U$.


Fig. 5. Neighborhood $U$.

Since $f_{20}$ and $f_{02}$ have opposite signs, we may assume without loss of generality that $f_{20}>0$ and $f_{02}<0$. Define functions $P$ and $Q$ by

$$
\begin{gather*}
\left\{\begin{array}{l}
P(x, y)=\frac{1}{x^{2}}\left[f(x, 0)+y f_{y}(x, 0)-f_{20} x^{2}\right] \quad \text { if } x \neq 0, \\
P(0, y)=\frac{1}{2} y f_{x x y}(0,0),
\end{array}\right.  \tag{3.2}\\
\left\{\begin{array}{l}
Q(x, y)=\frac{1}{y^{2}}\left[f(x, y)-f(x, 0)-y f_{y}(x, 0)-f_{02} y^{2}\right] \quad \text { if } y \neq 0, \\
Q(x, 0)=\frac{1}{2} f_{y y}(x, 0)-f_{02} .
\end{array}\right. \tag{3.3}
\end{gather*}
$$

By using l'Hôpital's rule, it is readily verified that each of $P$ and $Q$ is infinitely differentiable in $U$, and that $P(0,0)=Q(0,0)=0$. It is also easily checked that

$$
\begin{equation*}
f(x, y)=f_{20} x^{2}+x^{2} P(x, y)+f_{02} y^{2}+y^{2} Q(x, y) . \tag{3.4}
\end{equation*}
$$

We now make the change of variables

$$
\begin{equation*}
s=x\left[f_{20}+P(x, y)\right]^{1 / 2}, \quad t=y\left[-f_{02}-Q(x, y)\right]^{1 / 2} \tag{3.5}
\end{equation*}
$$

Clearly this transformation is infinitely differentiable in $U$, and from (3.4) we have

$$
\begin{equation*}
f(x, y)=s^{2}-t^{2} \tag{3.6}
\end{equation*}
$$

Simple computation gives

$$
\begin{equation*}
\left.\frac{\partial(s, t)}{\partial(x, y)}\right|_{(0,0)}=\sqrt{-f_{20} f_{02}} . \tag{3.7}
\end{equation*}
$$

By shrinking the neighborhood $U$ in Fig. 5 if necessary, we may assume that the Jacobian $\partial(s, t) / \partial(x, y)$ is positive in $U$, and that the transformation (3.5) is one-to-one there. In terms of the variables $s$ and $t$, the integral $I(N)$ in (1.1) becomes

$$
\begin{equation*}
I(N)=\iint_{D_{1}} g_{1}(s, t) \exp \left(i N\left(s^{2}-t^{2}\right)\right) d s d t \tag{3.8}
\end{equation*}
$$

where $D_{1}$ is the image of $D$ and

$$
\begin{equation*}
g_{1}(s, t)=g(x, y) \frac{\partial(x, y)}{\partial(s, t)} \tag{3.9}
\end{equation*}
$$

Let $U_{1}$ denote the image of $U$, and put $h_{1}(s, t)=h(x, y)$ and $k_{1}(s, t)=k(x, y)$. Parts of the curves $h_{1}(s, t)=0$ and $k_{1}(s, t)=0$ determine the boundary of $D_{1}$ near $(0,0)$. For points $(s, t)$ in $D_{1}$, we have $h_{1}(s, t) \geqq 0$ and $k_{1}(s, t) \geqq 0$. In view of (3.6), the set in $U_{1}$ corresponding to the level set $f(x, y)=0$ is determined by $s^{2}-t^{2}=0$. Consequently, as claimed earlier, $f(x, y)=0$ determines, within $U$, two smooth curves intersecting nontangentially at and only at ( 0,0 ). Since the transformation (3.5) is one-to-one in $U$, condition (C) implies that the curves $h_{1}(s, t)=0$ and $k_{1}(s, t)=0$ intersect each other, and the lines $s \pm t=0$, at and only at $(0,0)$ inside $U_{1}$.

To derive the asymptotic expansion of the integral (3.8), we make one further simple, linear change of variables:

$$
\begin{equation*}
u=s-t, \quad v=s+t \tag{3.10}
\end{equation*}
$$
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so that

$$
\begin{equation*}
I(N)=\iint_{D_{2}} G(u, v) e^{i N u v} d u d v \tag{3.11}
\end{equation*}
$$

where $D_{2}$ is the image of $D_{1}$ and

$$
\begin{equation*}
G(u, v)=g_{1}(s, t)\left|\frac{\partial(s, t)}{\partial(u, v)}\right|=\frac{1}{2} g_{1}(s, t) . \tag{3.12}
\end{equation*}
$$

Let $U_{2}$ denote the image of $U_{1}$, and put $H(u, v)=h_{1}(s, t)$ and $K(u, v)=k_{1}(s, t)$. For $(u, v) \in D_{2}$, we have $H(u, v) \geqq 0$ and $K(u, v) \geqq 0$.

By hypothesis, the gradients of $h(x, y)$ and $k(x, y)$ are both nonvanishing in $U$. Hence, in view of the nonsingularity of the transformations (3.5) and (3.10), each of the functions $H(u, v)$ and $K(u, v)$ has a nonvanishing gradient in $U_{2}$. As a consequence, locally within $U_{2}$, the equations $H(u, v)=0$ and $K(u, v)=0$ either determine $v$ as a smooth function of $u$, say $v=\phi(u)$, or $u$ as a function of $v$, say $u=\theta(v)$. We assume that $U_{2}$ is sufficiently small so that each of the curves $H(u, v)=0$ and $K(u, v)=0$ has such a representation globally within $U_{2}$. We also assume that $U_{2}$ is contained in the square with vertices at ( $\pm 1, \pm 1$ ); see Fig. 6. The integral (3.11) can then be written as a sum of not more than four terms, each of which is of one of the following forms:

$$
\begin{align*}
& \pm \int_{0}^{ \pm 1} \int_{0}^{\phi(u)} G(u, v) e^{i N u v} d v d u  \tag{3.13}\\
& \pm \int_{0}^{ \pm 1} \int_{0}^{\theta(v)} G(u, v) e^{i N u v} d u d v  \tag{3.14}\\
& \quad \int_{0}^{ \pm 1} \int_{0}^{ \pm 1} G(u, v) e^{i N u v} d u d v \tag{3.15}
\end{align*}
$$

Note that the integral in (3.14) can be converted to that in (3.13). Thus our problem is solved if we can derive asymptotic expansions for the integrals in (3.13) and (3.15).
4. Saddlepoint at a corner: Derivation of expansions. We first consider the integral in (3.13), which we will rewrite as

$$
\begin{equation*}
I_{1}(N)=\int_{0}^{1} \int_{0}^{\phi(u)} G_{0}(u, v) e^{i N u v} d v d u . \tag{4.1}
\end{equation*}
$$

Recall that the function $\phi(u)$ corresponds to a part of the boundary of $D_{2}$ determined either by $H(u, v)=0$ or $K(u, v)=0$, and that it is a $C^{\infty}$-function with $\phi(0)=0$ and
$|\phi(u)|<1$ for $0 \leqq u \leqq 1$. In view of (3.10), the curves corresponding to the critical curves of the original phase function $f(x, y)$ are determined by $u=0$ and $v=0$. By condition (C) in $\S 3$, we have $\phi(u) \neq 0$ if $u \neq 0$. The function $G_{0}(u, v)$ is infinitely differentiable and has compact support inside the square with vertices at $( \pm 1, \pm 1)$.

Define

$$
\begin{align*}
& H_{0}^{(1)}=\frac{1}{v}\left[G_{0}(u, v)-G_{0}(u, 0)\right],  \tag{4.2}\\
& H_{0}^{(2)}=\frac{1}{u}\left[G_{0}(u, 0)-G_{0}(0,0)\right],
\end{align*}
$$

and put $\mathbf{H}_{0}=\left(\boldsymbol{H}_{0}^{(1)}, \boldsymbol{H}_{0}^{(2)}\right)$. It is easily verified that

$$
\begin{gather*}
G_{0}(u, v)=G_{0}(0,0)+(v, u) \cdot \mathbf{H}_{0}  \tag{4.3}\\
\nabla \cdot\left(\mathbf{H}_{0} e^{i N u v}\right)=\left(\nabla \cdot \mathbf{H}_{0}\right) e^{i N u v}+i N\left[(v, u) \cdot \mathbf{H}_{0}\right] e^{i N u v} . \tag{4.4}
\end{gather*}
$$

Inserting (4.3) and (4.4) into (4.1), we obtain

$$
\begin{align*}
I_{1}(N)=G_{0}(0,0) & \int_{0}^{1} \int_{0}^{\phi(u)} e^{i N u v} d v d u \\
& +\frac{1}{i N} \int_{0}^{1} \int_{0}^{\phi(u)} \nabla \cdot\left(\mathbf{H}_{0} e^{i N u v}\right) d v d u  \tag{4.5}\\
& +\frac{i}{N} \int_{0}^{1} \int_{0}^{\phi(u)}\left(\nabla \cdot \mathbf{H}_{0}\right) e^{i N u v} d v d u
\end{align*}
$$

The first integral on the right can be written as

$$
\begin{equation*}
\frac{1}{i N} \int_{0}^{1} \frac{1}{u}\left[e^{i N u \phi(u)}-1\right] d u \tag{4.6}
\end{equation*}
$$

In view of the fact that $G_{0}(u, v)$, and hence also $H_{0}^{(1)}(u, v)$, vanishes on the line $u=1$, we readily verify by using Green's theorem that the second integral on the right-hand side of (4.5) is equal to

$$
\begin{gathered}
-\int_{0}^{1} H_{0}^{(2)}(u, 0) d u+\int_{0}^{1} H_{0}^{(2)}(u, \phi(u)) e^{i N u \phi(u)} d u \\
-\int_{0}^{1} H_{0}^{(1)}(u, \phi(u)) e^{i N u \phi(u)} \phi^{\prime}(u) d u
\end{gathered}
$$

which in turn is equal to

$$
\begin{align*}
-\int_{0}^{1} & \frac{1}{u}\left[G_{0}(u, 0)-G_{0}(0,0)\right] d u \\
& +\int_{0}^{1} \frac{1}{u}\left[G_{0}(u, 0)-G_{0}(0,0)\right] e^{i N u \phi(u)} d u  \tag{4.7}\\
& -\int_{0}^{1} \frac{1}{\phi(u)}\left[G_{0}(u, \phi(u))-G_{0}(u, 0)\right] e^{i N u \phi(u)} \phi^{\prime}(u) d u .
\end{align*}
$$

Combining the integral in (4.6) with the first two integrals in (4.7) gives

$$
\begin{align*}
I_{1}(N)=\frac{1}{i N} & \int_{0}^{1} G_{0}(u, 0) \frac{1}{u}\left[e^{i N u \phi(u)}-1\right] d u \\
& -\frac{1}{i N} \int_{0}^{1} \frac{1}{\phi(u)}\left[G_{0}(u, \phi(u))-G_{0}(u, 0)\right] e^{i N u \phi(u)} \phi^{\prime}(u) d u  \tag{4.8}\\
& +\frac{i}{N} \int_{0}^{1} \int_{0}^{\phi(u)} G_{1}(u, v) e^{i N u v} d v d u
\end{align*}
$$

where $G_{1}(u, v)=\nabla \cdot \mathbf{H}_{0}$. Note that the last integral on the right-hand side of (4.8) has exactly the same form as the integral $I_{1}(N)$ in (4.1), except that it is now multiplied by a factor $1 / N$. Thus we may repeat the above procedure with $G_{0}(u, v)$ replaced by $G_{1}(u, v)$. Each time we perform this procedure, we produce a factor $1 / N$ in the new "remainder term." Therefore, it suffices to consider just the two one-dimensional integrals in (4.8). To the first integral in (4.8), we apply an integration by parts. The result is

$$
\begin{align*}
I_{1}(N)= & -\int_{0}^{1}(\log u) G_{0}(u, 0)\left[\phi(u)+u \phi^{\prime}(u)\right] e^{i N u \phi(u)} d u \\
& -\frac{1}{i N} \int_{0}^{1}(\log u) \frac{\partial G_{0}}{\partial u}(u, 0) e^{i N u \phi(u)} d u+\frac{1}{i N} \int_{0}^{1}(\log u) \frac{\partial G_{0}}{\partial u}(u, 0) d u  \tag{4.9}\\
& -\frac{1}{i N} \int_{0}^{1} \frac{1}{\phi(u)}\left[G_{0}(u, \phi(u))-G_{0}(u, 0)\right] \phi^{\prime}(u) e^{i N u \phi(u)} d u \\
& +\frac{i}{N} \int_{0}^{1} \int_{0}^{\phi(u)} G_{1}(u, v) e^{i N u v} d v d u .
\end{align*}
$$

Note that the third integral in (4.9) is independent of $N$; hence it is simply a coefficient of $1 / N$ in the final expansion of $I_{1}(N)$. Here a comment is in order. Recall that the function $G_{0}(u, v)$ may involve an arbitrary $C^{\infty}$-function used in isolating ( 0,0 ) from other critical points. Thus it may seem strange that the coefficient

$$
\int_{0}^{1}(\log u) \frac{\partial G_{0}}{\partial u}(u, 0) d u
$$

of $1 / N$ in (4.9) depends on the values of $G_{0}(u, v)$ on the whole interval [ 0,1$]$. However, since $I_{1}(N)$ is only part of the original integral $I(N)$ in (1.1), there are contributions from other parts of $I(N)$ that in many cases will cancel this term in (4.9); see § 6 for a discussion of a complete case.

We now examine the three one-dimensional integrals in (4.9) which involve $N$. Observe that the first two are of the form

$$
\begin{equation*}
A(N)=\int_{0}^{c}(\log u) g(u) e^{i N h(u)} d u, \tag{4.10}
\end{equation*}
$$

to which we can apply the following result of Erdélyi [4], as corrected by McKenna [8].
Let $g(u)$ be an $M$ times continuously differentiable function in [0, c), which vanishes in some neighborhood of $c$; let $h(u)$ be differentiable and

$$
\begin{equation*}
h^{\prime}(u)=u^{\rho-1} h_{1}(u), \tag{4.11}
\end{equation*}
$$

where $\rho \geqq 1$, and $h_{1}(u)$ is positive and $M$ times continuously differentiable for $0 \leqq u<c$. Introduce a variable $w$ defined by

$$
\begin{equation*}
w^{\rho}=h(u)-h(0) \tag{4.12}
\end{equation*}
$$

and put $w_{1}=[h(c)-h(0)]^{1 / \rho}$. Equation (4.12) can be inverted to give an expression of the form

$$
\begin{equation*}
u=w\left\{\left[\frac{\rho}{h_{1}(0)}\right]^{1 / \rho}+R(w)\right\}, \tag{4.13}
\end{equation*}
$$

where $R(0)=0$, and $R(w)$ is $M$ times continuously differentiable in [0, $w_{1}$ ). Define functions $k_{0}(w)$ and $k_{1}(w)$ by

$$
\begin{gather*}
k_{0}(w)=g(u) \frac{d u}{d w}  \tag{4.14}\\
k_{1}(w)=k_{0}(w) \log \left(\left[\frac{\rho}{h_{1}(0)}\right]^{1 / \rho}+R(w)\right) . \tag{4.15}
\end{gather*}
$$

Theorem (Erdélyi [4], McKenna [8]). With the above conditions,

$$
\begin{align*}
A(N)= & e^{i N h(0)} \sum_{n=0}^{M-1} \frac{1}{n!\rho} \Gamma\left(\frac{n+1}{\rho}\right)  \tag{4.16}\\
& \cdot \exp (i(n+1) \pi / 2 \rho) A_{n} N^{-(n+1) / \rho}+o\left(N^{-M / \rho}\right)
\end{align*}
$$

as $N \rightarrow \infty$, where

$$
\begin{equation*}
A_{n}=k_{0}^{(n)}(0) \frac{1}{\rho}\left[\psi\left(\frac{n+1}{\rho}\right)-\log N+i \frac{\pi}{2}\right]+k_{1}^{(n)}(0) \tag{4.17}
\end{equation*}
$$

$\psi$ being the logarithmic derivative of the Gamma function.
In our application to the integrals in (4.9), we have $h(u)=u \phi(u)$ with $\phi(0)=0$. We will assume

$$
\begin{equation*}
\phi(u)=u^{\rho-1} \phi_{1}(u), \tag{4.18}
\end{equation*}
$$

where $\rho$ is an integer, $\rho \geqq 2$, and $\phi_{1}(0) \neq 0$. This assumption is slightly stronger than condition (C); specifically, (C) would allow $\phi(u)=e^{-1 / u} \phi_{1}(u)$, but (4.18) does not. We will first consider the case $\phi(u)$ positive in a neighborhood of the origin. By shrinking the support of $G_{0}(u, v)$, we may assume without loss of generality that

$$
h^{\prime}(u)=\phi(u)+u \phi^{\prime}(u)=u^{\rho-1}\left[\rho \phi_{1}(u)+u \phi_{1}^{\prime}(u)\right]
$$

is positive in an interval $[0, c)$ for some $c \leqq 1$ so that the hypothesis of the above theorem for the phase function $h(u)$ is satisfied.

Since $h(u)=u \phi(u)$ in our case, coupling (4.12) and (4.18) gives

$$
\begin{equation*}
w=u\left[\phi_{1}(u)\right]^{1 / \rho}, \tag{4.19}
\end{equation*}
$$

from which we can compute $d w / d u$ and obtain

$$
\begin{equation*}
\frac{d u}{d w}=\frac{\rho\left[\phi_{1}(u)\right]^{1-(1 / \rho)}}{\rho \phi_{1}(u)+u \phi_{1}^{\prime}(u)} . \tag{4.20}
\end{equation*}
$$

A straightforward calculation then yields

$$
\begin{gather*}
\frac{d u}{d w}(0)=\left[\phi_{1}(0)\right]^{-1 / \rho},  \tag{4.21}\\
\frac{d^{2} u}{d w^{2}}(0)=-\frac{2 \phi_{1}^{\prime}(0)}{\rho\left[\phi_{1}(0)\right]^{1+(2 / \rho)}} . \tag{4.22}
\end{gather*}
$$

From (4.19), we also have

$$
\begin{equation*}
\log u=\log w-\frac{1}{\rho} \log \phi_{1}(u) \tag{4.23}
\end{equation*}
$$

Thus the function $R(w)$ in (4.13) satisfies

$$
\log \left(\left[\frac{\rho}{h_{1}(0)}\right]^{1 / \rho}+R(w)\right)=-\frac{1}{\rho} \log \phi_{1}(u) .
$$

In the case of the first integral in (4.9), the amplitude function $g(u)$ in (4.10) is given by

$$
g(u)=G_{0}(u, 0)\left[\phi(u)+u \phi^{\prime}(u)\right] .
$$

Hence, in view of (4.18), the functions $k_{0}(w)$ and $k_{1}(w)$ in (4.14) and (4.15) are given by

$$
\begin{aligned}
& k_{0}(w)=G_{0}(u, 0) u^{\rho-1}\left[\rho \phi_{1}(u)+u \phi_{1}^{\prime}(u)\right] \frac{d u}{d w} \\
& k_{1}(w)=-\frac{1}{\rho} k_{0}(w) \log \phi_{1}(u) .
\end{aligned}
$$

Clearly, these functions vanish at least to order $\rho-1$. Elementary computation yields

$$
\begin{aligned}
& k_{0}^{(\rho-1)}(0)=\rho!G_{0}(0,0), \\
& k_{0}^{(\rho)}(0)=\frac{\rho!\rho}{\left[\phi_{1}(0)\right]^{1 / \rho}} \frac{\partial G_{0}}{\partial u}(0,0), \\
& k_{1}^{(\rho-1)}(0)=-\frac{1}{\rho} k_{0}^{(\rho-1)}(0) \log \phi_{1}(0), \\
& k_{1}^{(\rho)}(0)=-\frac{1}{\rho} k_{0}^{(\rho)}(0) \log \phi_{1}(0)-k_{0}^{(\rho-1)}(0) \frac{\phi_{1}^{\prime}(0)}{\left[\phi_{1}(0)\right]^{(\rho+1) / \rho}} .
\end{aligned}
$$

The above theorem of Erdélyi and McKenna then gives

$$
\begin{align*}
& \int_{0}^{1}(\log u) G_{0}(u, 0)\left[\phi(u)+u \phi^{\prime}(u)\right] e^{i N u \phi(u)} d u  \tag{4.24}\\
& \quad=\left(a_{0} \log N+b_{0}\right) N^{-1}+\left(a_{1} \log N+b_{1}\right) N^{-1-(1 / \rho)}+o\left(N^{-1-(1 / \rho)}\right)
\end{align*}
$$

where

$$
\begin{align*}
& a_{0}=-\frac{i}{\rho} G_{0}(0,0), \\
& b_{0}=\frac{i}{\rho} G_{0}(0,0)\left[\psi(1)+i \frac{\pi}{2}-\log \phi_{1}(0)\right],  \tag{4.25}\\
& a_{1}=-\frac{1}{\rho!\rho^{2}} \Gamma\left(\frac{\rho+1}{\rho}\right) \exp (i \pi(\rho+1) / 2 \rho) k_{0}^{(\rho)}(0), \\
& b_{1}=\frac{1}{\rho!\rho^{2}} \Gamma\left(\frac{\rho+1}{\rho}\right) \exp (i \pi(\rho+1) / 2 \rho)\left\{k_{0}^{(\rho)}(0)\left[\psi\left(\frac{\rho+1}{2}\right)+i \frac{\pi}{2}\right]+\rho k_{1}^{(\rho)}(0)\right\} .
\end{align*}
$$

In exactly the same manner, we have

$$
\begin{align*}
& \frac{1}{i N} \int_{0}^{1}(\log u) \frac{\partial G_{0}}{\partial u}(u, 0) e^{i N u \phi(u)} d u  \tag{4.26}\\
& \quad=\left(c_{1} \log N+d_{1}\right) N^{-1-(1 / \rho)}+o\left(N^{-1-(1 / \rho)}\right),
\end{align*}
$$

where

$$
\begin{align*}
& c_{1}=\frac{1}{\rho^{2}} \Gamma\left(\frac{1}{\rho}\right) \exp (i \pi(\rho+1) / 2 \rho)\left[\phi_{1}(0)\right]^{-1 / \rho} \frac{\partial G_{0}}{\partial u}(0,0), \\
& d_{1}=c_{1}\left[\psi\left(\frac{1}{\rho}\right)+i \frac{\pi}{2}-\log \phi_{1}(0)\right] . \tag{4.27}
\end{align*}
$$

For the penultimate integral on the right-hand side of (4.9), we need only the usual version of the stationary phase approximation [4, Thm. 3], and the result is

$$
\begin{gather*}
\frac{1}{i N} \int_{0}^{1} \frac{1}{\phi(u)}\left[G_{0}(u, \phi(u))-G_{0}(u, 0)\right] \phi^{\prime}(u) e^{i N u \phi(u)} d u \\
=\frac{1}{\rho} \Gamma\left(\frac{1}{\rho}\right) \exp (-i \pi(\rho-1) /(2 \rho)) \frac{\partial G_{0}}{\partial v}(0,0) \phi^{\prime}(0)  \tag{4.28}\\
\cdot\left[\phi_{1}(0)\right]^{-1 / \rho} N^{-1-(1 / \rho)}+o\left(N^{-1-(1 / \rho)}\right) .
\end{gather*}
$$

(Note that $\rho \geqq 2$.) If $\rho>2$, then $\phi^{\prime}(0)=0$ and hence the terms in (4.28) are of asymptotically smaller order than the terms in (4.26). A combination of (4.9), (4.24), (4.26), and (4.28) gives

$$
\begin{equation*}
I_{1}(N) \sim\left(\alpha_{1} \log N+\beta_{1}\right) N^{-1}+\left(\gamma_{1} \log N+\delta_{1}\right) N^{-1-(1 / \rho)}+\cdots \tag{4.29}
\end{equation*}
$$

where

$$
\begin{gather*}
\alpha_{1}=\frac{i}{\rho} G_{0}(0,0)  \tag{4.30}\\
\beta_{1}=-\frac{i}{\rho} G_{0}(0,0)\left[\psi(1)+i \frac{\pi}{2}-\log \phi_{1}(0)\right]-i \int_{0}^{1}(\log u) \frac{\partial G_{0}}{\partial u}(u, 0) d u .
\end{gather*}
$$

The coefficients $\gamma_{1}$ and $\delta_{1}$ can be expressed in terms of the coefficients $a_{1}, b_{1}, c_{1}$, and $d_{1}$ given in (4.25) and (4.27). More precisely, we have $\gamma_{1}=-a_{1}-c_{1}, \delta_{1}=-b_{1}-c_{1}$, if $\rho>2$, and

$$
\delta_{1}=-b_{1}-c_{1}-\frac{1}{\rho} \Gamma\left(\frac{1}{\rho}\right) \exp (-i \pi(\rho-1) /(2 \rho)) \frac{\partial G_{0}}{\partial v}(0,0) \phi^{\prime}(0)\left[\phi_{1}(0)\right]^{-1 / \rho}
$$

if $\rho=2$.
5. Some variations. Recall that the integral $I_{1}(N)$ in (4.1) is only one of those in (4.13)-(4.15) that must be considered for the original problem. We now examine a number of simple variations of the computations leading to (4.29). First, note that by taking complex conjugates we have

$$
\begin{align*}
I_{1}(-N) & =\int_{0}^{1} \int_{0}^{\phi(u)} G_{0}(u, v) e^{-i N u v} d v d u  \tag{5.1}\\
& \sim\left(\bar{\alpha}_{1} \log N+\bar{\beta}_{1}\right) N^{-1}+\left(\bar{\gamma}_{1} \log N+\bar{\delta}_{1}\right) N^{-1-(1 / \rho)}+\cdots,
\end{align*}
$$

where a bar ${ }^{-}$denotes the complex conjugate.

Next, we consider the case in which $\phi(u)$ is negative for $0<u \leqq 1$. As in (4.18), we again write $\phi(u)=u^{\rho-1} \phi_{1}(u)$. Then $\phi_{1}(u)$ is negative and $\left|\phi_{1}(u)\right|=-\phi_{1}(u)$. The integral corresponding to (4.1) is now

$$
\begin{align*}
I_{2}(N) & =\int_{0}^{1} \int_{\phi(u)}^{0} G_{0}(u, v) e^{i N u v} d v d u \\
& =\int_{0}^{1} \int_{0}^{|\phi(u)|} G_{0}(u,-v) e^{-i N u v} d v d u . \tag{5.2}
\end{align*}
$$

From (5.1) it follows that

$$
\begin{equation*}
I_{2}(N) \sim\left(\alpha_{2} \log N+\beta_{2}\right) N^{-1}+\left(\gamma_{2} \log N+\delta_{2}\right) N^{-1-(1 / \rho)}+\cdots \tag{5.3}
\end{equation*}
$$

as $N \rightarrow \infty$, where

$$
\begin{equation*}
\alpha_{2}=-\frac{i}{\rho} G_{0}(0,0), \tag{5.4}
\end{equation*}
$$

$$
\begin{equation*}
\beta_{2}=\frac{i}{\rho} G_{0}(0,0)\left[\psi(1)-i \frac{\pi}{2}-\log \left|\phi_{1}(0)\right|\right]+i \int_{0}^{1}(\log u) \frac{\partial G_{0}}{\partial u}(u, 0) d u . \tag{5.5}
\end{equation*}
$$

Explicit formulas can also be given for the coefficients $\gamma_{2}$ and $\delta_{2}$.
If the domain of integration is bounded by the $v$-axis, the line $v=1$, and a smooth curve $u=\theta(v)$, where $\theta(v)$ is positive, then the integral corresponding to (4.1) is

$$
\begin{equation*}
I_{3}(N)=\int_{0}^{1} \int_{0}^{\theta(v)} G_{0}(u, v) e^{i N u v} d u d v \tag{5.6}
\end{equation*}
$$

We assume, as in (4.18), that $\theta(v)=v^{\rho-1} \theta_{1}(v)$, where $\rho$ is an integer greater than or equal to 2 . Interchanging the variables $u$ and $v$ gives

$$
I_{3}(N)=\int_{0}^{1} \int_{0}^{\theta(u)} G_{0}^{*}(u, v) e^{i N u v} d v d u,
$$

where $G_{0}^{*}(u, v)=G_{0}(v, u)$. By (4.29), we have

$$
\begin{equation*}
I_{3}(N) \sim\left(\alpha_{3} \log N+\beta_{3}\right) N^{-1}+\left(\gamma_{3} \log N+\delta_{3}\right) N^{-1-(1 / \rho)}+\cdots, \tag{5.7}
\end{equation*}
$$

where $\alpha_{3}=i G_{0}(0,0) / \rho$ and

$$
\begin{equation*}
\beta_{3}=-\frac{i}{\rho} G_{0}(0,0)\left[\psi(1)+i \frac{\pi}{2}-\log \theta_{1}(0)\right]-i \int_{0}^{1}(\log v) \frac{\partial G_{0}}{\partial v}(0, v) d v \tag{5.8}
\end{equation*}
$$

Similarly, if $\theta(v)<0$ for $0<v \leqq 1$, then by (5.3)

$$
\begin{equation*}
I_{4}(N)=\int_{0}^{1} \int_{\theta(v)}^{0} G_{0}(u, v) e^{i N u v} d u d v \sim\left(\alpha_{4} \log N+\beta_{4}\right) N^{-1}+\cdots, \tag{5.9}
\end{equation*}
$$

where $\alpha_{4}=-i G_{0}(0,0) / \rho$ and

$$
\begin{equation*}
\beta_{4}=\frac{i}{\rho} G_{0}(0,0)\left[\psi(1)-i \frac{\pi}{2}-\log \left|\theta_{1}(0)\right|\right]+i \int_{0}^{1}(\log v) \frac{\partial G_{0}}{\partial v}(0, v) d v . \tag{5.10}
\end{equation*}
$$

There are many other possibilities of this type. However, we will consider just one more; the reader can easily derive corresponding results for other types. For this case, we suppose we have the domain of integration in the second quadrant; specifically, we consider the integral

$$
\begin{equation*}
I_{5}(N)=\int_{-1}^{0} \int_{0}^{\phi(u)} G_{0}(u, v) e^{i N u v} d v d u \tag{5.11}
\end{equation*}
$$

where the function $\tilde{\phi}(u)=\phi(-u)$ is positive for $0<u \leqq 1$ and of the form $\tilde{\phi}(u)=$ $u^{\rho-1} \tilde{\phi}_{1}(u)$ with $\rho \geqq 2$; cf. (4.18). Changing variables by replacing $u$ by $-u$, we get

$$
I_{5}(N)=\int_{0}^{1} \int_{0}^{\tilde{\Phi}(u)} G_{0}(-u, v) e^{-i N u v} d v d u
$$

From (5.1) it follows that

$$
\begin{equation*}
I_{5}(N) \sim\left(\alpha_{5} \log N+\beta_{5}\right) N^{-1}+\cdots, \tag{5.12}
\end{equation*}
$$

where $\alpha_{5}=-i G_{0}(0,0) / \rho$ and

$$
\begin{equation*}
\beta_{5}=\frac{i}{\rho} G_{0}(0,0)\left[\psi(1)-i \frac{\pi}{2}-\log \tilde{\phi}_{1}(0)\right]-i \int_{-1}^{0}(\log |u|) \frac{\partial G_{0}}{\partial u}(u, 0) d u . \tag{5.13}
\end{equation*}
$$

Finally, we consider integrals of the form (3.15). Specifically, we consider the integral

$$
\begin{equation*}
I_{6}(N)=\int_{0}^{1} \int_{0}^{1} G_{0}(u, v) e^{i N u v} d u d v \tag{5.14}
\end{equation*}
$$

where $G_{0}$ has compact support inside the square with vertices at $( \pm 1, \pm 1)$. Clearly, we may write

$$
I_{6}(N)=I_{1}(N)+I_{3}(N)
$$

where $I_{1}(N)$ and $I_{3}(N)$ are the integrals given in (4.1) and (5.6), respectively, with $\phi(u)=u$ and $\theta(v)=v$. Thus, in both cases, we have $\rho=2$, and $\phi_{1}(u)=1$ and $\theta_{1}(v)=1$. By (4.29) and (5.7) we obtain

$$
\begin{equation*}
I_{6}(N) \sim\left(\alpha_{6} \log N+\beta_{6}\right) N^{-1}+\cdots, \tag{5.15}
\end{equation*}
$$

where $\alpha_{6}=i G_{0}(0,0)$ and

$$
\begin{equation*}
\beta_{6}=-i G_{0}(0,0)\left[\psi(1)+i \frac{\pi}{2}\right]-i \int_{0}^{1}(\log w)\left[\frac{\partial G_{0}}{\partial u}(w, 0)+\frac{\partial G_{0}}{\partial v}(0, w)\right] d w . \tag{5.16}
\end{equation*}
$$

In exactly the same manner, we may write

$$
\begin{equation*}
I_{7}(N) \equiv \int_{-1}^{0} \int_{0}^{1} G_{0}(u, v) e^{i N u v} d v d u=I_{5}(N)+I_{4}(N) \tag{5.17}
\end{equation*}
$$

where $I_{5}(N)$ and $I_{4}(N)$ are the integrals given in (5.11) and (5.9), respectively, with $\phi(u)=-u$ and $\theta(v)=-v$. Coupling (5.9) and (5.12) gives

$$
\begin{equation*}
I_{7}(N) \sim\left(\alpha_{7} \log N+\beta_{7}\right) N^{-1}+\cdots \tag{5.18}
\end{equation*}
$$

where $\alpha_{7}=-i G_{0}(0,0)$ and

$$
\begin{equation*}
\beta_{7}=i G_{0}(0,0)\left[\psi(1)-i \frac{\pi}{2}\right]+i \int_{0}^{1}(\log w)\left[\frac{\partial G_{0}}{\partial v}(0, w)-\frac{\partial G_{0}}{\partial u}(-w, 0)\right] d w . \tag{5.19}
\end{equation*}
$$

It is interesting to observe that by adding (5.15) and (5.18) we have

$$
\begin{equation*}
\int_{-1}^{1} \int_{0}^{1} G_{0}(u, v) e^{i N u v} d v d u \sim\left[\pi G_{0}(0,0)-i \int_{-1}^{1}(\log |u|) \frac{\partial G_{0}}{\partial u}(u, 0) d u\right] \frac{1}{N} \tag{5.20}
\end{equation*}
$$

as $N \rightarrow \infty$. Carrying out calculations analogous to (5.15) and (5.18) for the other two quadrants, and adding, gives

$$
\begin{equation*}
\int_{-1}^{1} \int_{-1}^{1} G_{0}(u, v) e^{i N u v} d u d v \sim \frac{2 \pi}{N} G_{0}(0,0) \tag{5.21}
\end{equation*}
$$

as $N \rightarrow \infty$. Note that $(0,0)$ is a saddlepoint of the phase function in (5.21) and lies in the interior of the support of $G_{0}$. Hence (5.21) follows directly from (1.3). However, (5.20) does not follow from (1.4), although $(0,0)$ is a boundary saddlepoint. This is due to the fact that the boundary curve $v=0$ in (5.20) is tangent to, and in fact coincides with, a level curve of the phase function at $(0,0)$.
6. The final solution. From the above discussion, it is evident that the solution to our original problem depends on many factors. In this section we consider only a particular case, in which we derive the first term of the asymptotic expansion.

First we recall that the functions $\phi(u)$ and $\theta(v)$ in (4.1) and (5.6) are determined implicitly by the equations $H(u, v)=0$ and $K(u, v)=0$, which represent parts of the boundary of $D_{2}$ in a neighborhood of $(0,0)$ (see Fig. 6). If these boundary curves are tangent to a coordinate axis, i.e., if the parameter $\rho$ in (4.18) is greater than 2 , then determining $\phi_{1}(0)$ or $\theta_{1}(0)$ will require higher-order implicit differentiation. Although this can be done for any specific example, it is difficult to give a formula for the general case. We will therefore make some simplifying assumptions. More precisely, we assume that after the transformations in (3.5) and (3.10), the domain $D_{2}$ is as depicted in Fig. 7 , where $0<\phi(u)<1$ for $0<u \leqq 1, \phi^{\prime}(0)=\phi_{1}(0)>0,-1<\theta(v)<0$ for $0<v \leqq 1$, and $\theta^{\prime}(0)=\theta_{1}(0)<0$. In this case, the value of $\rho$ for both $\phi$ and $\theta$ is 2 . Since $\phi$ and $\theta$ are defined implicitly by $H(u, v)=0$ and $K(u, v)=0$, respectively, we have

$$
\begin{equation*}
\phi_{1}(0)=-\frac{H_{u}(0,0)}{H_{v}(0,0)}, \quad \theta_{1}(0)=-\frac{K_{v}(0,0)}{K_{u}(0,0)} \tag{6.1}
\end{equation*}
$$

The integral (3.11) can be written as

$$
\begin{equation*}
\iint_{D_{2}} G(u, v) e^{i N u v} d u d v=I_{6}(N)-I_{1}(N)+I_{4}(N) \tag{6.2}
\end{equation*}
$$

where $I_{1}(N)$ is given by (4.1), $I_{4}(N)$ by (5.9), and $I_{6}(N)$ by (5.14), with $G_{0}(u, v)=$ $G(u, v)$ in all cases. A combination of (4.29), (5.9), and (5.15) gives

$$
\begin{equation*}
\iint_{D_{2}} G(u, v) e^{i N u v} d u d v \sim G(0,0)\left[\pi-i \log \phi_{1}(0)-i \log \left|\theta_{1}(0)\right|\right] \frac{1}{2 N} \tag{6.3}
\end{equation*}
$$

as $N \rightarrow \infty$, where $\phi_{1}(0)$ and $\theta_{1}(0)$ are given in (6.1). Note that the terms involving integrals in (4.31), (5.10), and (5.16) all cancel out in the calculation of (6.3), confirming a remark made in § 4 following (4.9). Now, from § 3, we recall that

$$
\begin{equation*}
G(0,0)=\frac{1}{2} g_{1}(0,0)=\frac{1}{2} g(0,0) / \sqrt{-f_{20} f_{02}} . \tag{6.4}
\end{equation*}
$$
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Using (6.1), (3.10), and (3.5), we also find

$$
\begin{align*}
& \phi_{1}(0)=\frac{-\sqrt{-f_{02}} h_{x}(0,0)+\sqrt{f_{20}} h_{y}(0,0)}{\sqrt{-f_{02}} h_{x}(0,0)+\sqrt{f_{20}} h_{y}(0,0)},  \tag{6.5}\\
& \theta_{1}(0)=\frac{\sqrt{-f_{02}} k_{x}(0,0)+\sqrt{f_{20}} k_{y}(0,0)}{-\sqrt{-f_{02}} k_{x}(0,0)+\sqrt{f_{20}} k_{y}(0,0)} . \tag{6.6}
\end{align*}
$$

Substituting (6.4)-(6.6) in (6.3), we obtain the leading term of an asymptotic expansion of the original integral $I(N)$ in terms of the original data $f, g, h$, and $k$.

The case where the boundary of $D$ is smooth at the saddlepoint $(0,0)$, but not tangent to a critical curve of the phase function $f(x, y)$, can be recovered from the result above. In the notation of $\S 5$, a typical case of this would give

$$
\begin{equation*}
I(N)=I_{6}(N)+I_{2}(N)+I_{4}(N) \tag{6.7}
\end{equation*}
$$

where $I_{2}(N), I_{4}(N)$, and $I_{6}(N)$ are given, respectively, by (5.2), (5.9), and (5.14), with $G_{0}(u, v)=G(u, v)$ in all three cases. Since the boundary is not tangent to a critical curve of $f(x, y)$, the value of $\rho$ for both $\phi$ and $\theta$ is again 2 . The condition that the boundary of $D$ be smooth at $(0,0)$, i.e., have a tangent at that point, can be expressed in terms of $\phi_{1}$ and $\theta_{1}$ as

$$
\begin{equation*}
\phi_{1}(0)=\theta_{1}(0)^{-1} . \tag{6.8}
\end{equation*}
$$

Noting that $\log \left|\phi_{1}(0)\right|=-\log \left|\theta_{1}(0)\right|$, it follows from (5.3), (5.9), and (5.15) that

$$
\begin{equation*}
I(N) \sim g(0,0)\left[-f_{20} f_{02}\right]^{-1 / 2}\left(\frac{\pi}{2 N}\right) \tag{6.9}
\end{equation*}
$$

as $N \rightarrow \infty$, in agreement with (1.4).
From the above discussion, it is now evident that our method is applicable when the boundary curve is smooth in a neighborhood of the saddlepoint and is tangent to a critical curve of $f$. For example, if in the $u v$-coordinates the boundary is smooth with a horizontal tangent at $(0,0)$, then the integral can be expressed in the form $I_{6}(N)-$ $I_{1}(N)+I_{7}(N)-I_{5}(N)$. The functions $\phi$ in $I_{1}(N)$ and $I_{5}(N)$ may be different, but both will have $\phi^{\prime}(0)=0$; or equivalently, $\rho>2$. We emphasize that the result in such a case will be different from (6.9).
7. An example. As an illustration of the above calculation, we work out the first two terms in the asymptotic expansion of the integral

$$
\begin{equation*}
I(N)=\int_{0}^{1} \int_{-x}^{x} \exp (i N \cosh x \cos y) d y d x \tag{7.1}
\end{equation*}
$$

which we will write in the form

$$
\begin{equation*}
I(N)=e^{i N} \iint_{D} e^{i N f(x, y)} d x d y \tag{7.2}
\end{equation*}
$$

where $D$ is the triangle with vertices at $(0,0),(1,-1)$, and $(1,1)$, and

$$
\begin{equation*}
f(x, y)=\cosh x \cos y-1=\frac{x^{2}}{2}-\frac{y^{2}}{2}+O\left[\left(x^{2}+y^{2}\right)^{2}\right] \tag{7.3}
\end{equation*}
$$

as $(x, y) \rightarrow(0,0)$. Clearly, $f(x, y)$ has one and only one stationary point inside and on the boundary of $D$; it occurs at $(0,0)$ and is a saddlepoint. Note that $(0,0)$ is also a corner point of the domain $D$. By using a partition of unity (or neutralizers), we can
isolate it from the other two corner points $(1,-1)$ and $(1,1)$. Since the contribution from a corner point that is not a critical point of the phase function is $O\left(N^{-2}\right)$ (see, e.g., [2]), we can rewrite (7.2) as

$$
\begin{equation*}
I(N)=e^{i N} \iint_{D} g(x, y) e^{i N f(x, y)} d x d y+O\left(N^{-2}\right) \tag{7.4}
\end{equation*}
$$

where $g(x, y)$ is a $C^{\infty}$-function that is equal to 1 in a neighborhood of the origin and vanishes identically outside a disk with radius less than 1 . From (7.3) it is clear that $f_{20}=\frac{1}{2}$ and $f_{02}=-\frac{1}{2}$. The functions $P$ and $Q$ in (3.2) and (3.3) are, in the present case, given by

$$
\begin{aligned}
& P(x, y)=\frac{1}{x^{2}}\left[\cosh x-1-\frac{x^{2}}{2!}\right]=\frac{x^{2}}{4!}+O\left(x^{4}\right), \\
& Q(x, y)=\frac{1}{y^{2}}\left[\cosh x(\cos y-1)+\frac{y^{2}}{2}\right]=-\frac{x^{2}}{(2!)^{2}}+\frac{y^{2}}{4!}+O\left[\left(x^{2}+y^{2}\right)^{2}\right] .
\end{aligned}
$$

Note that in this example $P(x, y)$ is independent of $y$. Define

$$
\begin{align*}
& p(x, y)=\left[\frac{1}{2}+P(x, y)\right]^{1 / 2}=\left[\frac{1}{2}+\frac{x^{2}}{4!}+O\left(x^{4}\right)\right]^{1 / 2}, \\
& q(x, y)=\left[\frac{1}{2}-Q(x, y)\right]^{1 / 2}=\left[\frac{1}{2}+\frac{x^{2}}{4}-\frac{y^{2}}{4!}+O\left\{\left(x^{2}+y^{2}\right)^{2}\right\}\right]^{1 / 2} \tag{7.5}
\end{align*}
$$

so that the transformation (3.5) becomes

$$
\begin{equation*}
s=x p(x, y), \quad t=y q(x, y) . \tag{7.6}
\end{equation*}
$$

Upon making the transformations (7.6) and (3.10), we have

$$
\begin{equation*}
I(N)=e^{i N} \iint_{D_{2}} G(u, v) e^{i N u v} d u d v \tag{7.7}
\end{equation*}
$$

where $D_{2}$ is the image of $D$ and

$$
G(u, v)=g(x, y) \frac{\partial(x, y)}{\partial(s, t)} \frac{\partial(s, t)}{\partial(u, v)} .
$$

From (7.5), (7.6), and (3.12), it follows that

$$
\begin{equation*}
G(0,0)=g(0,0)=1 . \tag{7.8}
\end{equation*}
$$

Now we consider the boundary of $D_{2}$ near the corner ( 0,0 ), which is determined by the two curves

$$
\begin{equation*}
H(u, v)=x+y=0, \quad K(u, v)=x-y=0 \tag{7.9}
\end{equation*}
$$

where $H(u, v)$ and $K(u, v)$ denote, respectively, the transforms of the functions $x+y$ and $x-y$ in terms of the variables $u$ and $v$. From (7.9) and (3.10), we have

$$
\begin{align*}
& H_{u}(u, v)=\frac{1}{2}\left(x_{s}+y_{s}\right)-\frac{1}{2}\left(x_{t}+y_{t}\right), \\
& H_{v}(u, v)=\frac{1}{2}\left(x_{s}+y_{s}\right)+\frac{1}{2}\left(x_{t}+y_{t}\right), \\
& K_{u}(u, v)=\frac{1}{2}\left(x_{s}-y_{s}\right)-\frac{1}{2}\left(x_{t}-y_{t}\right),  \tag{7.10}\\
& K_{v}(u, v)=\frac{1}{2}\left(x_{s}-y_{s}\right)+\frac{1}{2}\left(x_{t}-y_{t}\right) .
\end{align*}
$$

Simple computation from (7.5) and (7.6) gives

$$
\begin{equation*}
x_{s}(0,0)=y_{t}(0,0)=\sqrt{2}, \quad x_{t}(0,0)=y_{s}(0,0)=0 \tag{7.11}
\end{equation*}
$$

Hence

$$
\begin{array}{lr}
H_{u}(0,0)=0, & H_{v}(0,0)=\sqrt{2}, \\
K_{u}(0,0)=\sqrt{2}, & K_{v}(0,0)=0 . \tag{7.13}
\end{array}
$$

By the implicit function theorem, there exists $\phi(u)$ such that $v=\phi(u)$ satisfies $H(u, v)=$ 0 near ( 0,0 ). Furthermore,

$$
\begin{equation*}
\phi^{\prime}(u)=-\left.\frac{H_{u}(u, v)}{H_{v}(u, v)}\right|_{v=\phi(u)}, \tag{7.14}
\end{equation*}
$$

and, in particular, $\phi^{\prime}(0)=0$. This means that the boundary curve $H(u, v)=0$ is tangent to the $u$-axis at $(0,0)$. Similarly, there exists $\theta(v)$ such that $u=\theta(v)$ satisfies $K(u, v)=0$ near $(0,0)$, with

$$
\begin{equation*}
\theta^{\prime}(v)=-\left.\frac{K_{v}(u, v)}{K_{u}(u, v)}\right|_{u=\theta(v)} \tag{7.15}
\end{equation*}
$$

and $\theta^{\prime}(0)=0$.
To apply our results, we need to determine a value of $\rho$ for each of the boundary curves $v=\phi(u)$ and $u=\theta(v)$ so that $\phi(u)=u^{\rho-1} \phi_{1}(u)$ and $\theta(v)=v^{\rho-1} \theta_{1}(v)$, and the values of $\phi_{1}(0)$ and $\theta_{1}(0)$. (The value of $\rho$ need not be the same for $\phi$ and $\theta$.) Now, $\phi^{\prime \prime}(u)$ can be computed from (7.14). Using (7.12) and the fact that $\phi^{\prime}(0)=0$, we find

$$
\begin{equation*}
\phi^{\prime \prime}(0)=-\frac{1}{\sqrt{2}} H_{u u}(0,0) . \tag{7.16}
\end{equation*}
$$

To evaluate $H_{u u}(0,0)$, we begin with the first equation in (7.10). From (3.10) we obtain

$$
\begin{equation*}
H_{u u}(u, v)=\frac{1}{4}\left(x_{s s}+y_{s s}\right)-\frac{1}{2}\left(x_{s t}+y_{t s}\right)+\frac{1}{4}\left(x_{t u}+y_{t u}\right) . \tag{7.17}
\end{equation*}
$$

Differentiating the equations in (7.6) gives

$$
\begin{align*}
& 1=p x_{s}+x p_{s}, \quad 0=p x_{t}+x p_{t}, \\
& 0=p x_{s s}+2 x_{s} p_{s}+x p_{s s}, \\
& 0=p x_{s t}+p_{t} x_{s}+x_{t} p_{s}+x p_{s t}, \\
& 0=p x_{t t}+2 x_{t} p_{t}+x p_{t t},  \tag{7.18}\\
& 0=q y_{s}+y q_{s}, \quad 1=q y_{t}+y q_{t}, \\
& 0=q y_{s s}+2 q_{s} y_{s}+y q_{s s}, \\
& 0=q y_{s t}+q_{t} y_{s}+q y_{s} y_{t}+y q_{s t}, \\
& 0=q y_{t t}+2 y_{t} q_{t}+y q_{t t} .
\end{align*}
$$

Since $(x, y)=(0,0)$ corresponds to $(s, t)=(0,0)$, and since $p(0,0)=q(0,0)=1 / \sqrt{2}$, we have from (7.11)

$$
\begin{array}{lll}
x_{s s}=-4 p_{s}, & x_{s t}=-2 p_{t}, & x_{t t}=0  \tag{7.19}\\
y_{s s}=0, & y_{s t}=-2 q_{s}, & y_{t t}=-4 q_{t}
\end{array}
$$

where it is understood that all derivatives are evaluated at ( 0,0 ). From (7.11), we also have $p_{s}=p_{x} x_{s}+p_{y} y_{s}=\sqrt{2} p_{x}$ at $(0,0)$. Hence it follows from (7.5) that $p_{s}(0,0)=$ $\sqrt{2} p_{x}(0,0)=0$. Similarly, we find $p_{t}(0,0)=0$. (The argument for the latter case is actually simpler, since $p$ is independent of $y$ in this example.) By the same reasoning, we have $q_{s}=q_{x} x_{s}+q_{y} y_{s}=\sqrt{2} q_{x}$ and $q_{s}(0,0)=\sqrt{2} q_{x}(0,0)=0$. Similarly, $q_{t}(0,0)=0$. A combination of (7.16), (7.17), and (7.19) gives

$$
\begin{equation*}
\phi^{\prime \prime}(0)=-\frac{1}{\sqrt{2}} H_{u u}(0,0)=0 . \tag{7.20}
\end{equation*}
$$

Our next step is to find $\phi^{(3)}(0)$, which can be computed from (7.14). The full expression is very complicated; however, since $\phi^{\prime}(0)=\phi^{\prime \prime}(0)=0$, we have from (7.12) and (7.20) the relatively simple equation

$$
\begin{equation*}
\phi^{(3)}(0)=-\frac{1}{\sqrt{2}} H_{u u u}(0,0) . \tag{7.21}
\end{equation*}
$$

Differentiating (7.17), we obtain

$$
\begin{equation*}
H_{u u u}(u, v)=\frac{1}{8}\left(x_{s s s}+y_{s s s}\right)-\frac{3}{8}\left(x_{s s t}+y_{s s t}\right)+\frac{3}{8}\left(x_{s t t}+y_{s t t}\right)-\frac{1}{8}\left(x_{t t t}+y_{t t t}\right) \tag{7.22}
\end{equation*}
$$

on account of (3.10). To evaluate the partial derivatives on the right-hand side, we turn to the equations in (7.18). First, from the third equation in (7.18), we have

$$
p x_{s s s}+3 p_{s} x_{s s}+3 p_{s s} x_{s}+x p_{s s s}=0 .
$$

Since $(x, y)=(0,0)$ corresponds to $(s, t)=(0,0)$, and since all the second-order partial derivatives in $(7.19)$ vanish at $(0,0)$, the last equation yields

$$
\begin{equation*}
x_{s s s}(0,0)=-6 p_{s s}(0,0) . \tag{7.23}
\end{equation*}
$$

Now, $p_{s s}=p_{x x} x_{s}^{2}+2 p_{x y} x_{s} y_{s}+p_{y y} y_{s}^{2}+p_{x} x_{s s}+p_{y} y_{s s}$. In view of the fact that $p$ is independent of $y$, and again by the vanishing at $(0,0)$ of all the second-order partial derivatives in (7.19), this gives

$$
\begin{equation*}
p_{s s}(0,0)=2 p_{x x}(0,0)=\frac{1}{6 \sqrt{2}} . \tag{7.24}
\end{equation*}
$$

The last equality follows from (7.5). Coupling (7.23) and (7.24), we obtain

$$
\begin{equation*}
x_{s s s}(0,0)=-\frac{1}{\sqrt{2}} . \tag{7.25}
\end{equation*}
$$

Similar computations, beginning with (7.18) and using analogues of (7.24), yield

$$
\begin{align*}
& x_{s s t}=0, \quad x_{s t t}=0, \quad x_{t t t}=0, \\
& y_{s s s}=0, \quad y_{s s t}=-\sqrt{2}, \quad y_{s t t}=0, \quad y_{t t t}=\frac{1}{\sqrt{2}}, \tag{7.26}
\end{align*}
$$

where all derivatives are again evaluated at $(0,0)$. Returning to (7.21), we have from (7.22), (7.25), and (7.26)

$$
\begin{equation*}
\phi^{(3)}(0)=-\frac{1}{4} . \tag{7.27}
\end{equation*}
$$

Hence it follows that for the boundary curve $H(u, v)=x+y=0$ we have

$$
\begin{equation*}
\rho_{H}=4, \quad \phi_{1}(0)=-\frac{1}{24} . \tag{7.28}
\end{equation*}
$$

In the same manner, beginning with (7.15), we find that for the boundary curve $K(u, v)=x-y=0$, we have $\theta^{\prime}(0)=\theta^{\prime \prime}(0)=0$ and $\theta^{(3)}(0)=-\frac{1}{4}$. Consequently, we again have

$$
\begin{equation*}
\rho_{K}=4, \quad \theta_{1}(0)=-\frac{1}{24} . \tag{7.29}
\end{equation*}
$$

Note that $\phi^{(3)}(0)$ and $\theta^{(3)}(0)$ negative implies that both $\phi(u)$ and $\theta(v)$ are negative for sufficiently small positive $u$ and $v$. Consequently, (5.3), (5.9), and (5.15) apply, with the integral (7.1) taken in the form

$$
I(N)=I_{2}(N)+I_{6}(N)+I_{4}(N) .
$$

Using these equations and (7.8), we obtain

$$
\begin{equation*}
I(N) \sim \frac{i}{2} \frac{\log N}{N}+\left\{\frac{3 \pi}{4}+i\left[\frac{\gamma}{2}+\log (2 \sqrt{6})\right]\right\} \frac{1}{N} \tag{7.30}
\end{equation*}
$$

as $N \rightarrow \infty$, where $\gamma=-\psi(1)$ is the Euler constant.
The above example may seem to be too complicated for illustration purposes, and simpler examples could have been given instead. However, we find that this example is rather realistic, and demonstrates the fact that our method indeed works in practical situations. It also illustrates well the computations involved in our procedure, particularly in cases where parameter $\rho$ is greater than 2.
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# ON THE ASYMPTOTIC BEHAVIOR OF THE COEFFICIENTS OF ASYMPTOTIC POWER SERIES AND ITS RELEVANCE TO STOKES PHENOMENA* 
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#### Abstract

This paper discusses the relevance of the asymptotic behavior of the coefficients of asymptotic power series for the study of Stokes phenomena. By way of illustration a connection problem is considered in the theory of linear difference equations.
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Introduction. In this paper we extend and apply ideas of Malgrange [10] and Ramis [12] concerning the connection between Stokes phenomena, in a wider sense, and formal power series. We start with an illustrative example.

Let $y$ be an analytic function on the Riemann surface of $\log z$, with the following properties.
(i) $y$ admits an asymptotic expansion of the form $\sum_{n=0}^{\infty} y_{n} z^{-n}$ as $z \rightarrow \infty$ in the sector $S:-\pi / 2<\arg z<5 \pi / 2$.
(ii) $y(z)-y\left(z e^{2 \pi i}\right)=c e^{-z}, c \in \mathbb{C}^{*}$.

The second property implies that the asymptotic behavior of $y$ changes abruptly as $\arg z$ becomes larger than $5 \pi / 2$ or less than $-\pi / 2$. Such a change in asymptotic behavior will be called a Stokes phenomenon.

Now consider the function $h$ defined by

$$
h(z)=\frac{1}{2 \pi i} \int_{0}^{\infty} \frac{e^{-t}}{t-z} d t, \quad 0<\arg z<2 \pi .
$$

$h$ is a Cauchy-Heine transform of $e^{-z}$ (cf. [12]). By deformation of the path of integration it may be continued analytically to the Riemann surface of $\log z$. With the aid of residue calculus we readily verify that

$$
\begin{equation*}
h(z)-h\left(z e^{2 \pi i}\right)=e^{-z} . \tag{0.1}
\end{equation*}
$$

Moreover, $h$ admits the asymptotic expansion $\sum_{n=1}^{\infty} h_{n} z^{-n}$ as $z \rightarrow \infty, z \in S$, where

$$
\begin{equation*}
h_{n}=-\frac{1}{2 \pi i} \int_{0}^{\infty} e^{-t} t^{n-1} d t, \quad n \in \mathbb{N} . \tag{0.2}
\end{equation*}
$$

From (ii) and (0.1) we conclude that

$$
y\left(z e^{2 \pi i}\right)-\operatorname{ch}\left(z e^{2 \pi i}\right)=y(z)-\operatorname{ch}(z) .
$$

Thus it turns out that $y-c h$ is a single-valued analytic function, admitting an asymptotic expansion of the form $\sum_{n=0}^{\infty} a_{n} z^{-n}$ as $z \rightarrow \infty, z \in S$, where

$$
\begin{equation*}
a_{n}=y_{n}-c h_{n} . \tag{0.3}
\end{equation*}
$$

[^37]This implies that $y-c h$ is holomorphic at $\infty$ and, consequently, $\sum_{n=0}^{\infty} a_{n} z^{-n}$ is a convergent power series. From (0.2) and (0.3) it now follows that

$$
c=-2 \pi i \lim _{n \rightarrow \infty} \frac{y_{n}}{(n-1)!} .
$$

Apparently, the constant $c$, which plays a central role in the Stokes phenomenon occurring in this example, is intimately related to the asymptotic behavior of the coefficients $y_{n}$. It is this relationship that forms the subject of this paper.

We shall consider the following situation. Suppose we are given a number of sectors $S_{\nu}, \nu \in\{1, \cdots, N\}$, which cover a neighborhood of $\infty$ and a corresponding number of functions $y_{\nu}$ with the following properties: $y_{\nu}$ is analytic in $S_{\nu}$ and represented asymptotically by a series of the form $\sum_{n=0}^{\infty} \hat{y}_{n} z^{-n}$ (independent of $\nu$ ) as $z \rightarrow \infty, z \in S_{\nu}$, $\nu \in\{1, \cdots, N\}$. Moreover, assume that

$$
\begin{equation*}
y_{\nu+1}(z)-y_{\nu}(z)=\sum_{j=1}^{m} c_{j}^{\nu} \varphi_{j}^{\nu}(z), \quad z \in S_{\nu} \cap S_{\nu+1}, \quad \nu \in\{1, \cdots, N\} \tag{0.4}
\end{equation*}
$$

where $S_{N+1}=e^{2 \pi i} S_{1}, y_{N+1}(z) \equiv y_{1}\left(z e^{-2 \pi i}\right), c_{j}^{\nu} \in \mathbb{C}$, and the $\varphi_{j}^{\nu}$ belong to a certain class of analytic functions. We shall establish a relation between the complex numbers $c_{j}^{\nu}$ and the asymptotic behavior of $\hat{y}_{n}$ for $n \rightarrow \infty$. In some applications this relation may be exploited to "compute" at least part of the numbers $c_{j}^{\nu}$ from the coefficients $\hat{y}_{n}$ (cf. [9] and Remark 2 herein).

If the $y_{\nu}$ represent (sectorial models of) a resurgent function, our results could be derived from the work of Ecalle (cf. [4]). For the present purpose, however, this assumption is not needed and we shall establish the relation mentioned above in a more direct manner.

The argument is essentially the same as the one we used in [9]. It is based on the Propositions 1.1-1.3 herein. Proposition 1.1 concerns the properties of Cauchy-Heine transforms of functions like the $\varphi_{j}^{\nu}$ in (0.4). Proposition 1.2 enables us to construct, from the Cauchy-Heine transforms of the $\varphi_{j}^{\nu}$, analytic functions $H_{\nu}$ with the same properties as the $y_{\nu}$ and only differing from the $y_{\nu}$ by a convergent power series in $1 / z$. The coefficients of the asymptotic expansion $\hat{H}$ of the $H_{\nu}$ are given by the expression

$$
\hat{H}_{n}=-\frac{1}{2 \pi i} \sum_{\nu=1}^{N} \sum_{j=1}^{m} c_{j}^{\nu} \int_{\gamma_{\nu}} \varphi_{j}^{\nu}(t) t^{n-1} d t, \quad \gamma_{\nu} \subset S_{\nu} .
$$

Under certain conditions, like those mentioned in Proposition 1.3, the saddle-point method may be applied to the integral

$$
\int_{\gamma_{\nu}} \varphi_{j}^{\nu}(t) t^{n-1} d t
$$

to obtain its asymptotic behavior for $n \rightarrow \infty$. The main result is stated in Theorem 1.4. In § 2 this result is applied to a connection problem in the theory of homogeneous linear difference equations.

1. The general argument. Let $\mathbb{C}_{\infty}$ denote the Riemann surface of $\log z$. Let $z_{0} \in \mathbb{C}_{\infty}$, $\alpha, \beta \in \mathbb{R}, \alpha<\beta$. By $S(\alpha, \beta)$ we denote the sector

$$
S(\alpha, \beta)=\left\{z \in \mathbb{C}_{\infty}: \alpha<\arg z<\beta\right\}
$$

and by $S\left(z_{0}, \alpha, \beta\right)$ the set

$$
\begin{equation*}
S\left(z_{0}, \alpha, \beta\right)=\left\{z \in \mathbb{C}_{\infty}: \alpha<\arg \left(z-z_{0}\right)<\beta,|z|>\left|z_{0}\right|\right\} . \tag{1.1}
\end{equation*}
$$

This will also be called a sector.

If $S$ is a sector of the form $S=S\left(z_{0}, \alpha, \beta\right)$, then $\underline{S}$ will denote the sector $S\left(z_{0}, \alpha\right.$, $\beta+2 \pi)$.

Let $S=S\left(z_{0}, \alpha, \beta\right), S^{\prime}=S\left(z_{1}, \alpha^{\prime}, \beta^{\prime}\right)$ with $\alpha<\alpha^{\prime}<\beta^{\prime}<\beta$. We shall write

$$
S^{\prime} \Subset S
$$

whenever $z_{1} \in S$ and $S^{\prime} \subset S\left(z_{0}, \alpha^{\prime}, \beta^{\prime}\right)$.
Let $\hat{h}=\sum_{n=0}^{\infty} h_{n} z^{-n}$ be a formal power series in $z^{-1}, S$ a sector of the type (1.1), and $h$ a function on $S$. We say that $h$ is represented asymptotically by $\hat{h}$ as $z \rightarrow \infty$ in $S$, and write

$$
h(z) \sim \sum_{n=0}^{\infty} h_{n} z^{-n}, \quad z \rightarrow \infty \text { in } S
$$

if, for every $S^{\prime} \Subset S$ and every $N \in \mathbb{N}$,

$$
R_{N}(h ; z) \equiv h(z)-\sum_{n=0}^{N-1} h_{n} z^{-n}=O\left(z^{-N}\right), \quad z \rightarrow \infty, \quad z \in S^{\prime}
$$

Any function $\varphi$ which is analytic in a sector $S$ and represented asymptotically by zero (i.e., the series with coefficients equal to zero) as $z \rightarrow \infty$ in $S$, may be written as the difference of two determinations of its Cauchy-Heine transform. The following proposition, due to Ramis, is concerned with the asymptotic properties of this CauchyHeine transform.

Proposition 1.1 (cf. [12, Prop. 4.2]). Let $\alpha$ and $\beta$ be real numbers such that $\alpha<\beta$, $z_{0} \in S(\alpha, \beta)$, and let $\varphi$ be an analytic function on $S=S\left(z_{0}, \alpha, \beta\right)$. Suppose there exist positive numbers $M_{n}, n \in \mathbb{N}$, such that

$$
\begin{equation*}
\sup _{z \in S}\left|z^{n} \varphi(z)\right|<M_{n}, \quad n \in \mathbb{N} \tag{1.2}
\end{equation*}
$$

Then the function $h$ defined by

$$
h(z)=\frac{z}{2 \pi i} \int_{\gamma} \frac{\varphi(\zeta)}{\zeta(\zeta-z)} d \zeta, \quad z \in S\left(z_{0}, \Theta, \Theta+2 \pi\right)
$$

where $\gamma$ is a half line in $S$ from $z_{0}$ to $\infty$ with direction $\Theta$, has the following properties:
(i) $h$ can be continued analytically to $\underline{S}$,
(ii) $h(z)-h\left(z e^{2 \pi i}\right)=\varphi(z)$ for all $z \in S$,
(iii) $h$ is represented asymptotically by

$$
\sum_{n=0}^{\infty}-\frac{1}{2 \pi i}\left(\int_{\gamma} \varphi(\zeta) \zeta^{n-1} d \zeta\right) z^{-n}
$$

as $z \rightarrow \infty$ in $\underline{S}$. Moreover, for every $S^{\prime} \Subset \underline{S}$ there exists a positive constant $C_{S^{\prime}}$ such that

$$
\sup _{z \in S^{\prime}}\left|z^{n} R_{n}(h ; z)\right| \leqq C_{S^{\prime}} M_{n+1}, \quad n \in \mathbb{N}
$$

Proof. Let us suppose that $S$ is a convex set, i.e., $\beta-\pi / 2<\arg z_{0}<\alpha+\pi / 2$. In that case every half line from $z_{0}$ to $\infty$ with direction $\Theta \in(\alpha, \beta)$ lies in $S$. If $\gamma$ has direction $\Theta, h$ is obviously analytic in $S\left(z_{0}, \Theta, \Theta+2 \pi\right)$. The analytic continuation to $\underline{S}$ is obtained by varying $\Theta$. Part (ii) follows immediately from Cauchy's theorem.

Now let $S^{\prime}=S\left(z_{1}, \alpha^{\prime}, \beta^{\prime}\right) \Subset S$. Then there is a number $\varepsilon \in(0, \pi / 2)$ such that $\alpha+\varepsilon<\arg \left(z-z_{0}\right)<\beta+2 \pi-\varepsilon$ for all $z \in S^{\prime}$. Let $z \in S^{\prime}$ and choose $\Theta \in(\alpha, \beta)$ in such
a way that $\Theta+\varepsilon<\arg \left(z-z_{0}\right)<\Theta+2 \pi-\varepsilon$. Let $\gamma_{\Theta}$ be the half line from $z_{0}$ to $\infty$ with direction $\Theta$. For all $\zeta \in \gamma_{\Theta}$ the following inequality holds:

$$
\begin{equation*}
|\zeta-z|>\left|z-z_{0}\right| \sin \varepsilon>|z|\left(1-\left|\frac{z_{0}}{z_{1}}\right|\right) \sin \varepsilon . \tag{1.3}
\end{equation*}
$$

It is easily seen that

$$
z^{n} R_{n}(h ; z)=\frac{z}{2 \pi i} \int_{\gamma_{\Theta}} \frac{\varphi(\zeta)}{\zeta-z} \zeta^{n-1} d \zeta, \quad n \in \mathbb{N} .
$$

With (1.2) and (1.3) it follows that

$$
\left|z^{n} R_{n}(h ; z)\right|<\frac{1}{2 \pi \sin \varepsilon}\left(1-\left|\frac{z_{0}}{z_{1}}\right|\right)^{-1} \int_{\gamma_{\Theta}}\left|\frac{d \zeta}{\zeta^{2}}\right| M_{n+1} .
$$

Hence

$$
\sup _{z \in S^{\prime}}\left|z^{n} R_{n}(h ; z)\right|<\frac{1}{2 \pi \sin \varepsilon}\left(1-\left|\frac{z_{0}}{z_{1}}\right|\right)^{-1} \sup _{\Theta \in(\alpha, \beta)} \int_{\gamma_{\Theta}}\left|\frac{d \zeta}{\zeta^{2}}\right| M_{n+1}
$$

and this proves (iii).
If $S$ is not convex the above argument must be adapted in an obvious manner.
Proposition 1.2 (cf. [10], [12]). Let $N \in \mathbb{N}$. Let $\alpha_{\nu}, \beta_{\nu}, \nu \in\{1, \cdots, N\}$, be real numbers such that $\alpha_{\nu} \leqq \alpha_{\nu+1}<\beta_{\nu} \leqq \beta_{\nu+1}$ if $\nu<N$ and $\alpha_{N} \leqq \alpha_{N+1} \equiv \alpha_{1}+2 \pi<\beta_{N} \leqq$ $\beta_{n+1} \equiv \beta_{1}+2 \pi$. Let $z_{\nu} \in S\left(\alpha_{\nu+1}, \beta_{\nu}\right)$ and $S^{\nu}=S\left(z_{\nu}, \alpha_{\nu+1}, \beta_{\nu}\right), \nu=1, \cdots, N$.

Suppose that, for every $\nu \in\{1, \cdots, N\}$, we are given an analytic function $\varphi_{\nu}$ on $S^{\nu}$ with the property that $\varphi_{\nu}(z) \sim 0$ as $z \rightarrow \infty$ in $S^{\nu}$. Let

$$
h_{\nu}(z)=\frac{z}{2 \pi i} \int_{\gamma_{\nu}} \frac{\varphi_{\nu}(\zeta)}{\zeta(\zeta-z)} d \zeta, \quad z \in S\left(z_{\nu}, \Theta_{\nu}, \Theta_{\nu}+2 \pi\right), \quad \nu \in\{1, \cdots, N\}
$$

where $\gamma_{\nu}$ is a half line in $S^{\nu}$ from $z_{\nu}$ to $\infty$ with direction $\Theta_{\nu}$ and let

$$
\begin{aligned}
& H_{\nu}(z)=\sum_{\mu=1}^{\nu-1} h_{\mu}(z)+\sum_{\mu=\nu}^{N} h_{\mu}\left(z e^{2 \pi i}\right) \quad \text { if } \nu \in\{2, \cdots, N\}, \\
& H_{1}(z)=\sum_{\mu=1}^{N} h_{\mu}\left(z e^{2 \pi i}\right) \quad \text { and } \quad H_{N+1}(z)=\sum_{\mu=1}^{N} h_{\mu}(z) .
\end{aligned}
$$

The functions $H_{\nu}$ have the following properties:
(i) For every $\nu \in\{1, \cdots, N+1\}$ there exists a $\tilde{z}_{\nu} \in S\left(\alpha_{\nu}, \beta_{\nu}\right)$ such that $\tilde{z}_{N+1}=\tilde{z}_{1} e^{2 \pi i}$ and $H_{\nu}$ is analytic on $S_{\nu}=S\left(\tilde{z}_{\nu}, \alpha_{\nu}, \beta_{\nu}\right)$.
(ii) $H_{\nu+1}(z)-H_{\nu}(z)=\varphi_{\nu}(z)$ for all $z \in S_{\nu} \cap S_{\nu+1}, \nu \in\{1, \cdots, N\}$, and $H_{N+1}(z)=$ $H_{1}\left(z e^{-2 \pi i}\right)$ for all $z \in e^{2 \pi i} S_{1}$.
(iii) $H_{\nu}$ admits an asymptotic power series expansion $\hat{H}$ independent of $\nu$, as $z \rightarrow \infty$ in $S_{\nu}$.

Moreover, if $\tilde{H}_{\nu}, \nu=1, \cdots, N+1$, are functions with the same properties, then there exists a function h, holomorphic at $\infty$, such that

$$
\tilde{H}_{\nu}-H_{\nu}=h \quad \text { for all } \nu \in\{1, \cdots, N\} .
$$

Proof. From Proposition 1.1(i) we deduce that $H_{\nu}$ is analytic in

$$
\bigcap_{\mu=1}^{\nu-1} S\left(z_{\mu}, \alpha_{\mu+1}, \beta_{\mu}+2 \pi\right) \bigcap_{\mu=\nu}^{N} S\left(z_{\mu}, \alpha_{\mu+1}-2 \pi, \beta_{\mu}\right) \quad \text { if } \nu \in\{2, \cdots, N\}
$$

in

$$
\bigcap_{\mu=1}^{N} S\left(z_{\mu}, \alpha_{\mu+1}-2 \pi, \beta_{\mu}\right) \quad \text { if } \nu=1
$$

and in

$$
\bigcap_{\mu=1}^{N} S\left(z_{\mu}, \alpha_{\mu+1}, \beta_{\mu}+2 \pi\right) \quad \text { if } \nu=N+1
$$

and this set contains a sector of the form $S\left(\tilde{z}_{\nu}, \alpha_{\nu}, \beta_{\nu}\right)$ for a suitable choice of $\tilde{z}_{\nu}$. Part (ii) follows immediately from Proposition 1.1(ii) by observing that

$$
H_{\nu+1}(z)-H_{\nu}(z)=h_{\nu}(z)-h_{\nu}\left(z e^{2 \pi i}\right) \quad \text { for all } \nu \in\{1, \cdots, N\}
$$

Furthermore, Proposition 1.1(iii) implies that $H_{\nu}(z) \sim \sum_{n=0}^{\infty} H_{n} z^{-n}$, as $z \rightarrow \infty$ in $S_{\nu}$, where

$$
\begin{equation*}
H_{n}=-\frac{1}{2 \pi i} \sum_{\nu=1}^{N} \int_{\gamma_{\nu}} \varphi_{\nu}(\zeta) \zeta^{n-1} d \zeta, \quad n \in \mathbb{N} \tag{1.4}
\end{equation*}
$$

Now suppose that $\tilde{H}_{\nu}, \nu=1, \cdots, N+1$, are functions with the properties (i)-(iii) mentioned in Proposition 1.2. Then there exist $z_{\nu}^{\prime} \in S\left(\alpha_{\nu}, \beta_{\nu}\right)$ such that both $H_{\nu}$ and $\tilde{H}_{\nu}$ are analytic on $\tilde{S}_{\nu}=S\left(z_{\nu}^{\prime}, \alpha_{\nu}, \beta_{\nu}\right)$ and we have

$$
\tilde{H}_{\nu+1}(z)-\tilde{H}_{\nu}(z)=H_{\nu+1}(z)-H_{\nu}(z), \quad z \in \tilde{S}_{\nu} \cap \tilde{S}_{\nu+1}, \quad \nu \in\{1, \cdots, N\}
$$

and

$$
\tilde{H}_{N+1}(z)-\tilde{H}_{1}\left(z e^{-2 \pi i}\right)=H_{N+1}(z)-H_{1}\left(z e^{-2 \pi i}\right), \quad z \in \tilde{S}_{N+1}
$$

It follows that

$$
\tilde{H}_{\nu+1}-H_{\nu+1}=\tilde{H}_{\nu}-H_{\nu} \quad \text { for all } \nu \in\{1, \cdots, N\}
$$

and, moreover,

$$
\tilde{H}_{N+1}(z)-H_{N+1}(z)=\tilde{H}_{1}\left(z e^{-2 \pi i}\right)-H_{1}\left(z e^{-2 \pi i}\right) .
$$

Hence the function $h=\tilde{H}_{1}-H_{1}$ can be continued analytically to a reduced neighborhood of $\infty$. Furthermore, property (iii) implies that $h$ admits an asymptotic power series expansion in $z^{-1}$ as $z \rightarrow \infty$ in a neighborhood of $\infty$ and, consequently, $h$ is analytic in a full neighborhood of $\infty$.

The next proposition concerns the asymptotic behavior of integrals of the type

$$
\int_{\gamma} \varphi(z) z^{n} d z
$$

where $\gamma$ is a half line and $\varphi$ is an analytic function with the property that $\varphi(z) \sim 0$ as $z \rightarrow \infty$ in some sector $S$ containing $\gamma$. The conditions (iii)-(v) below are purely technical and have been chosen in such a way that the result follows by a straightforward application of the saddle-point method. They might be relaxed or replaced by other conditions. We have merely tried to define a class of functions for which this method works.

Proposition 1.3 (cf. [2, Thm. 7, Remark 6]). Let $\alpha$ and $\beta$ be real numbers such that $\alpha<\beta, z_{0} \in S(\alpha, \beta)$, and let $\psi$ be an analytic function on $S=S\left(z_{0}, \alpha, \beta\right)$ with the property that
(i) $\exp \psi(z) \sim 0$ as $z \rightarrow \infty$ in $S$.

Let $g: S \times \mathbb{N} \rightarrow \mathbb{C}$ be defined by

$$
g(z, n)=\psi(z)+n \log z
$$

Suppose there exists $n_{0} \in \mathbb{N}$ such that for all $n \geqq n_{0}$ the following conditions hold:
(ii) The equation $\partial g / \partial z=0$ has a solution $s_{n} \in S$ such that the half line $\gamma_{n}$ from $z_{0}$ to $\infty$ through $s_{n}$ is contained in $S$. Moreover, $s_{n} \rightarrow \infty$ as $n \rightarrow \infty$.
(iii) There exists a number $\Theta \in(0, \pi / 2)$ such that

$$
\left|\arg -s_{n}^{2} \frac{\partial^{2} g}{\partial z^{2}}\left(s_{n}, n\right)\right| \leqq \Theta
$$

and, furthermore, $s_{n}^{2}\left(\partial^{2} g / \partial z^{2}\right)\left(s_{n}, n\right) \rightarrow \infty$ as $n \rightarrow \infty$.
(iv) There exist positive numbers $\varepsilon_{0}$ and $K$ such that

$$
\left|z \frac{\partial^{3}}{\partial z^{3}} g(z, n)\left\{\frac{\partial^{2}}{\partial z^{2}} g(z, n)\right\}^{-1}\right| \leqq K
$$

if $\left|z-s_{n}\right|<\varepsilon_{0}\left|s_{n}\right|$.
(v) Let $\alpha_{n}=\arg \left(s_{n}-z_{0}\right)-\arg s_{n}$. There exists a positive number $\varepsilon_{1}$, a function $n_{1}:\left(0, \varepsilon_{1}\right) \rightarrow \mathbb{N}$, a bounded function $g_{1}:\left(0, \varepsilon_{1}\right) \times(-1,0) \rightarrow \mathbb{R}$, and a function $g_{2}:\left(0, \varepsilon_{1}\right) \times$ $(0, \infty) \rightarrow \mathbb{R}$ such that, for all $\varepsilon \in\left(0, \varepsilon_{1}\right), \exp g_{2}(\varepsilon, \cdot) \in \mathscr{L}(0, \infty)$, and, for all $n \geqq n_{1}(\varepsilon)$,

$$
\operatorname{Re}\left\{g\left(s_{n}\left(1+\tau e^{i \alpha_{n}}\right), n\right)-g\left(s_{n}\left(1-\varepsilon e^{i \alpha_{n}}\right), n\right)\right\} \leqq g_{1}(\varepsilon, \tau)
$$

if $\tau \in\left(-\left|1-z_{0} / s_{n}\right|,-\varepsilon\right)$, whereas

$$
\operatorname{Re}\left\{g\left(s_{n}\left(1+\tau e^{i \alpha_{n}}\right), n\right)-g\left(s_{n}\left(1+\varepsilon e^{i \alpha_{n}}\right), n\right)\right\} \leqq g_{2}(\varepsilon, \tau)
$$

if $\tau \in(\varepsilon, \infty)$.
Furthermore, let $f$ be a bounded analytic function on $S$ and suppose there exists a positive number $\varepsilon$ such that
(vi) $\sup _{z \in I_{n}(\varepsilon)}|f(z)-1| \rightarrow 0$ if $n \rightarrow \infty$, where $I_{n}(\varepsilon)$ denotes the segment between $s_{n}\left(1-\varepsilon e^{i \alpha_{n}}\right)$ and $s_{n}\left(1+\varepsilon e^{i \alpha_{n}}\right)$.

Let

$$
\varphi(z)=f(z) \exp \psi(z)
$$

and

$$
J_{n}=\frac{1}{2 \pi i} \int_{\gamma} \varphi(z) z^{n} d z
$$

where $\gamma$ is a half line in $S$ from $z_{0}$ to $\infty$. Then we have

$$
J_{n}=\left\{2 \pi s_{n}^{2} \frac{\partial^{2} g}{\partial z^{2}}\left(s_{n}, n\right)\right\}^{-1 / 2} s_{n} \exp g\left(s_{n}, n\right)(1+o(1)), \quad n \rightarrow \infty
$$

where $\arg \left\{s_{n}^{2}\left(\partial^{2} g / \partial z^{2}\right)\left(s_{n}, n\right)\right\}^{-1 / 2} \in(-\pi, 0)$.
Proof. We shall closely follow the proof of Theorem 7 in [2]. Let $n \geqq n_{0}$. Due to (i), (ii) and the properties of $f$, we may replace $\gamma$ by $\gamma_{n}$. Let $\varepsilon>0$. We begin by considering the integrand on the segment $I_{n}(\varepsilon)$. We put

$$
\left|\frac{\partial^{2} g}{\partial z^{2}}(z, n)-\frac{\partial^{2} g}{\partial z^{2}}\left(s_{n}, n\right)\right|=h(z) .
$$

From (iv) we deduce that

$$
h(z) \leqq K\left|\frac{\partial^{2} g}{\partial z^{2}}\left(s_{n}, n\right)\right| \int_{s_{n}}^{z}\left|\frac{d \zeta}{\zeta}\right|+K \int_{s_{n}}^{z} h(\zeta)\left|\frac{d \zeta}{\zeta}\right|
$$

provided $\left|z-s_{n}\right|<\varepsilon_{0}\left|s_{n}\right|$. With the aid of Gronwall's generalized inequality (cf. [5, p. 36]) we find

$$
h(z) \leqq \tilde{K}\left|\frac{z-s_{n}}{s_{n}}\right|\left|\frac{\partial^{2} g}{\partial z^{2}}\left(s_{n}, n\right)\right|,
$$

where $\tilde{K}$ is a positive constant, provided $\left|z-s_{n}\right|<\varepsilon_{0}\left|s_{n}\right|$. Hence it follows that, for all $\varepsilon \in\left(0, \varepsilon_{0}\right)$,

$$
\begin{gather*}
\frac{\partial g}{\partial z}(z, n)=\left(z-s_{n}\right) \frac{\partial^{2} g}{\partial z^{2}}\left(s_{n}, n\right)(1+\varepsilon O(1)), \quad n \rightarrow \infty  \tag{1.5}\\
g(z, n)-g\left(s_{n}, n\right)=\frac{1}{2}\left(z-s_{n}\right)^{2} \frac{\partial^{2} g}{\partial z^{2}}\left(s_{n}, n\right)(1+\varepsilon O(1)), \quad n \rightarrow \infty, \tag{1.6}
\end{gather*}
$$

uniformly on $I_{n}(\varepsilon)$. Here $O(1)$ is uniformly bounded in $\varepsilon$.
We introduce a new variable $w$ by means of

$$
\begin{equation*}
\frac{1}{2} w^{2}=g\left(s_{n}, n\right)-g\left(s_{n}\left(1+\tau e^{i \alpha_{n}}\right), n\right), \quad|\tau| \leqq \varepsilon . \tag{1.7}
\end{equation*}
$$

Due to (1.6) we have

$$
w^{2}=-\tau^{2} e^{2 i \alpha_{n}} s_{n}^{2} \frac{\partial^{2} g}{\partial z^{2}}\left(s_{n}, n\right)(1+\varepsilon O(1))
$$

and we remove the ambiguity in the definition of $w$ by demanding that

$$
\begin{equation*}
w=\tau e^{i \alpha_{n}}\left(-s_{n}^{2} \frac{\partial^{2} g}{\partial z^{2}}\left(s_{n}, n\right)\right)^{1 / 2}(1+\varepsilon O(1)) \tag{1.8}
\end{equation*}
$$

where the square root has its principal value. Equations (1.7) and (1.5) imply that

$$
w \frac{d w}{d \tau}=-s_{n} e^{i \alpha_{n}} \frac{\partial g}{\partial z}\left(s_{n}\left(1+\tau e^{i \alpha_{n}}\right), n\right)=-s_{n}^{2} \tau e^{2 i \alpha_{n}} \frac{\partial^{2} g}{\partial z^{2}}\left(s_{n}, n\right)(1+\varepsilon O(1))
$$

Consequently,

$$
\begin{equation*}
\frac{d w}{d \tau}=e^{i \alpha_{n}}\left(-s_{n}^{2} \frac{\partial^{2} g}{\partial z^{2}}\left(s_{n}, n\right)\right)^{1 / 2}(1+\varepsilon O(1)) . \tag{1.9}
\end{equation*}
$$

Let $w_{ \pm}$correspond to $\tau= \pm \varepsilon$. From (1.8) it follows that

$$
\begin{equation*}
w_{ \pm}= \pm \varepsilon e^{i \alpha_{n}}\left(-s_{n}^{2} \frac{\partial^{2} g}{\partial z^{2}}\left(s_{n}, n\right)\right)^{1 / 2}(1+\varepsilon O(1)) \tag{1.10}
\end{equation*}
$$

From (1.7), (1.9), (1.10), and condition (vi) of Proposition 1.3 we deduce that

$$
\begin{aligned}
& \int_{s_{n}\left(1-\varepsilon e^{\left.i \alpha_{n}\right)}\right.}^{s_{n}\left(1+\varepsilon e^{\left.i \alpha_{n}\right)}\right.} \varphi(z) z^{n} d z \\
& \quad=s_{n} e^{i \alpha_{n}} \exp g\left(s_{n}, n\right) \int_{w_{-}}^{w_{+}} e^{-w^{2} / 2}\left(\frac{d w}{d \tau}\right)^{-1} d w(1+o(1)) \\
& \quad=\left(-s_{n}^{2} \frac{\partial^{2} g}{\partial z^{2}}\left(s_{n}, n\right)\right)^{-1 / 2} s_{n} \exp g\left(s_{n}, n\right) \int_{w_{-}}^{w_{+}} e^{-w^{2} / 2} d w(1+o(1))(1+\varepsilon O(1))
\end{aligned}
$$

Using (1.10) and condition (iii) and noting that $\lim _{n \rightarrow \infty} \alpha_{n}=0$, we conclude that, for every $\varepsilon>0$,

$$
\lim _{n \rightarrow \infty} \int_{w_{-}}^{w_{+}} e^{-w^{2} / 2} d w=\sqrt{2 \pi}
$$

Hence

$$
\begin{aligned}
& \frac{1}{2 \pi i} \int_{s_{n}\left(1-\varepsilon e^{i \alpha_{n}}\right)}^{s_{n}\left(1+\varepsilon e^{i \alpha_{n}}\right)} \varphi(z) z^{n} d z=\left(2 \pi s_{n}^{2} \frac{\partial^{2} g}{\partial z^{2}}\left(s_{n}, n\right)\right)^{-1 / 2} s_{n} \\
& \cdot\left(\exp g\left(s_{n}, n\right)(1+o(1))(1+\varepsilon O(1)),\right.
\end{aligned}
$$

where $\arg \left\{s_{n}^{2}\left(\partial^{2} g / \partial z^{2}\right)\left(s_{n}, n\right)\right\}^{-1 / 2} \in(-\pi, 0)$.
Next we consider the integral

$$
J_{n}^{+}(\varepsilon)=\int_{s_{n}\left(1+\varepsilon e^{i \alpha_{n}}\right.}^{\infty} \varphi(z) z^{n} d z
$$

From (1.7), condition (v), and the properties of $f$ we deduce that, for $n \geqq n_{1}(\varepsilon)$,

$$
\begin{aligned}
\left|J_{n}^{+}(\varepsilon)\right| & \leqq C\left|s_{n} \exp \left\{g\left(s_{n}, n\right)-\frac{1}{2} w_{+}^{2}\right\}\right| \int_{\varepsilon}^{\infty} \exp g_{2}(\varepsilon, \tau) d \tau \\
& \leqq C_{1}\left|s_{n} \exp \left\{g\left(s_{n}, n\right)-\frac{1}{2} w_{+}^{2}\right\}\right|,
\end{aligned}
$$

where $C$ and $C_{1}$ are positive constants. In view of (1.10) and condition (iii) this implies that

$$
J_{n}^{+}(\varepsilon)=\left(s_{n}^{2} \frac{\partial^{2} g}{\partial z^{2}}\left(s_{n}, n\right)\right)^{-1 / 2} s_{n} \exp g\left(s_{n}, n\right) o(1), \quad n \rightarrow \infty
$$

and the same property holds for the integral over the segment between $z_{0}$ and $s_{n}(1-$ $\varepsilon e^{i \alpha_{n}}$ ). Combining the above estimates we find

$$
J_{n}=\left(2 \pi s_{n}^{2} \frac{\partial^{2} g}{\partial z^{2}}\left(s_{n}, n\right)\right)^{-1 / 2} s_{n} \exp g\left(s_{n}, n\right)(1+\varepsilon O(1))(1+o(1)), \quad n \rightarrow \infty
$$

Since this is true for every sufficiently small $\varepsilon$ the result follows.
Theorem 1.4. Let $N \in \mathbb{N}$. Let $\alpha_{\nu}, \beta_{\nu}, \nu \in\{1, \cdots, N\}$, be real numbers such that $\alpha_{\nu} \leqq \alpha_{\nu+1}<\beta_{\nu} \leqq \beta_{\nu+1}$ if $\nu<N$ and $\alpha_{N} \leqq \alpha_{N+1} \equiv \alpha_{1}+2 \pi<\beta_{N} \leqq \beta_{N+1} \equiv \beta_{1}+2 \pi$. Let $\tilde{z}_{\nu} \in$ $S\left(\alpha_{\nu}, \beta_{\nu}\right)$ and $S_{\nu}=S\left(\tilde{z}_{\nu}, \alpha_{\nu}, \beta_{\nu}\right), \nu=1, \cdots, N, S_{N+1}=e^{2 \pi i} S_{1}$. Suppose that, for each $\nu \in\{1, \cdots, N\}$, we are given an analytic function $y_{\nu}$ on $S_{\nu}$, admitting an asymptotic expansion $\sum_{n=0}^{\infty} \hat{y}_{n} z^{-n}$ as $z \rightarrow \infty$ in $S_{\nu}$, independent of $\nu$. Let

$$
y_{N+1}(z)=y_{1}\left(z e^{-2 \pi i}\right), \quad z \in S_{N+1}
$$

and

$$
\varphi_{\nu}(z)=y_{\nu+1}(z)-y_{\nu}(z), \quad z \in S_{\nu} \cap S_{\nu+1}, \quad \nu \in\{1, \cdots, N\} .
$$

Suppose that for every $\nu \in\{1, \cdots, N\}$ there exists a sector $\tilde{S}^{\nu} \subset S_{\nu} \cap S_{\nu+1}$, a positive integer $m(\nu)$, and, for every $j \in\{1, \cdots, m(\nu)\}$, analytic functions $\psi_{j}^{\nu}$ and $f_{j}^{\nu}$ on $\tilde{S}^{\nu}$, satisfying the conditions of Proposition 1.3, and a complex number $c_{j}^{\nu}$ such that

$$
\varphi_{\nu}(z)=\sum_{j=1}^{m(\nu)} c_{j}^{\nu} f_{j}^{\nu}(z) \exp \psi_{j}^{\nu}(z), \quad z \in \tilde{S}^{\nu}
$$

Let $g_{j}^{\nu}(z, n)=\psi_{j}^{\nu}(z)+n \log z$, let $s_{n}^{\nu, j}$ denote its saddle point, and let

$$
\begin{aligned}
& M_{j}^{\nu}(n)=\left\{2 \pi\left(s_{n}^{\nu, j}\right)^{2} \frac{\partial^{2} g_{j}^{\nu}}{\partial z^{2}}\left(s_{n}^{\nu, j}, n\right)\right\}^{-1 / 2} s_{n}^{\nu, j} \exp g_{\nu}\left(s_{n}^{\nu, j}, n\right), \\
& j \in\{1, \cdots, m(\nu)\}, \quad \nu \in\{1, \cdots, N\},
\end{aligned}
$$

where $\arg \left\{\left(s_{n}^{\nu, j}\right)^{2}\left(\partial^{2} g_{j}^{\nu} / \partial z^{2}\right)\left(s_{n}^{\nu, j}, n\right)\right\}^{-1 / 2} \in(-\pi, 0)$. Then there exists a convergent power series $\sum_{n=0}^{\infty} h_{n} z^{-n}$ such that

$$
\begin{equation*}
\hat{y}_{n}=h_{n}-\sum_{\nu=1}^{N} \sum_{j=1}^{m(\nu)} c_{j}^{\nu}\left\{M_{j}^{\nu}(n-1)(1+o(1))\right\}, \quad n \rightarrow \infty . \tag{1.11}
\end{equation*}
$$

Proof. There exists $z_{\nu} \in S_{\nu} \cap S_{\nu+1}$ such that $S_{\nu} \cap S_{\nu+1}$ contains the sector $S^{\nu}=$ $S\left(z_{\nu}, \alpha_{\nu+1}, \beta_{\nu}\right)$. As $y_{\nu}$ and $y_{\nu+1}$ admit the same asymptotic expansion, it follows that

$$
\varphi_{\nu}(z)=y_{\nu+1}(z)-y_{\nu}(z) \sim 0 \quad \text { as } z \rightarrow \infty \text { in } S^{\nu}, \quad \nu \in\{1, \cdots, N\} .
$$

Obviously, the functions $y_{\nu}$ possess the properties (i)-(iii) mentioned in Proposition 1.2.
According to Proposition 1.2 there exists a function $h$, holomorphic at $\infty$, such that $y_{\nu}=h+H_{\nu}$ for all $\nu \in\{1, \cdots, N\}$. Let $\sum_{n=0}^{\infty} h_{n} z^{-n}$ be the power series expansion of $h$. With (1.4) we find

$$
\begin{aligned}
\hat{y}_{n} & =h_{n}-\sum_{\nu=1}^{N} \frac{1}{2 \pi i} \int_{\gamma_{\nu}} \varphi_{\nu}(z) z^{n-1} d z \\
& =h_{n}-\sum_{\nu=1}^{N} \sum_{j=1}^{m(\nu)} \frac{c_{j}^{\nu}}{2 \pi i} \int_{\gamma_{\nu}} f_{j}^{\nu}(z) \exp \psi_{j}^{\nu}(z) z^{n-1} d z, \quad n \in \mathbb{N},
\end{aligned}
$$

where $\gamma_{\nu}$ is a half line $\tilde{S}^{\nu}, \nu \in\{1, \cdots, N\}$.
The proof is completed by application of Proposition 1.3 to each term of the sum in the right-hand side of the above identity.

Remark 1. If the $y_{\nu}$ as well as the functions $f_{j}^{\nu} \exp \psi_{j}^{\nu}$ are solutions of some homogeneous linear functional equation, the numbers $c_{j}^{\nu}$ play a role similar to the Stokes multipliers in the theory of linear differential equations.

Remark 2. If one of the functions $M_{j}^{\nu}$ in (1.11) dominates the rest for $n \rightarrow \infty$, the corresponding coefficient $c_{j}^{\nu}$ may be determined from the asymptotic behavior of $\hat{y}_{n}$.

Remark 3. Propositions 1.1 and 1.2 may also be used to obtain estimates of the growth of the remainder terms $R_{n}\left(y_{\nu} ; z\right)$ as $n \rightarrow \infty$. This will be illustrated by the application to linear difference equations in the next section.

Example. The nonlinear differential equation

$$
\begin{equation*}
\frac{d y}{d z}=\frac{a}{z^{2}}+y+\frac{b}{z^{2}} y^{3}, \quad a, b \in \mathbb{C}^{*} \tag{1.12}
\end{equation*}
$$

possesses three formal solutions of the form $\sum_{n=-1}^{\infty} \hat{y}_{n} z^{-n}$. The coefficients $\hat{y}_{n}$ can be determined from the recursive relations

$$
\begin{align*}
& -2 \hat{y}_{n+2}+(n+4) \hat{y}_{n+1}+b \sum_{\substack{m_{i} \leq n \\
m_{1}+m_{2}+m_{3}=n}} \hat{y}_{m_{1}} \hat{y}_{m_{2}} \hat{y}_{m_{3}}=0, \quad n \geqq-1, \\
& \left(\hat{y}_{-1}\right)^{2}=-\frac{1}{b}, \quad \hat{y}_{0}=-\frac{1}{2} \hat{y}_{-1} \tag{1.13}
\end{align*}
$$

and

$$
\begin{align*}
& \hat{y}_{n+2}+(n+1) \hat{y}_{n+1}+b \sum_{m_{1}+m_{2}+m_{3}=n} \hat{y}_{m_{1}} \hat{y}_{m_{2}} \hat{y}_{m_{3}}=0, \quad n \geqq 1,  \tag{1.14}\\
& \hat{y}_{-1}=\hat{y}_{0}=\hat{y}_{1}=0, \quad \hat{y}_{2}=-a .
\end{align*}
$$

Let $\hat{y}$ denote one of the formal solutions and let $S$ be a sector of aperture less than $\pi$. It is a well-known fact that there exists a solution of (1.12), analytic in $S$ and
represented asymptotically by $\hat{y}$ as $z \rightarrow \infty$ in $S$, uniformly on $S$ (cf. [13]). Suppose that $y_{1}$ and $y_{2}$ are two solutions with these properties. Obviously,

$$
\begin{equation*}
\frac{d}{d z}\left(y_{1}-y_{2}\right)=y_{1}-y_{2}+\frac{b}{z^{2}}\left(y_{1}^{2}+y_{1} y_{2}+y_{2}^{2}\right)\left(y_{1}-y_{2}\right) \tag{1.15}
\end{equation*}
$$

Let $\hat{y}=\sum_{n=-1}^{\infty} \hat{y}_{n}^{-} z^{-n}$ and suppose the coefficients $\hat{y}_{n}^{-}$satisfy (1.13). Then we have

$$
\begin{equation*}
y_{1}^{2}+y_{1} y_{2}+y_{2}^{2}=-\frac{3}{b}\left(z^{2}-z\right)+h(z) \tag{1.16}
\end{equation*}
$$

where $h$ is a bounded analytic function on $S$, admitting an asymptotic expansion as $z \rightarrow \infty$ in $S$. Inserting (1.16) into (1.15) we obtain

$$
\frac{d}{d z}\left(y_{1}-y_{2}\right)=\left\{-2+\frac{3}{z}+\frac{b}{z^{2}} h(z)\right\}\left(y_{1}-y_{2}\right)
$$

and this implies that

$$
y_{1}-y_{2}=c e^{-2 z} z^{3}\left(1+O\left(\frac{1}{z}\right)\right) \quad z \rightarrow \infty \text { in } S
$$

where $c$ is a complex number. Hence it follows that (1.12) has a unique solution $y^{-}$, analytic in a left half plane and represented asymptotically by the series $\sum_{n=-1}^{\infty} \hat{y}_{n}^{-} z^{-n}$ as $z \rightarrow \infty$ in this half plane. Moreover, it is easily seen that $y^{-}$may be continued analytically to a sector of the form $S\left(z_{1},-3 \pi / 2,3 \pi / 2\right)$, with $z_{1} \in \mathbb{C}_{\infty}$, without a change in asymptotic behavior.

Furthermore, we have

$$
y^{-}(z)-y^{-}\left(z e^{2 \pi i}\right)=c^{-} e^{-2 z} z^{3}\left(1+O\left(\frac{1}{z}\right)\right), \quad c^{-} \in \mathbb{C}
$$

as $z \rightarrow \infty$ in $S(-3 \pi / 2+\varepsilon,-\pi / 2-\varepsilon)$ for any $\varepsilon \in(0, \pi / 2)$. Applying Theorem 1.4 we find

$$
c^{-}=-2 \pi i \lim _{n \rightarrow \infty} \frac{2^{n+3} \hat{y}_{n}^{-}}{(n+2)!} .
$$

In a similar manner it is shown that (1.12) possesses a unique solution $y^{+}$analytic in $S\left(z_{2},-\pi / 2,5 \pi / 2\right)$ for some $z_{2} \in \mathbb{C}_{\infty}$ and represented asymptotically by the series $\sum_{n=-1}^{\infty} \hat{y}_{n}^{+} z^{-n}$ determined by (1.14), as $z \rightarrow \infty$ in this sector. Moreover, it turns out that

$$
y^{+}(z)-y^{+}\left(z e^{2 \pi i}\right)=c^{+} e^{z}\left(1+O\left(\frac{1}{z}\right)\right), \quad c^{+} \in \mathbb{C}
$$

as $z \rightarrow \infty$ in $S(-\pi / 2+\varepsilon, \pi / 2-\varepsilon)$ for any $\varepsilon \in(0, \pi / 2)$. Application of Theorem 1.4 now yields the relation

$$
c^{+}=2 \pi i \lim _{n \rightarrow \infty} \frac{(-1)^{n-1} \hat{y}_{n}^{+}}{(n-1)!}
$$

2. An application to linear difference equations. We consider the $m$ th-order homogeneous linear difference equation

$$
\begin{equation*}
\sum_{j=0}^{m} a_{j}(z) y(z+j)=0 \tag{2.1}
\end{equation*}
$$

where $a_{j} \in \mathbb{C}\left\{z^{-1}\right\}, j=1, \cdots, m$ (or, equivalently, a system of $m$ first-order difference equations). The "generic" case is when the characteristic equation of (2.1) has $m$ distinct roots. This case has been treated in [8]. Here we shall deal with a more singular class of equations.

Under certain conditions, (2.1) possesses $m$ linearly independent formal solutions of the form

$$
\begin{equation*}
\hat{y}_{j}(z)=\hat{h}_{j}(z) z^{\rho_{j}} \exp \left(d_{j} z \log z+\mu_{j} z\right), \quad j=1, \cdots, m \tag{2.2}
\end{equation*}
$$

where $\hat{h}_{j}(z)=\sum_{n=0}^{\infty} \hat{h}_{j n} z^{-n}$ with $\hat{h}_{j 0}=1, \rho_{j} \in \mathbb{C}, d_{j} \in \mathbb{Q}$ and $\mu_{j} \in \mathbb{C}$ for all $j \in\{1, \cdots, m\}$ (cf. [3], [11]).

We put

$$
\rho_{i}-\rho_{j}=\rho_{i j}, \quad d_{i}-d_{j}=d_{i j}, \quad \text { and } \quad \mu_{i}-\mu_{j}=\mu_{i j}, \quad i, j \in\{1, \cdots, m\}
$$

and we assume that, for all $i, j \in\{1, \cdots, m\}$ such that $i \neq j$ and $d_{i j}=0$,

$$
\begin{equation*}
\operatorname{Re} \mu_{i j} \neq 0 \tag{2.3}
\end{equation*}
$$

For merely technical reasons we further assume that

$$
\begin{equation*}
\operatorname{Im} \mu_{i j} \notin\left\{0,-d_{i j} \pi\right\} \bmod 2 \pi \quad \text { if } i \neq j, \quad i, j \in\{1, \cdots, m\} \tag{2.4}
\end{equation*}
$$

but this condition can easily be removed. For all $i, j \in\{1, \cdots, m\}$ such that $i \neq j$ we shall denote by $n_{i j}$ the integer determined by

$$
\begin{array}{ll}
0<\operatorname{Im} \mu_{i j}+2 n_{i j} \pi<2 \pi & \text { if } d_{i j} \leqq 0, \\
0<\operatorname{Im} \mu_{i j}+\left(2 n_{i j}+d_{i j}\right) \pi<2 \pi & \text { if } d_{i j}>0 . \tag{2.5}
\end{array}
$$

Let $S_{1}, \cdots, S_{7}$ be sectors of the following form:

$$
\begin{aligned}
& S_{1}=S\left(R e^{-i(\pi / 2)},-\pi, 0\right), \quad S_{2}=e^{i(\pi / 2)} S_{1}, \quad S_{3}=S_{4}=e^{i \pi} S_{1}, \\
& S_{5}=e^{i(3 \pi / 2)} S_{1} \quad \text { and } \quad S_{6}=S_{7}=e^{2 \pi i} S_{1},
\end{aligned}
$$

where $R>0$. If $R$ is chosen sufficiently large, equation (2.1) possesses, for each $j \in\{1, \cdots, m\}$ and $\nu \in\{1,3,4,6,7\}$, a unique solution $y_{j}^{\nu}$, represented asymptotically by $\hat{y}_{j}$ as $z \rightarrow \infty$, uniformly on

$$
\begin{align*}
& \left(\frac{\nu-1}{3}-1\right) \pi+\delta<\arg \left(z-R e^{(\nu / 3-5 / 6) \pi i}\right) \leqq \frac{\nu-1}{3} \pi \quad \text { if } \nu \in\{1,4,7\}, \\
& \left(\frac{\nu}{3}-1\right) \pi \leqq \arg \left(z-R e^{(\nu / 3-1 / 2) \pi i}\right)<\frac{\nu}{3} \pi-\delta \quad \text { if } \nu \in\{3,6\} \tag{2.6}
\end{align*}
$$

for every $\delta \in(0, \pi / 2)$ (cf. [6, Thm. 2.4.5]; note that this is a stronger statement than $y_{j}^{\nu} \sim \hat{y}_{j}$ as $z \rightarrow \infty$ in $S_{\nu}$ ). Moreover, we have

$$
\begin{equation*}
y_{j}^{4}-y_{j}^{3}=p_{i j}^{3} y_{j}^{3}, \quad y_{j}^{7}-y_{j}^{6}=p_{i j}^{6} y_{j}^{6}, \tag{2.7}
\end{equation*}
$$

where $p_{j j}^{3}$ and $p_{j j}^{6}$ are periodic functions of period 1 with the property that

$$
\begin{equation*}
\lim _{\operatorname{Im} z \rightarrow \infty} p_{j j}^{3}(z)=\lim _{\operatorname{Im} z \rightarrow-\infty} p_{j j}^{6}(z)=0, \quad j \in\{1, \cdots, m\} . \tag{2.8}
\end{equation*}
$$

Furthermore, for each $j \in\{1, \cdots, m\}$, equation (2.1) possesses a unique solution $y_{j}^{2}$, analytic in $S_{2}$ and represented asymptotically by $\hat{y}_{j}$ as $z \rightarrow \infty$ in $S_{2}$, such that

$$
y_{j}^{2}-y_{j}^{1}=\sum_{i=1}^{m} p_{i j}^{1} y_{i}^{1}, \quad y_{j}^{3}-y_{j}^{2}=\sum_{i=1}^{m} p_{i j}^{2} y_{i}^{2},
$$

where $p_{i j}^{1}$ and $p_{i j}^{2}$ are periodic functions of period 1 with the following properties:

$$
\begin{align*}
& p_{i j}^{1}=p_{i j}^{2} \equiv 0 \quad \text { if } d_{i j}>0 \text { or } d_{i j}=0 \text { and } \operatorname{Re} \mu_{i j} \geqq 0, \\
& \lim _{\operatorname{Im} z \rightarrow-\infty} p_{i j}^{1}(z) \exp \left\{-2\left(n_{i j}-1\right) \pi i z\right\} \text { and } \lim _{\operatorname{Im} z \rightarrow \infty} p_{i j}^{2}(z) \exp \left\{-2 n_{i j} \pi i z\right\}  \tag{2.9}\\
& \quad \text { exist for all } i, j \in\{1, \cdots, m\} \text { such that } i \neq j .
\end{align*}
$$

Similarly, for each $j \in\{1, \cdots, m\}$, there exists a unique solution $y_{j}^{5}$, analytic in $S_{5}$ and represented asymptotically by $\hat{y}_{j}$ as $z \rightarrow \infty$ in $S_{5}$, such that

$$
y_{j}^{5}-y_{j}^{4}=\sum_{i=1}^{m} p_{i j}^{4} y_{i}^{4}, \quad y_{j}^{6}-y_{j}^{5}=\sum_{i=1}^{m} p_{i j}^{5} y_{i}^{5},
$$

where $p_{i j}^{4}$ and $p_{i j}^{5}$ are periodic functions of period 1 with the following properties:

$$
p_{i j}^{4}=p_{i j}^{5} \equiv 0 \quad \text { if } d_{i j}<0 \text { or } d_{i j}=0 \text { and } \operatorname{Re} \mu_{i j} \leqq 0,
$$

$$
\begin{equation*}
\lim _{\operatorname{Im} z \rightarrow \infty} p_{i j}^{4}(z) \exp \left\{-2 n_{i j} \pi i z\right\} \text { and } \lim _{\operatorname{Im} z \rightarrow-\infty} p_{i j}^{5}(z) \exp \left\{-2\left(n_{i j}-1\right) \pi i z\right\} \tag{2.10}
\end{equation*}
$$

$$
\text { exist for all } i, j \in\{1, \cdots, m\} \text { such that } i \neq j
$$

Now let

$$
h_{j}^{\nu}(z)=y_{j}^{\nu}(z) z^{-\rho_{j}} \exp \left(-d_{j} z \log z-\mu_{j} z\right), \quad j \in\{1, \cdots, m\}, \quad \nu \in\{1, \cdots, 7\} .
$$

Obviously, $h_{j}^{\nu}$ is represented asymptotically by $\hat{h}_{j}$ as $z \rightarrow \infty$ in $S_{\nu}$ for all $j \in\{1, \cdots, m\}$ and all $\nu \in\{1, \cdots, 7\}$. Moreover, if $\nu \in\{1,3,4,6,7\}$, the asymptotic expansion is uniformly valid on (2.6) for every $\delta \in(0, \pi / 2)$. The uniqueness of $h_{j}^{\nu}$ implies that

$$
\begin{equation*}
h_{j}^{7}(z)=h_{j}^{1}\left(z e^{-2 \pi i}\right) \quad \text { for all } j \in\{1, \cdots, m\} . \tag{2.11}
\end{equation*}
$$

Furthermore, we have, for all $j \in\{1, \cdots, m\}$ and $\nu \in\{1, \cdots, 6\}$,

$$
\begin{equation*}
h_{j}^{\nu+1}(z)-h_{j}^{\nu}(z)=\sum_{i=1}^{m} p_{i j}^{\nu}(z) h_{i}^{\nu}(z) z^{\rho_{i j}} \exp \left(d_{i j} z \log z+\mu_{i j} z\right) . \tag{2.12}
\end{equation*}
$$

For all $i, j \in\{1, \cdots, m\}$ and all $\nu \in\{1, \cdots, 6\}$ we define an integer $n_{i j}^{\nu}$ and complex numbers $c_{i j}^{\nu}$ and $\mu_{i j}^{\nu}$ as follows:

$$
n_{i j}^{\nu}= \begin{cases}\max \left\{n \in \mathbb{Z}: \lim _{\operatorname{Im} z \rightarrow \infty} p_{i j}^{\nu}(z) \exp (-2 n \pi i z) \text { exists }\right\} & \text { if } \nu \in\{2,3,4\} \text { and } p_{i j}^{\nu} \neq 0,  \tag{2.13}\\ \min \left\{n \in \mathbb{Z}: \lim _{\operatorname{Im} z \rightarrow-\infty} p_{i j}^{\nu}(z) \exp (-2 n \pi i z) \text { exists }\right\} & \text { if } \nu \in\{1,5,6\} \text { and } p_{i j}^{\nu} \neq 0, \\ 0 \text { otherwise, }\end{cases}
$$

Furthermore, we define analytic functions $f_{i j}^{\nu}$ and $\varphi_{i j}^{\nu}$ by

$$
\begin{gather*}
f_{i j}^{\nu}(z)= \begin{cases}0 & \text { if } c_{i j}^{\nu}=0, \\
\left(c_{i j}^{\nu}\right)^{-1} p_{i j}^{\nu}(z) \exp \left(-2 n_{i j}^{\nu} \pi i z\right) h_{i}^{\nu}(z) \quad \text { otherwise, }\end{cases}  \tag{2.16}\\
\varphi_{i j}^{\nu}(z)=p_{i j}^{\nu}(z) h_{i}^{\nu}(z) z^{\rho_{i j}} \exp \left(d_{i j} z \log z+\mu_{i j} z\right) . \tag{2.17}
\end{gather*}
$$

Obviously,

$$
\varphi_{i j}^{\nu}(z)=c_{i j}^{\nu} f_{i j}^{\nu}(z) z^{\rho_{i j}} \exp \left(d_{i j} z \log z+\mu_{i j}^{\nu} z\right),
$$

$$
\begin{equation*}
i, j \in\{1, \cdots, m\}, \quad \nu \in\{1, \cdots, 6\} . \tag{2.18}
\end{equation*}
$$

In order to check whether the conditions of Theorem 1.4 are satisfied, we will first study the properties of the function $g: S \times \mathbb{N} \rightarrow \mathbb{C}$ defined by

$$
g(z, n)=d z \log z+\mu z=(n+\rho) \log z,
$$

$$
\begin{align*}
& c_{i j}^{\nu}= \begin{cases}0 & \text { if } p_{i j}^{\nu} \equiv 0, \\
\lim _{\operatorname{Im} z \rightarrow \pm \infty} p_{i j}^{\nu}(z) \exp \left(-2 n_{i j}^{\nu} \pi i z\right) \quad \text { otherwise },\end{cases}  \tag{2.14}\\
& \mu_{i j}^{\nu}=\mu_{i j}+2 n_{i j}^{\nu} \pi i z . \tag{2.15}
\end{align*}
$$

where $d \in \mathbb{Q}, \mu \in \mathbb{C}, \rho \in \mathbb{C}$, and $S$ is one of the sectors $S_{\nu} \cap S_{\nu+1}, \nu \in\{1, \cdots, 6\}$. From (2.18), (2.3), (2.7)-(2.10), and the definitions (2.13)-(2.15) we conclude that the following cases need to be considered:

1. $d=0, \rho=0, \mu=2 m \pi i, m \in \mathbb{N}, S=S_{3}$,
2. $d=0, \rho=0, \mu=-2 m \pi i, m \in \mathbb{N}, S=S_{6}$,
3. $d=0, \operatorname{Re} \mu<0, \operatorname{Im} \mu<0, S=S_{1} \cap S_{2}$,
4. $d=0$, $\operatorname{Re} \mu<0, \operatorname{Im} \mu>0, S=S_{2} \cap S_{3}$,
5. $d=0$, $\operatorname{Re} \mu>0, \operatorname{Im} \mu>0, S=S_{4} \cap S_{5}$,
6. $d=0, \operatorname{Re} \mu>0, \operatorname{Im} \mu<0, S=S_{5} \cap S_{6}$,
7. $d<0, \operatorname{Im} \mu<0, S=S_{1} \cap S_{2}$,
8. $d<0, \operatorname{Im} \mu>0, S=S_{2} \cap S_{3}$,
9. $d>0, \operatorname{Im} \mu+d \pi>0, S=S_{4} \cap S_{5}$,
10. $d>0, \operatorname{Im} \mu+d \pi<0, S=S_{5} \cap S_{6}$.

In the first six cases, $\partial g / \partial z=0$ has a unique solution $s_{n}$ given by

$$
\begin{equation*}
s_{n}=-\frac{n+\rho}{\mu} . \tag{2.19}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\arg s_{n}=\arg \left(-\frac{1}{\mu}\right)(1+o(1)), \quad n \rightarrow \infty \tag{2.20}
\end{equation*}
$$

Furthermore, we have

$$
\begin{gather*}
\frac{\partial^{2} g}{\partial z^{2}}\left(s_{n}, n\right)=-\frac{\mu^{2}}{n+\rho}, \quad s_{n}^{2} \frac{\partial^{2} g}{\partial z^{2}}\left(s_{n}, n\right)=-n-\rho,  \tag{2.21}\\
z \frac{\partial^{3} g}{\partial z^{3}}(z, n)\left\{\frac{\partial^{2} g}{\partial z^{2}}(z, n)\right\}^{-1}=-2 . \tag{2.22}
\end{gather*}
$$

Let $S^{\prime} \Subset S$. In each of the cases $1-6$ there exists a positive number $\delta$ such that

$$
\cos (\arg z+\arg \mu)<-\frac{\delta}{|\mu|} \text { for all } z \in S^{\prime}
$$

This implies that, for all $z \in S^{\prime}$,

$$
\operatorname{Re} g(z, n) \leqq-\delta|z|+(n+\operatorname{Re} \rho) \log |z|-\operatorname{Im} \rho \arg z
$$

Hence we easily deduce the existence of positive constants $A_{S^{\prime}}$ and $C_{S^{\prime}}$ such that

$$
\begin{equation*}
\sup _{z \in S^{\prime}}|\exp g(z, n)|<C_{S^{\prime}} A_{S^{\prime}}^{n} n^{n} \tag{2.23}
\end{equation*}
$$

Now consider the cases $7-10$. There $d \neq 0$ and the saddle point $s_{n}$ is a solution of the equation

$$
\begin{equation*}
s_{n}\left(\log s_{n}+\frac{\mu}{d}+1\right)=-\frac{n+\rho}{d} \tag{2.24}
\end{equation*}
$$

Let $h$ be the inverse of the function $z \rightarrow z \log z$ (cf. [9, Ex. III], [4, § 3.6]). It has the following asymptotic behavior:

$$
\begin{equation*}
h(z)=\frac{z}{\log z}(1+o(1)), \quad z \rightarrow \infty . \tag{2.25}
\end{equation*}
$$

From (2.24) we deduce

$$
\begin{align*}
s_{n} & =\exp \left(-\frac{\mu}{d}-1\right) h\left(-\frac{n+\rho}{d} \exp \left(\frac{\mu}{d}+1\right)\right) \\
& =-\frac{n+\rho}{d}\left\{\log h\left(-\frac{n+\rho}{d} \exp \left(\frac{\mu}{d}+1\right)\right)\right\}^{-1} \tag{2.26}
\end{align*}
$$

With (2.25) it follows that

$$
\begin{equation*}
s_{n}=-\frac{n}{d \log n}(1+o(1)), \quad n \rightarrow \infty . \tag{2.27}
\end{equation*}
$$

Equating the imaginary parts on both sides of (2.24), we get

$$
\operatorname{Im} s_{n}\left(\log \left|s_{n}\right|+\frac{\operatorname{Re} \mu}{d}+1\right)+\operatorname{Re} s_{n}\left(\arg s_{n}+\frac{\operatorname{Im} \mu}{d}\right)=\frac{\operatorname{Im} \rho}{d}
$$

With (2.27) we find

$$
\operatorname{Im} s_{n}=\frac{n}{d(\log n)^{2}}\left(\arg s_{n}+\frac{\operatorname{Im} \mu}{d}\right)(1+o(1)), \quad n \rightarrow \infty
$$

Hence

$$
\operatorname{Im} s_{n}= \begin{cases}\frac{n}{d^{2}(\log n)^{2}} \operatorname{Im} \mu(1+o(1)), & n \rightarrow \infty  \tag{2.28}\\ \frac{n}{d^{2}(\log n)^{2}}(\operatorname{Im} \mu+d \pi)(1+o(1)), & n \rightarrow \infty \quad \text { if } d>0\end{cases}
$$

Furthermore, we have

$$
\begin{equation*}
\frac{\partial^{2} g}{\partial z^{2}}\left(s_{n}, n\right)=\frac{d}{s_{n}}-\frac{n+\rho}{s_{n}^{2}}=-\frac{d^{2}}{n+\rho} \log h\left(-\frac{n+\rho}{d} \exp \left(\frac{\mu}{d}+1\right)\right)(1+o(1)), \quad n \rightarrow \infty \tag{2.29}
\end{equation*}
$$

and hence

$$
\begin{equation*}
s_{n}^{2} \frac{\partial^{2} g}{\partial z^{2}}\left(s_{n}, n\right)=-n(1+o(1)), \quad n \rightarrow \infty \tag{2.30}
\end{equation*}
$$

We easily verify that

$$
\begin{equation*}
z \frac{\partial^{3} g}{\partial z^{3}}(z, n)\left\{\frac{\partial^{2} g}{\partial z^{2}}(z, n)\right\}^{-1}=-\frac{2(n+\rho)-d z}{n+\rho-d z} \tag{2.31}
\end{equation*}
$$

and the expression on the right-hand side is obviously uniformly bounded on the half plane $-d \operatorname{Re} z>0$ and thus on $S$, provided $n \geqq n_{0}$, where $n_{0}$ is some sufficiently large number.

Let $S^{\prime} \Subset S$. In each of the cases considered this implies the existence of a positive number $\delta$ such that

$$
d \cos \arg z<-\delta \quad \text { for all } z \in S^{\prime}
$$

Let $0<\varepsilon<\delta$. Then there exists a positive constant $C$ such that

$$
|\exp g(z, n)|<C \exp (-\varepsilon|z| \log |z|)|z|^{n}, \quad z \in S^{\prime}
$$

The expression to the right of the inequality sign attains its maximum as $|z|=h(n e / \varepsilon) / e$ and the maximum value is equal to

$$
\exp \left(-2 n+\frac{\varepsilon}{e} h\left(\frac{n e}{\varepsilon}\right)\right) h\left(\frac{n e}{\varepsilon}\right)^{n} .
$$

In view of (2.25) it follows that there exist positive constants $A_{S^{\prime}}$ and $C_{S^{\prime}}$ such that

$$
\begin{equation*}
\sup _{z \in S^{\prime}}|\exp g(z, n)|<C_{S^{\prime}} A_{S^{\prime}}^{n}\left(\frac{n}{\log n}\right)^{n} . \tag{2.32}
\end{equation*}
$$

With the aid of (2.19), (2.21), (2.26), and (2.29) we can derive an explicit expression for the function $M: \mathbb{N} \rightarrow \mathbb{C}$ given by

$$
\begin{equation*}
M(n)=\left(2 \pi s_{n}^{2} \frac{\partial^{2} g}{\partial z^{2}}\left(s_{n}, n\right)\right)^{-1 / 2} s_{n} \exp g\left(s_{n}, n\right), \tag{2.33}
\end{equation*}
$$

where $\arg \left(s_{n}^{2}\left(\partial^{2} g / \partial z^{2}\right)\left(s_{n}, n\right)\right)^{-1 / 2} \in(-\pi, 0)$, in each of the cases considered above. With (2.30) we find
$M(n)=\left\{\begin{array}{l}\{-2 \pi(n+\rho)\}^{-1 / 2} \exp (-n-\rho)\left(\frac{n+\rho}{\mu}\right)^{n+\rho+1} \text { if } d=0, \\ (-2 \pi n)^{-1 / 2} \exp \left\{(n+\rho) \chi(n)^{-1}-1\right\}\left(\frac{n+\rho}{d \chi(n)}\right)^{n+\rho+1}(1+o(1)), \quad n \rightarrow \infty, \text { if } d \neq 0,\end{array}\right.$
where $\chi(n)=\log h((n+\rho) / d \exp (\mu / d+1))$. Let us define a function $M_{d, \mu}: \mathbb{C} \rightarrow \mathbb{C}$ by

$$
\begin{align*}
& -2 \pi i M_{d, \mu}(s)  \tag{2.34}\\
& \quad=\left\{\begin{array}{l}
\Gamma(s)(-\mu)^{-s} \quad \text { if } d=0, \\
\Gamma(s) \exp \left\{\frac{s}{\log h(-s / d \exp (\mu / d+1))}\right\}\left\{-d \log h\left(-\frac{s}{d} \exp \left(\frac{\mu}{d}+1\right)\right)\right\}^{-s},
\end{array}\right.
\end{align*}
$$

$$
\text { if } d \neq 0
$$

Using Stirling's formula and the properties of the function $h$, we readily verify that

$$
\begin{equation*}
-M(n-1)=M_{d, \mu}(n+\rho)(1+o(1)), \quad n \rightarrow \infty . \tag{2.35}
\end{equation*}
$$

Now let $\nu \in\{1, \cdots, 6\}, \tilde{z}_{\nu} \in S_{\nu} \cap S_{\nu+1}$, and let $\tilde{S}^{\nu}$ be a sector of the following form:

$$
\begin{array}{ll}
\tilde{S}^{\nu}=S\left(\tilde{z}_{\nu},\left(\frac{\nu}{3}-\frac{5}{6}\right) \pi+\delta, \frac{\nu-1}{3} \pi\right) & \text { if } \nu \in\{1,4\}, \\
\tilde{S}^{\nu}=S\left(\tilde{z}_{\nu}, \frac{\nu-2}{3} \pi,\left(\frac{\nu}{3}-\frac{1}{6}\right) \pi\right) & \text { if } \nu \in\{2,5\}, \\
\tilde{S}^{\nu}=S\left(\tilde{z}_{\nu},\left(\frac{\nu}{3}-1\right) \pi+\delta, \frac{\nu}{3} \pi-\delta\right) & \text { if } \nu \in\{3,6\},
\end{array}
$$

where $\delta \in(0, \pi / 2)$. Let $i, j \in\{1, \cdots, m\}$ such that $c_{i j}^{\nu} \neq 0$, and let

$$
g_{i j}^{\nu}(z, n)=d_{i j} z \log z+\mu_{i j}^{\nu} z+\left(n+\rho_{i j}\right) \log z, \quad z \in \tilde{S}^{\nu}, \quad n \in \mathbb{N} .
$$

From (2.19)-(2.22) and (2.27)-(2.31) we deduce that conditions (ii)-(iv) of Proposition 1.3 are satisfied, provided $\delta$ is chosen sufficiently small. We readily verify that condition (v) holds as well (with $z_{0}=\tilde{z}_{\nu}$ ).

Next, we consider the function $f_{i j}^{\nu}$ defined by (2.16). The asymptotic properties of $h_{i}^{\nu}$ imply that

$$
\begin{equation*}
\lim _{z \rightarrow \infty} h_{i}^{\nu}(z)=1 \quad \text { uniformly on } \tilde{S}^{\nu} \tag{2.36}
\end{equation*}
$$

Furthermore, from (2.14) and the fact that $p_{i j}^{\nu}$ is analytic on either a lower or an upper half plane it follows that

$$
\begin{equation*}
\left|p_{i j}^{\nu}(z) \exp \left(-2 n_{i j}^{\nu} \pi i z\right)-c_{i j}^{\nu}\right| \leqq K \exp (-2 \pi|\operatorname{Im} z|), \quad z \in \tilde{S}^{\nu}, \tag{2.37}
\end{equation*}
$$

where $K$ is a positive constant. From (2.36) and (2.37) it is obvious that $f_{i j}^{\nu}$ is bounded on $\tilde{S}^{\nu}$. Moreover, with the aid of (2.20) it is easily seen that, in the case that $d_{i j}=0$, $f_{i j}^{\nu}$ satisfies condition (vi) of Proposition 1.3. Now suppose that $\nu \in\{1,2,4,5\}$ and $d_{i j} \neq 0$. Formulas (2.4) and (2.28) imply that $\left|\operatorname{Im} s_{n}\right| \rightarrow \infty$ as $n \rightarrow \infty$, where $s_{n}$ denotes the saddle point of $g_{i j}^{\nu}(z, n)$. With (2.36) and (2.37) it follows that, also in this case, condition (vi) of Proposition 1.3 is fulfilled.

Apparently, all conditions of Theorem 1.4 are satisfied. Applying this theorem and using (2.33) and (2.35), we obtain the following result.

Theorem 2.1. For each $j \in\{1, \cdots, m\}$ there exists a convergent power series $\sum_{n=0}^{\infty} h_{j n} z^{-n}$ such that

$$
\hat{h}_{j n}=h_{j n}+\sum_{i=1}^{m} \sum_{\nu=1}^{6} c_{i j}^{\nu}\left\{M_{d_{i j}, \mu_{i j}^{\nu}}\left(n+\rho_{i j}\right)(1+o(1))\right\}, \quad n \rightarrow \infty,
$$

where $c_{i j}^{\nu}$ and $M_{d_{i j}, \mu_{i j}^{\nu}}$ are defined by (2.14) and (2.34), respectively.
With the aid of Propositions 1.1 and 1.2 we are able to estimate the growth of the remainder terms $R_{n}\left(h_{j}^{\nu} ; z\right)$ for $n \rightarrow \infty, j \in\{1, \cdots, m\}$. Let $\nu \in\{1, \cdots, 6\} . S_{\nu} \cap S_{\nu+1}$ is a sector of the form $S\left(z_{\nu}, \alpha_{\nu}, \beta_{\nu}\right)$. We begin by considering the functions $h_{i j}^{\nu}$ defined by

$$
\begin{equation*}
h_{i j}^{\nu}(z)=\frac{z}{2 \pi i} \int_{\gamma_{\nu}} \frac{\varphi_{i j}^{\nu}(\zeta)}{\zeta(\zeta-z)} d \zeta, \quad i, j \in\{1, \cdots, m\}, \quad \nu \in\{1, \cdots, 6\} \tag{2.38}
\end{equation*}
$$

where $\gamma$ is a half line in $S_{\nu} \cap S_{\nu+1}$ from $z_{\nu}$ to $\infty$ and $\varphi_{i j}^{\nu}$ is defined by (2.17).
Proposition 2.2. Let $i, j \in\{1, \cdots, m\}, \nu \in\{1, \cdots, 6\}$. The function $h_{i j}^{\nu}$ defined by (2.38) is analytic in $S_{\nu} \cap S_{\nu+1}$ and represented asymptotically by

$$
\sum_{n=0}^{\infty}-\frac{1}{2 \pi i}\left(\int_{\gamma_{\nu}} \varphi_{i j}^{\nu}(\zeta) \zeta^{n-1} d \zeta\right) z^{-n}
$$

as $z \rightarrow \infty$ in $\underline{S_{\nu} \cap S_{\nu+1}}$. Moreover, for every $S^{\prime} \Subset \underline{S_{\nu} \cap S_{\nu+1}}$ there exist positive constants $A_{S^{\prime}}$ and $C_{S^{\prime}}$ such that, for all $n \in \mathbb{N}$,

$$
\sup _{z \in S^{\prime}}\left|z^{n} R_{n}\left(h_{i j}^{\nu} ; z\right)\right| \leqq \begin{cases}C_{S^{\prime}} A_{S^{\prime}}^{n} \cdot n! & \text { if } d_{i j}=0  \tag{2.39}\\ C_{S^{\prime}} A_{S^{\prime}}^{n}(n / \log n)^{n} & \text { if } d_{i j} \neq 0\end{cases}
$$

Proof. The first two statements follow immediately from Proposition 1.1 and the properties of $\varphi_{i j}^{\nu}$. Now let $S^{\prime} \Subset S_{\nu} \cap S_{\nu+1}$. We can choose a sector $S^{\prime \prime} \Subset S_{\nu} \cap S_{\nu+1}$ of the form $S^{\prime \prime}=S\left(\tilde{z}_{\nu}, \tilde{\alpha}_{\nu}, \tilde{\beta}_{\nu}\right)$ such that $S^{\prime} \Subset \underline{S}^{\prime \prime}$. Let $\tilde{\gamma}_{\nu}$ be a half line in $S^{\prime \prime}$ from $\tilde{z}_{\nu}$ to $\infty$ and

$$
\tilde{h}_{i j}^{\nu}(z)=\frac{z}{2 \pi i} \int_{\tilde{\gamma}_{\nu}} \frac{\varphi_{i j}^{\nu}(\zeta)}{\zeta(\zeta-z)} d \zeta .
$$

As $h_{i j}^{\nu}-\tilde{h}_{i j}^{\nu}$ is holomorphic at $\infty$, it is obviously sufficient to prove (2.39) for $\tilde{h}_{i j}^{\nu}$ instead of $h_{i j}^{\nu}$. Using (2.18), (2.23), and (2.32) and noting that, due to (2.16), (2.36), and (2.37),
$f_{i j}^{\nu}$ is bounded on $S^{\prime \prime}$, we conclude that there exist positive numbers $A_{S^{\prime \prime}}$ and $C_{S^{\prime \prime}}$ such that, for all $n \in \mathbb{N}$,

$$
\sup _{z \in S^{\prime \prime}}\left|z^{n} \varphi_{i j}^{\nu}(z)\right| \leqq \begin{cases}C_{S^{\prime \prime}} A_{S^{\prime \prime}}^{n}! & \text { if } d_{i j}=0, \\ C_{S^{\prime \prime}} A_{S^{\prime \prime}}^{n}(n /(\log n))^{n} & \text { if } d_{i j} \neq 0 .\end{cases}
$$

The result now follows by application of Proposition 1.1.
Theorem 2.3 (cf. also [7]). Let $j \in\{1, \cdots, m\}, \nu \in\{1, \cdots, 6\}$. For every $S^{\prime} \Subset S_{\nu}$ there exist positive constants $A_{S^{\prime}}$ and $C_{S^{\prime}}$ such that

$$
\sup _{z \in S^{\prime}}\left|z^{n} R_{n}\left(h_{j}^{\nu} ; z\right)\right|<C_{S^{\prime}} A_{S^{\prime}}^{n} \cdot n!, \quad n \in \mathbb{N}
$$

Moreover, if the numbers $c_{i j}^{\mu}$ defined by (2.14) vanish for all $i \in\{1, \cdots, m\}$ such that $d_{i j}=0$ and all $\mu \in\{1, \cdots, 6\}$, then there exist positive constants $\tilde{C}_{S^{\prime}}$ and $\tilde{A}_{S^{\prime}}$ such that

$$
\sup _{z \in S^{\prime}}\left|z^{n} R_{n}\left(h_{j}^{\nu} ; z\right)\right|<\tilde{C}_{S^{\prime}} \tilde{A}_{S^{\prime}}^{n}\left(\frac{n}{\log n}\right)^{n} .
$$

Proof. Using (2.11), (2.12), and the definitions (2.17) and (2.38), and applying Proposition 1.2, we conclude that there exists a function $h_{j}$, holomorphic at $\infty$, such that

$$
h_{j}^{\nu}(z)=h_{j}(z)+\sum_{i=1}^{m}\left\{\sum_{\mu=1}^{\nu-1} h_{i j}^{\nu}(z)+\sum_{\mu=\nu}^{6} h_{i j}^{\mu}\left(z e^{2 \pi i}\right)\right\} .
$$

Thus the statements of the theorem are seen to be an immediate corollary of Proposition 2.2.

To conclude this section we shall apply the above results to the second-order difference equation
$\left\{(z+2)^{2}+\alpha(z+2)+\beta\right\} y(z+2)-\left\{(z+1)^{2}+\gamma(z+1)^{2}+\gamma(z+1)+\delta\right\} y(z+1)+\sigma y(z)=0$, where $\alpha, \beta, \gamma, \delta \in \mathbb{C}, \sigma \in \mathbb{C}^{*}$ (this is a particular case of the class of equations considered in [1]). This equation possesses two formal solutions $\hat{y}_{1}$ and $\hat{y}_{2}$ of the form

$$
\begin{aligned}
& \hat{y}_{1}(z)=\hat{h}_{1}(z) z^{\gamma-\alpha-2} \\
& \hat{y}_{2}(z)=\hat{h}_{2}(z) z^{-\gamma-2} \exp \{-2 z \log z+(2+\log \sigma) z\}
\end{aligned}
$$

where $\hat{h}_{j}(z)=\sum_{n=0}^{\infty} \hat{h}_{j n} z^{-n}$ with $\hat{h}_{j 0}=1, j=1,2$. Thus we have

$$
\rho_{12}=2 \gamma-\alpha=-\rho_{21}, \quad d_{12}=2=-d_{21}, \quad \mu_{12}=-(2+\log \sigma)=-\mu_{21} .
$$

Assumption (2.4) is equivalent to

$$
\arg \sigma \neq 0 \bmod 2 \pi .
$$

We shall choose $\arg \sigma \in(0,2 \pi)$. With (2.5) it follows that $n_{12}=n_{21}=0$. Hence, by (2.9) the following limits exist:

$$
\lim _{\operatorname{Im} z \rightarrow-\infty} p_{21}^{1}(z) \exp 2 \pi i z \quad \text { and } \quad \lim _{\operatorname{Im} z \rightarrow \infty} p_{21}^{2}(z)
$$

From these and other considerations, based on the particular form of the equation, it can be deduced that the periodic functions $p_{21}^{1}, p_{21}^{2}, p_{11}^{3}$ and $p_{11}^{6}$ must be of the following form:

$$
\begin{gather*}
p_{11}^{3}(z)=\frac{c_{11}^{3} \exp 2 \pi i z+(\exp 2 \pi i y-\exp 2 \pi i \alpha) \exp 4 \pi i z}{(1-\exp 2 \pi i(z-a))(1-\exp 2 \pi i(z-b))}  \tag{2.40}\\
p_{11}^{6}(z)=\left(1+p_{11}^{3}(z)\right)^{-1} \exp 2 \pi i(\gamma-\alpha)-1 \tag{2.41}
\end{gather*}
$$

(2.42)

$$
\begin{aligned}
p_{21}^{1}(z) & =-p_{21}^{2}(z) \\
& =\frac{-c_{21}^{2}+c_{21}^{1} \exp 2 \pi i(z-\gamma)}{1+\left\{c_{11}^{3}-\exp (-2 \pi i a)-\exp (-2 \pi i b)\right\} \exp 2 \pi i z+\exp 2 \pi i(\gamma+2 z)},
\end{aligned}
$$

where $a$ and $b$ denote the roots of the polynomial $z^{2}+\alpha z+\beta$, and $c_{21}^{1}, c_{21}^{2}$, and $c_{11}^{3}$ are defined by (2.14). From (2.7), (2.9), and (2.10) it is seen that $c_{11}^{\nu}=0$ for $\nu \in\{1,2,4,5\}$ and $c_{21}^{\nu}=0$ for $\nu \in\{3,4,5,6\}$. According to Theorem 2.1 there exists a convergent power series $\sum_{n=0}^{\infty} h_{1 n} z^{-n}$ such that

$$
\begin{align*}
\hat{h}_{1 n}=h_{1 n} & +c_{11}^{3} M_{0, \mu_{11}^{3}}(n)(1+o(1))+c_{11}^{6} M_{0, \mu_{11}^{6}}(n)(1+o(1)) \\
& +c_{21}^{1} M_{-2, \mu_{21}^{1}}(n+\alpha-2 \gamma)(1+o(1)  \tag{2.43}\\
& +c_{21}^{2} M_{-2, \mu_{21}^{2}}(n+\alpha-2 \gamma)(1+o(1)), \quad n \rightarrow \infty .
\end{align*}
$$

From (2.40)-(2.42) we deduce, with (2.13), that $n_{11}^{3}=-n_{11}^{6}=1, n_{21}^{1}=-1, n_{21}^{2}=0$ and hence, with (2.15), that

$$
\mu_{11}^{3}=-\mu_{11}^{6}=2 \pi i, \quad \mu_{21}^{1}=2+\log \sigma-2 \pi i, \quad \mu_{21}^{2}=2+\log \sigma .
$$

Using (2.34), we find

$$
M_{0, \mu_{11}^{3}}(n)=(-1)^{n} M_{0, \mu_{11}^{6}}(n)=\Gamma(n)(-2 \pi i)^{-n-1} .
$$

As the dominating terms in (2.43) are the ones with coefficients $c_{11}^{3}$ and $c_{11}^{6}$ we conclude that

$$
\begin{aligned}
& c_{11}^{3}+c_{11}^{6}=-\lim _{n \rightarrow \infty} \frac{\hat{h}_{12 n}(2 \pi i)^{2 n+1}}{(2 n-1)!}, \\
& c_{11}^{3}-c_{11}^{6}=\lim _{n \rightarrow \infty} \frac{\hat{h}_{12 n+1}(2 \pi i)^{2 n+2}}{(2 n)!} .
\end{aligned}
$$

If $c_{11}^{3}=0$, then, by (2.41), $p_{11}^{6} \equiv \exp 2 \pi i(\gamma-\alpha)-1$ and, in view of (2.8), this implies $c_{11}^{6}=0$ and $\gamma-\alpha \in \mathbb{Z}$. In that case (2.42) becomes

$$
p_{21}^{1}(z)=-p_{21}^{2}(z)=\frac{-c_{21}^{2}+c_{21}^{1} \exp 2 \pi i(z-\alpha)}{(1-\exp 2 \pi i(z-a))(1-\exp 2 \pi i(z-b))}
$$

(where we have used the identity $a+b=-\alpha$ ), and the coefficient $c_{21}^{\nu}, \nu \in\{1,2\}$, of the dominating term in (2.43) may be determined from the asymptotic behavior of $\hat{h}_{1 n}$ for $n \rightarrow \infty$.

On the other hand, if $c_{11}^{3} \neq 0$, then the coefficients $c_{21}^{1}$ and $c_{21}^{2}$ cannot be determined by this method.
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# INVERTIBILITY OF SHIFTED BOX SPLINE INTERPOLATION OPERATORS * 
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#### Abstract

Cardinal interpolation by integer-translates of shifted box splines $M_{n, \alpha}:=M_{n n n}(\cdot+$ $\alpha$ ) on the three-direction mesh is studied. It was recently shown by Sivakumar that for even integers $n$ the imaginary part of a certain rotation of the symbol of $M_{n, \alpha}$ does not vanish on the torus $T^{2}$ for all $\alpha$ in the shift region $\Lambda=\left(-\frac{1}{2}, \frac{1}{2}\right)^{2} \cap\left\{(s, t):|s-t|<\frac{1}{2}\right\}$, and consequently, cardinal interpolation at $\mathbb{Z}^{2}$ by using $M_{n, \alpha}(\cdot-j), j \in \mathbb{Z}^{2}$, is poised for all even $n$ and all $\alpha \in \Lambda$. For odd $n$, however, since both the real and imaginary parts of the rotated symbol have nonempty zero sets on $T^{2}$ for certain $\alpha \in \Lambda$ close to the corners of $\partial \Lambda$, the analysis in Sivakumar's work does not directly apply to the study of this situation. In this paper we prove that the above mentioned zero sets are disjoint for all odd integers $n$ and all $\alpha \in \Lambda$, and hence, the symbol of $M_{n, \alpha}$ never vanishes on $T^{2}$. In other words, the cardinal interpolation operators corresponding to $M_{n, \alpha}, \alpha \in \Lambda$ and $n=1,2, \cdots$, are invertible.
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1. Introduction and results. Let $\phi$ be a piecewise continuous real-valued function with compact support in $\mathbb{R}^{s}, s \geq 1$, and let

$$
S(\phi):=\left\{\sum_{j \in \mathbb{Z}^{s}} a_{j} \phi(\cdot-j): a_{j} \in \mathbb{R}\right\} .
$$

The problem of cardinal interpolation from $S(\phi)$ is to study the existence and uniqueness of a bounded "coefficient" sequence $\left\{a_{j}\right\} \subset \mathbb{R}$ corresponding to any given bounded "data" sequence $\left\{f_{j}\right\} \subset \mathbb{R}$, such that the "spline" function $\Sigma a_{j} \phi(\cdot-j)$ from $S(\phi)$ agrees with $\left\{f_{j}\right\}$ on $\mathbb{Z}^{\boldsymbol{s}}$; that is,

$$
\begin{equation*}
\sum_{j \in \mathbb{Z}^{s}} a_{j} \phi(i-j)=f_{i}, \quad i \in \mathbb{Z}^{s} \tag{1.1}
\end{equation*}
$$

This problem is said to be poised (or correct) if corresponding to any bounded data sequence $\left\{f_{j}\right\}$ there exists a unique bounded coefficient sequence $\left\{a_{j}\right\}$ such that (1.1) is satisfied. The discrete Fourier transform $\tilde{\phi}$ of $\phi$, defined by

$$
\begin{equation*}
\tilde{\phi}(x)=\sum_{j \in \mathbb{Z}^{s}} \phi(j) e^{-i j \cdot x}, \quad x \in \mathbb{R}^{s}, \tag{1.2}
\end{equation*}
$$

plays a central role in the study of the above problem. (Note that $\tilde{\phi}$ agrees with the restriction on the torus $T^{s}$ of the symbol or $z$-transform $\Sigma \phi(j) z^{-j}$ of $\phi$.) In fact, the

[^38]problem of cardinal interpolation from $S(\phi)$ is poised if and only if $\tilde{\phi}$ never vanishes (cf. [1], [6], and [3]). Hence, in this paper, we will concentrate on establishing the strict positivity of $|\hat{\phi}(x)|, x \in \mathbb{R}^{s}$.

A somewhat stronger condition is the so-called "metric condition"

$$
\begin{equation*}
|1-\tilde{\phi}(x)|<1, \quad x \in \mathbb{R}^{s} \tag{1.3}
\end{equation*}
$$

first considered in this context in [4]. If $\tilde{\phi}$ satisfies (1.3), then not only the cardinal interpolation problem has a unique solution to any given bounded data sequence, but this solution can also be constructed using the Neumann series (cf. [5] and [3]). Another important reason for considering a condition such as the metric condition in (1.3) is that since a multivariate analogue of the univariate "total positivity" does not exist, some condition which is not described in terms of sign changes, such as the metric condition (1.3) (or perhaps more suitably a somewhat weaker one), is needed to take place of total positivity in $\mathbb{R}^{s}, s \geq 2$. For instance, let $B=B_{k}:=$ $\chi_{\left(-\frac{1}{2}, \frac{1}{2}\right)} * \cdots * \chi_{\left(-\frac{1}{2}, \frac{1}{2}\right)}$ be the $k$ th order centered $B$-spline, where a $k$-fold convolution of the characteristic function of $\left(-\frac{1}{2}, \frac{1}{2}\right)$ is taken. Then by using total positivity, it was shown in Micchelli [7] and de Boor and Schoenberg [2] that the cardinal interpolation operator corresponding to the shifted $B$-spline $B_{\alpha}:=B(\cdot+\alpha),|\alpha| \leq \frac{1}{2}$ is invertible if and only if $\alpha \neq \pm \frac{1}{2}$. In Sivakumar [8], this invertibility result was recovered by showing that $\widetilde{B}_{\alpha}$ never vanishes for $|\alpha|<\frac{1}{2}$. Recently, in Smith and Ward [10], it was further shown that the metric condition

$$
\left|1-\widetilde{B}_{\alpha}(x)\right|<1, \quad x \in \mathbb{R}
$$

is satisfied for $|\alpha| \leq \frac{1}{2}$ if and only if $\alpha \neq \pm \frac{1}{2}$. Hence, it would seem to be hopeful that the metric condition can sometimes replace the total positivity property in certain multivariate derivations.

In this paper, we will restrict attention to bivariate box splines on a three-direction mesh. Let $M_{n n n}$ denote the centered box spline with directions ( 1,0 ), ( 0,1 ), and ( 1,1 ), each repeated $n$ times (cf. [3], Chap. 2). We will study the shifted box spline

$$
\begin{equation*}
M_{n, \alpha}:=M_{n n n}(\cdot+\alpha) \tag{1.4}
\end{equation*}
$$

where $\alpha$ is in the shift region

$$
\begin{equation*}
\Lambda:=\left(-\frac{1}{2}, \frac{1}{2}\right)^{2} \cap\left\{(s, t):|s-t|<\frac{1}{2}\right\} \tag{1.5}
\end{equation*}
$$

(cf. Fig. 1). Note that $\Lambda$ is a largest connected region for the shift parameter $\alpha$ in the sense that for each $\alpha \in \partial \Lambda$, the zero set of $\widetilde{M}_{n, \alpha}$ is nonempty (cf. [9] and [12]). Recently, Sivakumar [9] showed that when $n$ is even, $\operatorname{Im}\left(e^{-i 2 \pi \alpha \cdot x} \widetilde{M}_{n, \alpha}(x)\right) \neq 0$ for all $x \in \mathbb{R}^{2}$. For odd $n>1$, however, this conclusion no longer holds, and in fact, both of the zero sets of the real and imaginary parts of $e^{-i 2 \pi \alpha \cdot x} \widetilde{M}_{n, \alpha}(x)$ are nonempty. The objective of this paper is to show that these two sets are disjoint. More precisely, the following result will be established.

Theorem 1. For each $n=1,2, \cdots, \widetilde{M}_{n, \alpha}(x) \neq 0$ for all $x \in \mathbb{R}^{2}$ and $\alpha \in \Lambda$.
Of course, as mentioned above, for even $n$ this result was already established in [9]. It is interesting to note that due to the nature of the zero sets of the real and imaginary parts, the proof for odd integers $n$ is much more involved, and in fact we used computer experiments to locate a separation of these zero sets.


Fig. 1
A very brief outline of the proof of Theorem 1 will be given in §2. Necessary lemmas and Theorem 1 will be proved in $\S 3$. In the final section, numerical examples will be given to demonstrate that in contrast with the univariate $B$-spline situation, the metric condition (1.3) is not satisfied by every $\widetilde{M}_{n, \alpha}, \alpha \in \Lambda$, and this leaves room for further investigation.
2. Brief outline of proof. Let $\hat{\phi}$ denote, as usual, the Fourier transform of $\phi$. Then by an application of the Poisson Summation formula (cf. [11, p. 49]), we have

$$
\begin{align*}
\widetilde{M}_{n, \alpha}(x) & =\sum_{j \in \mathbb{Z}^{s}} \widehat{M}_{n, \alpha}(x+2 \pi j)  \tag{2.1}\\
& =\sum_{j \in \mathbb{Z}^{s}} \widehat{M}_{n n n}(x+2 \pi j) e^{i \alpha \cdot(x+2 \pi j)},
\end{align*}
$$

where $M_{n, \alpha}$ is the shift of $M_{n n n}$ by $\alpha$ as defined in (1.4). Also, let $\mathcal{A}$ denote the multiplicative group of $2 \times 2$ matrices isomorphic to the permutation group $S_{3}$; that is, $\mathcal{A}$ has order 6 and consists of the matrices: $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right),\left(\begin{array}{cc}0 & -1 \\ -1 & 0\end{array}\right),\left(\begin{array}{cc}1 & 1 \\ 0 & -1\end{array}\right),\left(\begin{array}{cc}-1 & 0 \\ 1 & 1\end{array}\right),\left(\begin{array}{cc}-1 & -1 \\ 1 & 0\end{array}\right),\left(\begin{array}{cc}0 & 1 \\ -1 & -1\end{array}\right)$. As noted in [9], the following identities hold for all $A \in \mathcal{A}$ :

$$
\left\{\begin{array}{l}
M_{n, \pm \alpha A}( \pm x A)=M_{n, \alpha}(x)  \tag{2.2}\\
\widetilde{M}_{n, \pm \alpha A}(x)=\widetilde{M}_{n, \alpha}\left( \pm x A^{t}\right) \\
\widehat{M}_{n, \pm \alpha A}(x)=\widehat{M}_{n, \alpha}\left( \pm x A^{t}\right)
\end{array}\right.
$$

where, as usual, $A^{t}$ denotes the transpose of $A$. The identities in (2.2) allow us to restrict our attention to a certain subregion of $\mathbb{R}^{2}$ in establishing $\widetilde{M}_{n, \alpha}(x) \neq 0, x \in \mathbb{R}^{2}$.

Let $x=(2 \pi u, 2 \pi v)$ and let $\Delta$ denote the closed triangular region with vertices at $(0,0),\left(\frac{1}{2}, 0\right)$, and $\left(\frac{1}{3}, \frac{1}{3}\right)$. Then the set

$$
F:=\bigcup_{ \pm A \in \mathcal{A}}\left\{(u, v) A^{t}:(u, v) \in \triangle\right\}
$$

shown in Fig. 2, is a fundamental region in the sense that with a portion of its boundary removed, the translates of $F$ over $\mathbb{Z}^{2}$ form a disjoint partition of $\mathbb{R}^{2}$. It is not difficult to verify that $F$ is invariant under the transformations $\pm A^{t}$ for all $A \in \mathcal{A}$, and that


Fig. 2
the shift region $\Lambda$ is invariant under the transformations $A \in \mathcal{A}$. Hence, in view of (2.2) and the definition of $F$, in order to prove that $\widetilde{M}_{n, \alpha}(x) \neq 0$ for all $x \in \mathbb{R}^{2}$ and $\alpha \in \Lambda$, it is sufficient to show that $\widetilde{M}_{n, \alpha}(x) \neq 0$ for all $x \in 2 \pi \Delta$ and $\alpha \in \Lambda$. For this purpose, we divide $\Delta$ into two sub-triangles:

$$
\left\{\begin{array}{l}
\Delta_{1}=\left\{(u, v) \in \Delta: u+v \leq \frac{1}{2}\right\}  \tag{2.3}\\
\Delta_{2}=\left\{(u, v) \in \Delta: u+v>\frac{1}{2}\right\}
\end{array}\right.
$$

(cf. Fig. 2). Instead of showing that $\widetilde{M}_{n, \alpha}(x) \neq 0$, we follow [9] and show that a related series does not vanish on $\triangle$. First, consider the rotated symbol

$$
\begin{align*}
P_{n, \alpha}(u, v) & :=e^{-i 2 \pi \alpha \cdot(u, v)} \widetilde{M}_{n, \alpha}(2 \pi u, 2 \pi v)  \tag{2.4}\\
& =\sum_{j, k \in \mathbb{Z}} e^{i 2 \pi(j s+k t)}\left(\frac{\sin \pi u}{\pi(u+j)} \cdot \frac{\sin \pi v}{\pi(v+k)} \cdot \frac{\sin \pi(u+v)}{\pi(u+v+j+k)}\right)^{n}
\end{align*}
$$

Here and throughout, we set $\alpha=(s, t)$. For $(u, v) \in \Delta$, the zero structure of $P_{n, \alpha}$ is the same as that of

$$
\begin{align*}
Q_{n, \alpha}(u, v) & :=\left(\frac{\pi u}{\sin \pi u} \cdot \frac{\pi v}{\sin \pi v} \cdot \frac{\pi(u+v)}{\sin \pi(u+v)}\right)^{n} P_{n, \alpha}(u, v)  \tag{2.5}\\
& =\sum_{j, k \in \mathbb{Z}} e^{i 2 \pi(j s+k t)}\left(\frac{u}{u+j}\right)^{n}\left(\frac{v}{v+k}\right)^{n}\left(\frac{u+v}{u+v+j+k}\right)^{n}
\end{align*}
$$

We will first show that $\operatorname{Re} Q_{n, \alpha}(u, v)>0$ for $(u, v) \in \triangle_{1}$. To analyse $Q_{n, \alpha}$ on $\triangle_{2}$, we divide the shift region $\Lambda$ into six parts $\Lambda_{1}, \cdots, \Lambda_{6}$ as shown in Fig. 1. Since we require $\Lambda=\Lambda_{1} \cup \cdots \cup \Lambda_{6}$, the six edges separating $\Lambda_{1}, \cdots, \Lambda_{6}$ and joining the origin to the boundary of $\Lambda$ must be included. For notational convenience, we simply include both such boundary edges of each $\Lambda_{i}$ to $\Lambda_{i}$. For $(u, v) \in \Delta_{2}$ it will be shown that $\operatorname{Im} Q_{n, \alpha}(u, v)<0$ if $\alpha=(s, t) \in \Lambda_{1} \cup \Lambda_{2} \backslash\{0\}$ and $\operatorname{Im} Q_{n, \alpha}(u, v)>0$ if $\alpha=(s, t) \in \Lambda_{3} \cup$ $\Lambda_{4} \backslash\{0\}$. On the other hand, for $\alpha=(s, t) \in \Lambda_{5} \backslash\{0\}$ and $\alpha=(s, t) \in \Lambda_{6} \backslash\{0\}$, we will see that $\operatorname{Im}\left(e^{i 2 \pi t} Q_{n, \alpha}(u, v)\right)$ is strictly positive and strictly negative, respectively, for all $(u, v) \in \Delta_{2}$. Of course the isolated situation $\alpha=0$ not considered here corresponds to the centered box spline $M_{n n n}$ result already established by de Boor, Höllig, and Riemenschneider in [1].
3. Proof of main result. Theorem 1 can be easily verified for $n=1$, and, as mentioned above, has already been established by Sivakumar [9] for even $n$. In this section, we will present a proof for all integers $n \geq 3$, although some of the estimates still hold for $n=2$. To facilitate our argument, several simple observations are included in the following lemma.

Lemma 1. Let $k, \ell, m \in \mathbb{Z} \backslash\{0\}$ and $0 \leq v \leq u<1$. Then
(a) $|\sin 2 \pi y k| \leq|k||\sin 2 \pi y|$ for all $y \in \mathbb{R}$;
(b) The functions

$$
\begin{aligned}
h_{ \pm}(x, y, z) & =(1-x)^{-|k|}(1-y)^{-|\ell|}(1-z)^{-|m|} \\
& \pm(1+x)^{-|k|}(1+y)^{-|\ell|}(1+z)^{-|m|}
\end{aligned}
$$

are increasing in each of the variables $x, y, z$ on the interval $[0,1) ;$ moreover, $\left|h_{-}(x, y, z)\right| \leq h_{-}(|x|,|y|,|z|)$ for $x, y, z \in(-1,1)$.
(c) $\left|\frac{1-u}{u+k}\right| \leq\left|\frac{1-v}{v+k}\right|$;
(d) $\left|\frac{v}{v+k}\right| \leq\left|\frac{u}{u+k}\right|$; and
(e) $\left|\frac{1+v}{v+k}\right| \leq\left|\frac{1+u}{u+k}\right|$.

Note that the inequalities (c), (d), and (e) were also used in [9]. We now proceed with our estimates.

Lemma 2. Let $n \geq 2$ be any integer. Then $\operatorname{Re} Q_{n,(s, t)}(u, v)>0$ for all $(u, v) \in \triangle_{1}$ and $(s, t) \in \Lambda$.

Proof. From (2.5), we have

$$
\begin{equation*}
\operatorname{Re} Q_{n,(s, t)}(u, v)=\sum_{j, k} \cos 2 \pi(j s+k t)\left[\frac{u}{u+j} \cdot \frac{v}{v+k} \cdot \frac{u+v}{u+v+j+k}\right]^{n} \tag{3.1}
\end{equation*}
$$

We split this series into two parts, namely:

$$
\begin{aligned}
\sum_{j, k} & =\sum_{j \in \mathbb{Z}, k=0}+\sum_{j \in \mathbb{Z}, k \neq 0} \\
& =: S+T,
\end{aligned}
$$

and will show that two terms in the series $S$ dominate. To see this, the series $S$ is again written as the sum of two subseries as follows:

$$
\begin{align*}
S= & \sum_{j \in \mathbb{Z}} \cos 2 \pi j s\left[\frac{u}{u+j} \cdot \frac{u+v}{u+v+j}\right]^{n}  \tag{3.2}\\
= & \sum_{j \in \mathbb{Z}}(-1)^{j}\left[\frac{u}{u+j} \cdot \frac{u+v}{u+v+j}\right]^{n} \\
& +2 \sum_{j \in \mathbb{Z}}(-1)^{j+1} \sin ^{2} \pi j\left(\frac{1}{2}-s\right)\left[\frac{u}{u+j} \cdot \frac{u+v}{u+v+j}\right]^{n} \\
= & S_{1}+S_{2} .
\end{align*}
$$

For $S_{1}$, set $\varepsilon:=\frac{1}{2}-u \geq 0$ and

$$
\begin{aligned}
a_{j}:=(-1)^{j} & {\left[\left(\frac{u}{u+j} \cdot \frac{u+v}{u+v+j}\right)^{n}-\left(\frac{u}{u-j-1} \cdot \frac{u+v}{u+v-j-1}\right)^{n}\right] } \\
=(-1)^{j} & {\left[\left(\frac{1-2 \varepsilon}{2 j+1-2 \varepsilon}\right)^{n}\left(\frac{1-2(\varepsilon-v)}{2 j+1-2(\varepsilon-v)}\right)^{n}\right.} \\
& \left.-\left(\frac{1-2 \varepsilon}{2 j+1+2 \varepsilon}\right)^{n}\left(\frac{1-2(\varepsilon-v)}{2 j+1+2(\varepsilon-v)}\right)^{n}\right] .
\end{aligned}
$$

Here, as a function of $(u, v), a_{0}$ is nonnegative and vanishes only when $(u, v)=\left(\frac{1}{2}, 0\right)$. Hence, it follows from Lemma 1 (b) and $0 \leq v \leq \varepsilon \leq \frac{1}{2}$ that

$$
\left|a_{j}\right| \leq \frac{1}{(2 j+1)^{2 n}} a_{0}
$$

for all $j \geq 1$, and consequently, for all $n \geq 2$,

$$
\begin{equation*}
S_{1}=\sum_{j=0}^{\infty} a_{j} \geq a_{0}\left[1-\sum_{j=1}^{\infty} \frac{1}{(2 j+1)^{2 n}}\right] \geq \frac{67}{68} a_{0} \tag{3.3}
\end{equation*}
$$

The subseries $S_{2}$ defined in (3.2) can be treated in a similar manner. Let

$$
\begin{equation*}
b_{j}:=(-1)^{j+1} 2 \sin ^{2} \pi j\left(\frac{1}{2}-s\right)\left[\left(\frac{u}{j-u} \cdot \frac{u+v}{j-u-v}\right)^{n}+\left(\frac{u}{j+u} \cdot \frac{u+v}{j+u+v}\right)^{n}\right] \tag{3.4}
\end{equation*}
$$

where $b_{1} \geq 0$ and is strictly positive for $|s|<\frac{1}{2}$ and $(u, v) \neq(0,0)$. By factoring out $j^{-2 n}$ in (3.4) and applying Lemma 1 (a) and (b), we have

$$
\begin{align*}
S_{2} & \geq b_{1}\left[1-\sum_{j=2}^{\infty} \frac{1}{j^{2 n}} \frac{\sin ^{2} \pi j\left(\frac{1}{2}-s\right)}{\sin ^{2} \pi\left(\frac{1}{2}-s\right)}\right]  \tag{3.5}\\
& \geq b_{1}\left[1-\sum_{j=2}^{\infty} \frac{1}{j^{2 n-2}}\right] \geq 0.35 b_{1}
\end{align*}
$$

for all $n \geq 2$. Hence, combining the information from (3.3) and (3.5), we have

$$
\begin{equation*}
S \geq \frac{67}{68} a_{0}+0.35 b_{1} \tag{3.6}
\end{equation*}
$$

which is strictly positive for all $(u, v) \in \triangle_{1}$ and $|s|<\frac{1}{2}$. To study the series $T$, note that for $(u, v) \in \Delta_{1}$, the inequalities

$$
0 \leq u, u+v \leq \frac{1}{2} \quad \text { and } \quad \frac{3}{4} \leq 1-v \leq 1
$$

hold. It follows that for $n \geq 2$,

$$
\begin{aligned}
|T| & \leq\left(\frac{v}{1-v}\right)^{n} \sum_{j \in \mathbb{Z}, k \neq 0}\left|\frac{1}{1+2 j}\right|^{n}\left|\frac{1}{k}\right|^{n}\left|\frac{1}{1+2 j+2 k}\right|^{n} \\
& \leq \frac{4}{9} v \sum_{j \in \mathbb{Z}, k \neq 0}\left|\frac{1}{1+2 j}\right|^{2}\left|\frac{1}{k}\right|^{2}\left|\frac{1}{1+2 j+2 k}\right|^{2} \\
& \leq \frac{5}{4} v .
\end{aligned}
$$

On the other hand, writing $\varepsilon=\frac{1}{2}-u$, we have

$$
\begin{aligned}
a_{0} & \geq 1-\left(\frac{u}{1-u}\right)^{2}=\frac{(1+2 \varepsilon)^{2}-(1-2 \varepsilon)^{2}}{(1+2 \varepsilon)^{2}} \\
& \geq 2 \varepsilon \geq 2 v
\end{aligned}
$$

This together with the lower bound estimate (3.6) gives

$$
\operatorname{Re} Q_{n,(s, t)}(u, v) \geq S-|T| \geq\left(\frac{67}{68}-\frac{5}{8}\right) a_{0}+0.35 b_{1}>0
$$

for all $|s|<\frac{1}{2}$, completing the proof of the lemma. $\quad \square$
For $(u, v) \in \Delta_{2}$, we first consider the shift region $\Lambda_{1} \cup \Lambda_{2} \cup \Lambda_{3} \cup \Lambda_{4}$ as follows.
Lemma 3. Let $n \geq 3$ be an integer and $(u, v) \in \Delta_{2}$. Then

$$
\begin{equation*}
\operatorname{Im} Q_{n, \alpha}(u, v)<0 \quad \text { for } \alpha \in \Lambda_{1} \cup \Lambda_{2} \backslash\{0\} \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Im} Q_{n, \alpha}(u, v)>0 \quad \text { for } \alpha \in \Lambda_{3} \cup \Lambda_{4} \backslash\{0\} . \tag{3.8}
\end{equation*}
$$

Proof. We first observe that since

$$
Q_{n, \alpha}(u, v)=\overline{Q_{n,-\alpha}(u, v)},
$$

the conclusions (3.7) and (3.8) are equivalent. To verify (3.7), write

$$
\begin{equation*}
\operatorname{Im} Q_{n,(s, t)}(u, v)=: T_{1}+T_{2} \tag{3.9}
\end{equation*}
$$

where

$$
T_{1}:=\sum_{j, k \in \mathbb{Z}} \sin 2 \pi s j \cos 2 \pi t k\left[\frac{u}{u+j} \cdot \frac{v}{v+k} \cdot \frac{u+v}{u+v+j+k}\right]^{n}
$$

and

$$
T_{2}:=\sum_{j, k \in \mathbb{Z}} \cos 2 \pi s j \sin 2 \pi t k\left[\frac{u}{u+j} \cdot \frac{v}{v+k} \cdot \frac{u+v}{u+v+j+k}\right]^{n}
$$

Our plan is to show that $T_{1}, T_{2} \leq 0$ on $\Delta_{2}$ and have disjoint zeros there. For the series $T_{1}$, we factor out the dominant term

$$
\begin{equation*}
c_{-1,0}:=-\sin 2 \pi s\left[\frac{u}{1-u} \cdot \frac{u+v}{1-u-v}\right]^{n} \leq 0 \tag{3.10}
\end{equation*}
$$

and using the condition $u+v>\frac{1}{2}$ and $u>\frac{1}{4}$ for $(u, v) \in \Delta_{2}$ and applying Lemma 1 (c)-(e), we conclude that

$$
\begin{aligned}
T_{1} & \leq c_{-1,0}\left\{1-\sum_{(j, k) \neq(-1,0)}\left|\frac{\sin 2 \pi s j}{\sin 2 \pi s}\right||\cos 2 \pi t k|\left|\frac{1-u}{u+j}\right|^{n}\left|\frac{v}{v+k}\right|^{n}\left|\frac{1-u-v}{u+v+j+k}\right|^{n}\right\} \\
& \leq c_{-1,0}\left\{1-\sum_{(j, k) \neq(-1,0)}|j|\left|\frac{3}{1+4 j} \cdot \frac{1}{1+3 k} \cdot \frac{1}{1+2 j+2 k}\right|^{n}\right\} \\
& \leq 0.96 c_{-1,0},
\end{aligned}
$$

where the numerical constant is obtained by using $n=3$. Hence, $T_{1} \leq 0$ and has zeros in $\Delta_{2}$ (and in fact vanishes identically) if and only if $s=0$. To study $T_{2}$, we first restrict our attention to $v \geq 0.05$. In this case, factoring out the dominant term

$$
d_{0,-1}:=-\sin 2 \pi t\left(\frac{v}{1-v} \cdot \frac{u+v}{1-u-v}\right)^{n} \leq 0
$$

and applying Lemma 1 (c)-(e), we have, similarly,

$$
\begin{aligned}
T_{2} & \leq d_{0,-1}\left\{1-\sum_{(j, k) \neq(0,-1)}|k|\left|\frac{1}{1+2 j} \cdot \frac{19}{1+20 k} \cdot \frac{1}{1+2 j+2 k}\right|^{n}\right\} \\
& \leq 0.08 d_{0,-1}
\end{aligned}
$$

where, in addition to the constraint $v \geq 0.05, n=3$ has been used for computing the numerical constant. Note that $T_{2}<0$ if $t \neq 0$, and vanishes only if $t=0$. Now suppose that $v \leq 0.05$. We keep $(u, v) \in \triangle_{2}$ and $t$ fixed and consider $g(s):=T_{2}(s, t, u, v)$ as a function of $s$. We will first show that $g\left(\frac{1}{2}\right)<0$ for $t \neq 0$ and odd $n$, and $g(0)<0$ for $t \neq 0$ and even $n$. Next we will verify that $g$ is an increasing (respectively, decreasing) function on $\left[0, \frac{1}{2}\right]$ depending on $n$ odd or even; hence, the proof of the lemma will be complete.

To establish the first claim for odd $n$, set $\varepsilon=\frac{1}{2}-u$ and consider the sum of the $(j, k)$ and $(-j-1,-k)$ terms of $[u v(u+v)]^{-n} g(1 / 2)$, namely:

$$
\begin{align*}
g_{j k}:= & (-1)^{j} 2^{2 n} \sin 2 \pi t k\left\{(2 j+1-2 \varepsilon)^{-n}(k+v)^{-n}(2 j+2 k+1+2(v-\varepsilon))^{-n}\right.  \tag{3.11}\\
& \left.\quad-(2 j+1+2 \varepsilon)^{-n}(k-v)^{-n}(2 j+2 k+1-2(v-\varepsilon))^{-n}\right\} \\
= & (-1)^{j} 2^{2 n}(\sin 2 \pi t k)(2 j+1)^{-n} k^{-n}(2 j+2 k+1)^{-n} \\
& \times\left\{\left(1-\frac{2 \varepsilon}{2 j+1}\right)^{-n}\left(1+\frac{v}{k}\right)^{-n}\left(1+\frac{2(v-\varepsilon)}{2 j+2 k+1}\right)^{-n}\right. \\
& \left.-\left(1+\frac{2 \varepsilon}{2 j+1}\right)^{-n}\left(1-\frac{v}{k}\right)^{-n}\left(1-\frac{2(v-\varepsilon)}{2 j+2 k+1}\right)^{-n}\right\} .
\end{align*}
$$

Here, the assumption that $n$ is odd has been used to determine the signs of both terms in the above formulation. By Lemma 1 (a),(b),

$$
\left|g_{j k}\right| \leq|2 j+1|^{-n}|k|^{-n+1}|2 j+2 k+1|^{-n}\left|g_{-1,1}\right|
$$

where $g_{-1,1} \leq 0$ and $=0$ only for $t=0$. Hence, it follows that

$$
\begin{aligned}
g\left(\frac{1}{2}\right) & \leq g_{-1,1}[u v(u+v)]^{n}\left\{1-\sum_{\substack{j \in \mathbb{Z} \\
k \geq 1}}|2 j+1|^{-n}|k|^{-n+1}|2 j+2 k+1|^{-n}\right\} \\
& \leq 0.89 g_{-1,1}[u v(u+v)]^{n} .
\end{aligned}
$$

If $n$ is even, then $g_{-1,1} \geq 0$ and the corresponding term in the series of $[u v(u+$ $v)]^{-n} g(0)$ is $\tilde{g}_{j k}:=(-1)^{j} g_{j k}$. Since $\tilde{g}_{-1,1} \leq 0$ and $=0$ only for $t=0$, the above analysis directly applies to showing $g(0) \leq 0$.

To establish the claim that $g$ is a monotone function on $\left[0, \frac{1}{2}\right]$ for fixed $(u, v) \in \triangle_{2}$ with $v \leq 0.05$ and $t \neq 0$, we note that

$$
g^{\prime}(s)=-2 \pi \sum_{j, k \neq 0} j \sin 2 \pi j s \sin 2 \pi k t\left[\frac{u}{u+j} \cdot \frac{v}{v+k} \cdot \frac{u+v}{u+v+j+k}\right]^{n}
$$

In particular, the series is dominated by the $(-1,1)$ term

$$
g_{-1,1}^{\prime}:=-2 \pi \sin 2 \pi s \sin 2 \pi t\left[\frac{u}{u-1} \cdot \frac{v}{1+v}\right]^{n}
$$

which is positive for odd $n$ and negative for even $n$. Assuming $0 \leq v \leq 0.05,0.45 \leq$ $u \leq 0.5$, and $0.5 \leq u+v \leq 0.525$, Lemma 1 (c)-(e) is used as follows:

$$
\begin{aligned}
\mid \sum_{\substack{j, k \neq 0 \\
(j, k) \neq(-1,1)}} j & \left.\sin 2 \pi j s \sin 2 \pi k t\left[\frac{u}{u+j} \cdot \frac{v}{v+k} \cdot \frac{u+v}{u+v+j+k}\right]^{n} \right\rvert\, \\
& \leq g_{-1,1}^{\prime} \sum_{(j, k) \neq(-1,1)} j^{2}|k|\left|\frac{1-u}{u+j} \cdot \frac{1+v}{v+k} \cdot \frac{u+v}{u+v+j+k}\right|^{n} \\
& \leq g_{-1,1}^{\prime} \sum_{\substack{(j, k) \neq(-1,1)}} j^{2}|k|\left|\frac{1-u}{u+j} \cdot \frac{1+v}{v+k} \cdot \frac{u+v}{u+v+j+k}\right|^{3} \\
& \leq 0.45 g_{-1,1}^{\prime} .
\end{aligned}
$$

Hence, combining the estimates for $T_{1}$ and $T_{2}$ into (3.9), we have established (3.7) and consequently completed the proof of the lemma.

To complete the proof of Theorem 1, the only remaining task is to establish the following.

Lemma 4. Let $n \geq 3$. Then for all $(u, v) \in \Delta_{2}$,

$$
\begin{array}{ll}
\operatorname{Im} e^{i 2 \pi t} Q_{n,(s, t)}(u, v)>0 & \text { if }(s, t) \in \Lambda_{5} \backslash\{0\}, \\
\operatorname{Im} e^{i 2 \pi t} Q_{n,(s, t)}(u, v)<0 & \text { if }(s, t) \in \Lambda_{6} \backslash\{0\} . \tag{3.13}
\end{array}
$$

Proof. The proof adapts the method in [9] (cf. Case IV in the proof there) applied to a different $\Delta_{2}$ as follows. Again, it is sufficient to establish (3.12). Let $\alpha=(s, t) \in \Lambda_{5} \backslash\{0\}$. Then

$$
\begin{align*}
& \operatorname{Im} e^{i 2 \pi t} Q_{n,(s, t)}(u, v)  \tag{3.14}\\
& \quad=\sum_{j, k \in \mathbb{Z}} \sin 2 \pi(j s+(k+1) t)\left\{\frac{u}{u+j} \cdot \frac{v}{v+k} \cdot \frac{u+v}{u+v+j+k}\right\}^{n} \\
& \quad=: T^{\prime}+T^{\prime \prime},
\end{align*}
$$

where $T^{\prime}$ and $T^{\prime \prime}$ are defined as in [9] (see also (3.15)-(3.16) to follow). For $(u, v) \in \triangle_{2}$, $0 \leq u \leq \frac{1}{2}, 0 \leq v \leq \frac{1}{3}$, and $0 \leq u+v<\frac{2}{3}$, it follows from [9, Eq. (4.25)] that $T^{\prime}$ is dominated by $\sin 2 \pi t$, and hence is nonnegative and vanishes only when $t=0$. For $T^{\prime \prime}$, we must modify the argument in [9] and rely on the restrictions $u \geq \frac{1}{4}, v \leq \frac{1}{3}$ and $u+v \geq \frac{1}{2}$ in applying Lemma 1 (c)-(d). With the dominant term

$$
\begin{equation*}
t_{-1,0}^{\prime \prime}:=\left(\frac{u}{1-u} \cdot \frac{u+v}{1-u-v}\right)^{n} \sin 2 \pi(t-s) \geq 0 \tag{3.15}
\end{equation*}
$$

we have

$$
\begin{align*}
& T^{\prime \prime}:= t_{-1,0}^{\prime \prime}[1- \\
& \sum_{\substack{(j, k) \neq \\
(0,0),(-1,0)}}\left(\frac{1-u}{u+j} \cdot \frac{v}{v+k} \cdot \frac{1-u-v}{u+v+j+k}\right)^{n}  \tag{3.16}\\
&\left.\times \frac{\sin 2 \pi j(t-s)}{\sin 2 \pi(t-s)} \cos 2 \pi j t \cos 2 \pi(k+1) t\right] \\
& \geq t_{-1,0}^{\prime \prime}\left[1-\sum_{\substack{(j, k) \neq \\
(0,0),(-1,0)}}\left|\frac{3}{1+4 j} \cdot \frac{1}{1+3 k} \cdot \frac{1}{1+2 j+2 k}\right|^{n}|j|\right] \\
& \geq 0.96 t_{-1,0}^{\prime \prime},
\end{align*}
$$
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where the numerical lower bound is obtained by using $n=3$. In view of (3.15), $T^{\prime \prime} \geq 0$ and vanishes only for $s=t$. Combining this with the estimate for $T^{\prime}$, we conclude that $\operatorname{Im} e^{i 2 \pi t} Q_{n,(s, t)}(u, v)$ is strictly positive for all $(u, v) \in \Delta_{2}$ and all shift parameters $(s, t) \in \Delta_{5} \backslash\{0\}$. This completes the proof of Lemma 4, and hence, of Theorem 1.
4. The metric condition. The purpose of establishing $\tilde{\phi}(x) \neq 0$ for all $x \in$ $\mathbb{R}^{s}$ is to guarantee that cardinal interpolation by using $\phi(\cdot-j), j \in \mathbb{Z}^{s}$ is poised. If $\tilde{\phi}$ satisfies the metric condition (1.3), then not only $\tilde{\phi}(x) \neq 0$ for all $x \in \mathbb{R}^{s}$, but the cardinal interpolants can also be constructed by using the Neumann series [5]. For $B$-splines $B_{k}$ in one variable, it was shown in [10] that $\left|1-\widetilde{B}_{k, \alpha}(x)\right|<1$ for all $x$ and $|\alpha|<\frac{1}{2}$, where $B_{k, \alpha}:=B_{k}(\cdot+\alpha)$; hence, the important univariate notion of total positivity is not required in establishing invertibility of the cardinal interpolation operators corresponding to the shifted $B$-splines. Unfortunately, in the case of bivariate splines on the three-direction mesh considered in this paper, the metric condition

$$
\begin{equation*}
\left|1-\widetilde{M}_{n, \alpha}(x)\right|<1, \quad x \in \mathbb{R}^{2} \tag{4.1}
\end{equation*}
$$

is no longer equivalent to the condition

$$
\widetilde{M}_{n, \alpha}(x) \neq 0, \quad x \in \mathbb{R}^{2}
$$

Let $\Lambda^{n}$ denote the largest subregion of $\Lambda$ on which the metric condition (4.1) holds. In Fig. 3, we have plotted subregions $\Lambda^{1}, \Lambda^{2}, \Lambda^{3}, \Lambda^{4}$ of the shift region $\Lambda$. Observe that $\Lambda=\Lambda^{1} \supset \Lambda^{2} \supset \Lambda^{3} \supset \Lambda^{4}$, where all the containments are proper. However, at this writing, we do not know if $\left\{\Lambda^{n}\right\}$ is a monotone sequence. It would also be interesting to know its "limit" or "intersection."

Acknowledgment. The authors thank N. Sivakumar for several stimulating conversations.

## REFERENCES

[1] C. de Boor, K. Höllig, and S. D. Riemenschneider, Bivariate cardinal interpolation by splines on a three direction mesh, Illinois J. Math., 29 (1985), pp. 533-566.
[2] C. de Boor and I. J. Schoenberg, Cardinal interpolation and spline functions VIII: The Budan-Fourier theorem for splines and applications, Lecture Notes in Mathematics 501, Springer-Verlag, 1976.
[3] C. K. Chui, Multivariate Splines, CBMS-NSF Regional Conference Series in Applied Math. 54, Society for Industrial and Applied Mathematics, Philadelphia, PA, 1988.
[4] C. K. Chui and H. Diamond, A natural formulation of quasi-interpolation by multivariate splines, Proc. Amer. Math. Soc., 99 (1987), pp. 643-646.
[5] C. K. Chui, H. Diamond, and L. A. Raphael, Interpolation by multivariate splines, Math. Comp., 51 (1988), pp. 203-218.
[6] C. K. Chui, K. Jetter, and J. D. Ward, Cardinal interpolation by multivariate splines, Math. Comp., 48 (1987), pp. 711-724.
[7] C. A. Micchelli, Cardinal L-splines, in Studies in Spline Functions and Approximation Theory, Karlin, Micchelli, Pinkus, and Schoenberg, eds., Academic Press, New York, 1976, pp. 163202.
[8] N. Sivakumar, On univariate cardinal interpolation by shifted splines, Rocky Mountain J. Math., 19 (1989), pp. 481-489.
[9] -, On bivariate cardinal interpolation by shifted splines on a three-direction mesh, J. Approx. Theory, 61 (1990), pp. 178-193.
[10] P. W. Smith and J. D. Ward, Quasi-interpolants from spline interpolation operators, Constr. Appr., 6 (1990), pp. 97-110.
[11] E. M. Stein and G. Weiss, Introduction to Fourier Analysis on Euclidean Spaces, Princeton University Press, Princeton, NJ, 1971.
[12] J. Stöckler, Cardinal interpolation with translates of shifted bivariate box-splines, in Mathematical Methods in Computer Aided Geometric Design, T. Lyche and L. L. Schumaker, eds., Academic Press, New York, 1989, pp. 583-592.

# A SIMPLE WILSON ORTHONORMAL BASIS WITH EXPONENTIAL DECAY* 
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#### Abstract

Following a basic idea of Wilson ["Generalized Wannier functions," preprint] orthonormal bases for $L^{2}(\mathbb{R})$ which are a variation on the Gabor scheme are constructed. More precisely, $\phi \in L^{2}(\mathbb{R})$ is constructed such that the $\psi_{l n}, l \in \mathbb{N}, n \in \mathbb{Z}$, defined by $$
\begin{aligned} \psi_{0 n}(x) & =\phi(x-n) \\ \psi_{l n}(x) & =\sqrt{2} \phi\left(x-\frac{n}{2}\right) \cos (2 \pi l x) \quad \text { if } l \neq 0, l+n \in 2 \mathbb{Z} \\ & =\sqrt{2} \phi\left(x-\frac{n}{2}\right) \sin (2 \pi l x) \quad \text { if } l \neq 0, l+n \in 2 \mathbb{Z}+1, \end{aligned}
$$ constitute an orthonormal basis. Explicit examples are given in which both $\phi$ and its Fourier transform $\hat{\boldsymbol{\phi}}$ have exponential decay. In the examples $\phi$ is constructed as an infinite superposition of modulated Gaussians, with coefficients that decrease exponentially fast. It is believed that such orthonormal bases could be useful in many contexts where lattices of modulated Gaussian functions are now used.


Key words. orthonormal bases, phase space localization, time-frequency analysis
AMS(MOS) subject classifications. $46 \mathrm{C} 10,81 \mathrm{C} 40,94 \mathrm{~A} 11$

1. Introduction. In several applications in quantum mechanics and in signal analysis, sets of functions generated from one single function by phase space translations are encountered:

$$
\begin{equation*}
g_{m n}(x)=e^{2 \pi i \alpha m x} g(x-\beta n), \quad m, n \in \mathbb{Z} \tag{1.1}
\end{equation*}
$$

If the function $g$ and its Fourier transform $\hat{g}$,

$$
\hat{g}(\xi)=\int d x e^{2 \pi i x \xi} g(x),
$$

are both centered around zero, then the function $g_{m n}$ is centered around the phase space point ( $\alpha m, \beta n$ ). We can then hope to use the functions $g_{m n}$ for expansions of functions with good phase space localization. More concretely, we would like expansions of the type

$$
\begin{equation*}
f=\sum_{m, n} c_{m n}(f) g_{m n}, \tag{1.2}
\end{equation*}
$$

with the property that the $c_{m n}(f)$ are nonnegligible only for those values of ( $m, n$ ) associated to phase space points where $f$ is nonnegligible. For example, if $\int_{|t| \geqq T} d t|f(t)|^{2} \leqq \varepsilon\|f\|^{2}$ and $\int_{|t| \geqq \Omega} d \xi|\hat{f}(\xi)|^{2}=\varepsilon\|f\|^{2}$, then we would prefer most of the "content" of $f$ to be concentrated in the $c_{m n}(f)$ with ( $m \alpha, n \beta$ ) within or close to the rectangle $[-\Omega, \Omega] \times[-T, T]$. More concretely, this can be translated into the

[^39]requirement
\[

$$
\begin{equation*}
\sum_{\substack{|\alpha m||T+\Delta T\\| \beta n \mid \leqq \Omega+\Delta \Omega}}\left|c_{m n}(f)\right|^{2} \leqq C \varepsilon\|f\|^{2}, \tag{1.3}
\end{equation*}
$$

\]

where $C$ should be independent of $\varepsilon, T$, and $\Omega$, and where $\Delta T, \Delta \Omega$ should only depend on the desired precision $\varepsilon$.

One example of a set of functions of type (1.1) are the phase space Wannier functions used in solid state physics. In the absence of a potential they are obtained by the choice

$$
g(x)=\frac{\sin \pi x}{\pi x}
$$

which corresponds to

$$
\hat{g}(\xi)= \begin{cases}1, & |\xi|<\frac{1}{2} \\ 0, & \text { otherwise }\end{cases}
$$

(When the potential is nonzero, the Wannier functions are more complicated [1].) For this choice of $g$, and for the parameter choice $\alpha=\beta=1$, the functions (1.1) constitute an orthonormal basis of $L^{2}(\mathbb{R})$. Expansions of type (1.2) are therefore simple to obtain: it suffices to take $c_{m n}(f)=\int d x \overline{g_{m n}(x)} f(x)$. Unfortunately, the localization of $g$ is not very good. The function $g$ has a rather long tail, so that

$$
\int d x x^{2}|g(x)|^{2}=\infty
$$

As a consequence of this, expansions of functions with respect to the phase space Wannier functions do not have the good phase space localization features described above.

Another example of a set of functions of type (1.1) is given by the "Gabor expansions." These correspond to the choice

$$
g(x)=2^{1 / 4} \exp \left(-\pi x^{2}\right)
$$

In the original proposal of Gabor [2], the parameter choice $\alpha=\beta=1$ is made. Unfortunately, this parameter choice leads to numerically unstable expansions: for any $\varepsilon>0$, there exists $f \in L^{2}(\mathbb{R})$ such that $\|f\|=1$ but $\sum_{m, n}\left|c_{m n}(f)\right|^{2} \leqq \varepsilon$. It can be shown that this phenomenon happens for any choice of $\alpha, \beta$ such that $\alpha \beta=1[3 \mathrm{a}, \mathrm{b}]$, [4a, b]. If $\alpha \beta>1$, then the $g_{m n}$ do not span all of $L^{2}(\mathbb{R})$ [5], [6]. If $\alpha \beta<0.996$, then numerically stable expansions of type (1.2) do exist, with the "good" phase space localization described by (1.3) (see [7], [8]; it is conjectured that this situation persists for $\alpha \beta<1$ ). There is, however, a price to pay: for $\alpha \beta<1$, the $g_{m n}$ are highly redundant, in the sense that any finite number of them lies in the closed linear span of all the others. While Gabor expansions with $\alpha \beta<1$ are indeed used in practical computations in atomic and nuclear physics, this redundancy can be quite a nuisance.

These two examples illustrate how convenient it would be to have a nice orthonormal basis ( $\rightarrow$ no redundancy) of type (1.1), based on a function $g$ such that both $g$ and $\hat{g}$ have good decay properties ( $\rightarrow$ expansions with good phase space localization). Unfortunately, such an orthonormal basis does not exist. A theorem stated by Balian [9] and Low [10] asserts that a set of functions of type (1.1) can only constitute an orthonormal basis if either $\int d x x^{2}|g(x)|^{2}=\infty$ or $\int d \xi \xi^{2}|\hat{g}(\xi)|^{2}=\infty$. Balian's and Low's proofs contain a technical gap that was filled by Coifman and Semmes, as reported in [7]; a much simpler proof was subsequently found by Battle [11]. Even if the orthonormality, but not the "basis" requirement, is given up, the same conclusion still holds, as shown by the extension of Battle's argument in [12]. Both the original proof
and Battle's proof of the Balian-Low theorem rely heavily on the special structure of the $g_{m n}$ as defined by (1.1). We might therefore wonder whether there exist more general bases, $\psi_{m n}(x)$, with phase space localizations distributed more or less regularly over phase space, and such that uniform bounds on the decay of all the $\psi_{m n}$ and $\left(\psi_{m n}\right)^{\wedge}$, away from their central value, would hold. It turns out that there is indeed improvement from giving up the simplicity of (1.1), but only very little. Bourgain [13] has constructed an orthonormal basis of $\psi_{m n}$ such that

$$
\begin{align*}
& \int d x\left(x-\bar{x}_{m n}\right)^{2}\left|\psi_{m n}(x)\right|^{2} \leqq C, \\
& \int d \xi\left(\xi-\bar{\xi}_{m n}\right)^{2}\left|\left(\psi_{m n}\right)^{\wedge}(\xi)\right|^{2} \leqq C, \tag{1.4}
\end{align*}
$$

uniformly in $m, n$, where $\bar{x}_{m n}=\int d x x\left|\psi_{m n}(x)\right|^{2}$, and $\bar{\xi}_{m n}$ is defined analogously. However, as soon as a slightly sharper localization is required, we hit another no-go-theorem, even for these more general constructions: Steger [14] proved that $L^{2}(\mathbb{R})$ does not admit an orthonormal basis $\psi_{m n}$ satisfying

$$
\begin{align*}
& \int d x\left(x-\bar{x}_{m n}\right)^{2(1+\varepsilon)}\left|\psi_{m n}(x)\right|^{2} \leqq C, \\
& \int d \xi\left(\xi-\bar{\xi}_{m n}\right)^{2(1+\varepsilon)}\left|\left(\psi_{m n}\right)^{\wedge}(\xi)\right|^{2} \leqq C . \tag{1.5}
\end{align*}
$$

Orthonormality, or, what is weaker, the existence of numerically stable expansions of type (1.2) with nonredundant functions $\psi_{m n}$, is therefore incompatible with good phase space localization.

In all the above, "good phase space localization" stands for strong decay properties of the $\psi_{m n},\left(\psi_{m n}\right)^{\wedge}$ away from the average values $\bar{x}_{m n}, \bar{\xi}_{m n}$. This corresponds to a picture in which both $\psi_{m n}$ and $\left(\psi_{m n}\right)^{\wedge}$ have essentially one peak. In [15] Wilson proposes instead to construct orthonormal bases $\psi_{m n}$ of the type

$$
\begin{equation*}
\psi_{m n}(x)=f_{m}(x-n), \quad m \in \mathbb{N}, \quad n \in \mathbb{Z}, \tag{1.6}
\end{equation*}
$$

where $\hat{f}_{m}$ has two peaks, situated near $m / 2$ and $-m / 2$,

$$
\begin{equation*}
\hat{f}_{m}(\xi)=\phi_{m}^{+}\left(\xi-\frac{m}{2}\right)+\phi_{m}^{-}\left(\xi+\frac{m}{2}\right), \tag{1.7}
\end{equation*}
$$

with $\phi_{m}^{+}, \phi_{m}^{-}$centered around zero. He proposes numerical evidence for the existence of such an orthonormal basis, with uniform exponential decay for $f_{m}$ and $\phi_{m}^{+}, \phi_{m}^{-}$. In his numerical construction he further "optimizes" the localization by requiring

$$
\int d \xi \xi^{2} \overline{\left(\psi_{m n}\right)^{\wedge}(\xi)} \psi_{m^{\prime} n^{\prime}}(\xi)=0 \quad \begin{align*}
& \text { if }\left|m-m^{\prime}\right|>1,  \tag{1.8}\\
& \text { or if }\left|m-m^{\prime}\right|=1,\left|n-n^{\prime}\right|>1 .
\end{align*}
$$

In [16] Sullivan et al. present arguments explaining both the existence of Wilson's basis and its exponential decay. In both [15] and [16] there are infinitely many functions $\phi_{m}^{ \pm}$; as $m$ tends to $\infty$, the $\phi_{m}^{ \pm}$tend to a limit function $\phi_{\infty}^{ \pm}$.

The moral of Wilson's construction is that orthonormal bases with good phase space localization are possible after all if bimodal functions as in (1.7) are used. This is reminiscent of what happens for orthonormal wavelet bases, i.e., orthonormal bases of $L^{2}(\mathbb{P})$ of the type

$$
\begin{equation*}
h_{m n}(x)=2^{-m / 2} h\left(2^{-m} x-n\right), \quad m, n \in \mathbb{Z} \tag{1.9}
\end{equation*}
$$

There exist functions $h$ with excellent phase space localization properties such that the functions (1.9) constitute an orthonormal basis. In [17] Meyer constructs such a function $h$ with compactly supported, $C^{\infty}$ Fourier transform $\hat{h}$; [18]-[20] give examples of exponentially decaying $h \in C^{k}$; and [21] constructs compactly supported $h \in C^{k}$. In all these examples, $|\hat{h}|$ has two peaks, one for positive and one for negative frequencies. It has been shown [22] that these two peaks need not be symmetrical in order for the $h_{m n}$ to constitute an orthonormal basis (the examples in [17]-[21] all have symmetric peaks for $|\hat{h}|$ ). However, there is no example, so far, of reasonably well-localized functions $h^{ \pm}$such that support $\left(h^{ \pm}\right) \subset \mathbb{R}_{ \pm}$and such that the $h_{m n}^{ \pm}$constitute an orthonormal basis of $L^{2}(\mathbb{R})$, corresponding to wavelet bases with only one "peak" in frequency. (Equivalently, there is no example of a reasonably smooth function $\phi=\hat{h}^{+}$such that the functions $2^{m / 2} \exp \left(2 \pi i 2^{m} n \xi\right) \phi\left(2^{m} \xi\right)$ are an orthonormal basis of $L^{2}\left(\mathbb{R}_{+}\right)$.) It is believed, without proof so far, that no such basis exists. This seems to be the analogue, for the wavelet situation, of the Balian-Low theorem.

In this paper we construct an explicit bimodal orthonormal basis of the type (1.6), (1.7). Our basis is especially simple because it is again generated by one single function, unlike the bases in [15], [16]. More explicitly, we construct a real function $\phi$ such that with the definitions

$$
\hat{f}_{1}(\xi)=\phi(\xi)
$$

$$
\begin{equation*}
\hat{f}_{2 \ell+\kappa}(\xi)=\frac{1}{\sqrt{2}}\left[\phi(\xi-\ell)+(-1)^{\ell+\kappa} \phi(\xi+\ell)\right] e^{i \pi \kappa \xi}, \quad \ell \in \mathbb{N} \backslash\{0\}, \quad \kappa=0 \text { or } 1, \tag{1.9a}
\end{equation*}
$$

the family

$$
\begin{equation*}
\psi_{m n}(x)=f_{m}(x-n), \quad m \in \mathbb{N} \backslash\{0\}, \quad n \in \mathbb{Z} \tag{1.9b}
\end{equation*}
$$

constitutes an orthonormal basis. Both $\phi$ and its Fourier transform $\hat{\phi}$ have exponential decay. Moreover, $\phi$ can be explicitly constructed as a rapidly converging superposition of Gaussians. All these features should make the basis constructed here especially attractive for the computations in atomic and nuclear physics where the Gabor functions are now used. The price we pay for the simplicity of our Wilson basis is that the near-diagonalization (1.8) of $\xi^{2}$ no longer holds.

This paper is organized as follows. In $\S 2$ we derive necessary and sufficient conditions on $\phi$ for the $\psi_{m n}$, defined by (1.9), to be an orthonormal basis of $L^{2}(\mathbb{R})$. In § 3 we rewrite these conditions in another form, via the Zak transform. In their new form, it is easy to see how to satisfy these conditions. We use this in $\S 4$ to construct an explicit Wilson basis with all the properties mentioned above. It turns out that our construction is related to "tight frames" [23], [7]. We review this concept in §5, and explain how it is linked to the present construction. This leads to an alternate construction method, given in $\S 6$, which is easier to implement numerically. Finally $\S 7$ gives some concluding remarks. In particular, we show how a relabelling of the $\psi_{m n}$ in (1.9) reduces the construction to the formula given in the Abstract.
2. Necessary and sufficient conditions. It suffices to prove that

$$
\begin{equation*}
\left\|\psi_{m n}\right\|=1, \quad m \in \mathbb{N} \backslash\{0\}, \quad n \in \mathbb{Z} \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{m=1}^{\infty} \sum_{n=-\infty}^{\infty}\left\langle g, \psi_{m n}\right\rangle\left\langle\psi_{m n}, h\right\rangle=\langle g, h\rangle \tag{2.2}
\end{equation*}
$$

for all $g, h \in L^{2}(\mathbb{R})$. Indeed, from (2.1) and (2.2) we obtain

$$
\begin{aligned}
1=\left\|\psi_{m^{\prime} n^{\prime}}\right\|^{2} & =\sum_{m, n}\left|\left\langle\psi_{m^{\prime} n^{\prime}}, \psi_{m n}\right\rangle\right|^{2} \\
& =1+\sum_{(m, n) \neq\left(m^{\prime}, n^{\prime}\right)}\left|\left\langle\psi_{m^{\prime} n^{\prime}}, \psi_{m n}\right\rangle\right|^{2},
\end{aligned}
$$

whence $\left\langle\psi_{m n}, \psi_{m^{\prime} n^{\prime}}\right\rangle=\delta_{m m^{\prime}} \delta_{n n^{\prime}}$. It follows that (2.1) and (2.2) imply that $\psi_{m n}$ constitute a total orthonormal set.

We first concentrate on (2.2). Using Parseval's identity and the Poisson summation formula, we find

$$
\sum_{m=1}^{\infty} \sum_{n=-\infty}^{\infty}\left\langle g, \psi_{m n}\right\rangle\left\langle\psi_{m n}, h\right\rangle=\sum_{m=1}^{\infty} \sum_{k=-\infty}^{\infty} \int d \xi \overline{\hat{g}(\xi)} \hat{h}(\xi+k) \hat{f}_{m}(\xi) \overline{\hat{f}_{m}(\xi+k)}
$$

(Note that we use the physicist's convention for the inner product in $L^{2}(\mathbb{R})$, which is linear in the second argument, $\langle\mathrm{g}, h\rangle=\int d x \overline{g(x)} h(x)$.) In order to have (2.2), it is therefore necessary and sufficient that

$$
\begin{equation*}
\sum_{m=1}^{\infty} \hat{f}_{m}(\xi) \overline{\hat{f}_{m}(\xi+k)}=\delta_{k 0} \tag{2.3}
\end{equation*}
$$

Let us write this out in terms of $\phi$. For the time being, we disregard any convergence questions; for the function we will construct all series converge absolutely and uniformly. We also assume $\phi$ to be real.

$$
\begin{align*}
\sum_{m=1}^{\infty} \hat{f}_{m}(\xi) & \overline{\hat{f}_{m}(\xi+k)} \\
= & \phi(\xi) \phi(\xi+k)+\frac{1}{2} \sum_{\ell=1}^{\infty} \sum_{\kappa=0}^{1}\left[\phi(\xi-\ell)+(-1)^{\ell+\kappa} \phi(\xi+\ell)\right] \\
& \cdot\left[\phi\left(\xi \xi \xi \epsilon^{\prime \prime \prime \prime \prime} \ell+k\right)+\left(\frac{\ell+1}{} \mathbf{1}\right) \quad \phi(\xi+\ell+k)^{i}\right]^{\prime k} k  \tag{2.4}\\
= & \phi(\xi) \phi(\xi+k)+\sum_{\ell \in \mathbb{Z}, \ell \neq 0} \phi(\xi+\ell) \phi(\xi+\ell+k) \frac{1}{2}\left(1+(-1)^{k}\right) \\
& \quad+\sum_{\ell \in \mathbb{Z}, \ell \neq 0}(-1)^{\ell} \phi(\xi+\ell) \phi(\xi-\ell+k) \frac{1}{2}\left(1-(-1)^{k}\right)
\end{align*}
$$

If $k$ is even, $k=2 j$, then

$$
(2.4)=\sum_{\ell \in \mathbb{Z}} \phi(\xi+\ell) \phi(\xi+\ell+2 j)
$$

If $k$ is odd, $k=2 j+1$, then

$$
(2.4)=\sum_{\ell \in \mathbb{Z}}(-1)^{\ell} \phi(\xi+\ell) \phi(\xi-\ell+2 j+1)=0
$$

as is easily shown by the change of summation index $\ell^{\prime}=-\ell+2 j+1$. It follows that (2.3) is equivalent to

$$
\begin{equation*}
\sum_{\ell \in \mathbb{Z}} \phi(\xi+\ell) \phi(\xi+\ell+2 j)=\delta_{j 0} \tag{2.5}
\end{equation*}
$$

We now turn to (2.1). It clearly suffices to prove $\left\|\hat{f}_{m}\right\|=1, m \in \mathbb{N} \backslash\{0\}$. For $m=1$ this gives

$$
\int d \xi|\phi(\xi)|^{2}=1
$$

For $m=2 \ell+\sigma, \ell \geqq 1$, we find

$$
\begin{aligned}
\left\|\hat{f}_{m}\right\|^{2} & =\frac{1}{2} \int d \xi\left|\phi(\xi-\ell)+(-1)^{\ell+\sigma} \phi(\xi+\ell)\right|^{2} \\
& =1+(-1)^{\ell+\sigma} \int d \xi \phi(\xi-\ell) \phi(\xi+\ell)
\end{aligned}
$$

It follows that (2.1) is equivalent to

$$
\begin{equation*}
\int d \xi \phi(\xi) \phi(\xi+2 \ell)=\delta_{\ell 0} \tag{2.6}
\end{equation*}
$$

This condition is automatically satisfied if (2.5) holds:

$$
\begin{aligned}
\int_{-\infty}^{\infty} d \xi \phi(\xi) \phi(\xi+2 \ell) & =\sum_{k \in \mathbb{Z}} \int_{0}^{1} d \xi \phi(\xi+k) \phi(\xi+k+2 \ell) \\
& =\int_{0}^{1} d \xi \delta_{\ell 0}=\delta_{\ell 0}
\end{aligned}
$$

We have again assumed that $\phi$ is sufficiently well behaved so that the summation and integration may be commuted in this computation. It is easily checked that it is sufficient that $\phi$ decays faster than $|\xi|^{-1}$ for $|\xi| \rightarrow \infty$. For the examples we will construct, this is no problem. The following proposition summarizes our findings.

Proposition 2.1. Suppose that $\phi$ is a real function on $\mathbb{R}$ satisfying

$$
|\phi(\xi)| \leqq C(1+|\xi|)^{-1-\varepsilon}
$$

for some $C, \varepsilon>0$. Then the functions $\psi_{m n}$ defined by (1.9) constitute an orthonormal basis for $L^{2}(\mathbb{R})$ if and only if

$$
\sum_{\ell \in \mathbb{Z}} \phi(\xi+\ell) \phi(\xi+\ell+2 j)=\delta_{j 0}
$$

We therefore have only one set of conditions, namely (2.5). This condition can be almost trivially satisfied if we choose $\phi$ to be supported in [ $-1,1$ ]. In this case $\phi(\xi) \phi(\xi+2 \ell)=0$ if $\ell \neq 0$, for any $\xi \in \mathbb{R}$. It follows that (2.5) is satisfied if $\sum_{\ell} \phi(\xi+\ell)^{2}=$ 1 . Since this sum is periodic in $\xi$ with period 1 , we only need to check what happens for $0 \leqq \xi \leqq 1$. For $\phi$ supported in [ $-1,1$ ], this means we only need to ascertain that $\phi(\xi)^{2}+\phi(\xi-1)^{2}=1$ for $0 \leqq \xi \leqq 1$. Such $\phi$ are easy to construct: for any function $F$ such that

$$
\begin{aligned}
& F: \mathbb{R} \rightarrow \mathbb{R} \\
& F(x)= \begin{cases}0, & x \leqq 0, \\
1, & x \geqq 1,\end{cases} \\
& 0 \leqq F(x) \leqq 1 \text { for all } x,
\end{aligned}
$$

the function $\phi$ defined by

$$
\phi(\xi)= \begin{cases}\sin \left[\frac{\pi}{2} F(\xi+1)\right], & \xi \leqq 0 \\ \cos \left[\frac{\pi}{2} F(\xi)\right], & \xi \geqq 0\end{cases}
$$

is a function supported in $[-1,1]$ which satisfies (2.5), hence (2.1) and (2.2). If $F$ is $C^{k}$ (where $k$ may be $\infty$ ), then $\phi$ is $C^{k}$. The corresponding $\psi_{m n}$ are $C^{\infty}$-functions; their decay at $\infty$ is regulated by the regularity of $F$. If $F$ is $C^{\infty}$, then the $\psi_{m n}$ have "fast decay," i.e., for all $N \in \mathbb{N}$, there exists $C_{N}$ such that

$$
\left|\psi_{m n}(x)\right| \leqq C_{N}\left(1+|x-n|^{2}\right)^{-N} .
$$

In practice, however, the constants $C_{N}$ turn out to be rather large, so that the numerical localization of the $\psi_{m n}$ is not very good. The examples we construct in $\S 4$, corresponding to noncompactly supported $\phi$, have better effective localization.
3. The Zak transform-rewriting the conditions. Using a unitary transformation, we will rewrite the infinitely many conditions (2.5) (one for every $j$ ) into a different form, reducing them to one single condition which is then easy to satisfy. The unitary map we shall use is the Zak transform. For the purposes of this paper, we define the Zak transform by

$$
\begin{equation*}
\left(U_{Z} g\right)(t, s)=\sqrt{2} \sum_{k \in \mathbb{Z}} e^{2 \pi i t k} g(2(s-k)) . \tag{3.1}
\end{equation*}
$$

This is well defined for functions $g$ with sufficient decay, $|g(x)| \leqq C\left(1+|x|^{2}\right)^{-1 / 2-\varepsilon}$. The two-variable function $G=U_{Z} g$ is periodic in the first and "semi-periodic" in the second variable,

$$
\begin{align*}
& G(t+1, s)=G(t, s) \\
& G(t, s+1)=e^{2 \pi i t} G(t, s) \tag{3.2}
\end{align*}
$$

The set of all functions $G$ of two variables satisfying the periodicity conditions (3.2) can be equipped with the norm

$$
\begin{equation*}
\|G\|^{2}=\int_{0}^{1} d t \int_{0}^{1} d s|G(t, s)|^{2} \tag{3.3}
\end{equation*}
$$

We will denote the closure of this set, under the norm (3.3), by $\mathscr{Z}$. A function $G$ is in $\mathscr{Z}$ if and only if its restriction to $[0,1[\times[0,1[$ is square integrable, and it satisfies the periodicity conditions (3.2) almost everywhere. It follows that $\mathscr{Z}$ is isomorphic with $L^{2}\left([0,1]^{2}\right)$. The functions $E_{m n}(t, s)$, defined by

$$
E_{m n}(t, s)=e^{2 \pi i n t} e^{2 \pi i m s} \quad \text { for } t, s \in[0,1[
$$

extended by (3.2) to all of $\mathbb{R}^{2}$, constitute an orthonormal basis for $\mathscr{Z}$.
The map $U_{Z}$ defined by (3.1) can be extended to a unitary map from $L^{2}(\mathbb{R})$ to $\mathscr{Z}$. This follows from the fact that $U_{Z}$ maps the orthonormal basis $e_{m n}(x)=e^{\pi i m x} \chi(x-2 n)$, where $\chi(x)=2^{-1 / 2}$ if $0 \leqq x<2, \chi(x)=0$ otherwise, to the orthonormal basis $E_{m n}$ of $\mathscr{Z}$, $U_{Z} e_{m n}=E_{m n}$.

The Zak transform has many interesting properties; it derives its name from its systematic study by J. Zak, who introduced it as a tool in solid state physics [24a-c]. It had already been studied sporadically before Zak's work, and it is claimed that even Gauss was already aware of some of its properties. An excellent review of the mathematical properties of $U_{Z}$ and its applications to signal analysis is Janssen's paper [25], which also contains an extensive reference list.

The inverse transform of (3.1) is given by

$$
\begin{equation*}
\left(U_{Z}^{-1} G\right)(x)=\frac{1}{\sqrt{2}} \int_{0}^{1} d t G\left(t, \frac{x}{2}\right) . \tag{3.4}
\end{equation*}
$$

Again this is only well defined for some $G$ in $\mathscr{Z}$ (including all bounded $G$ ), but it can be extended to all of $\mathscr{Z}$.

There exists a relationship between $U_{z} g$ and $U_{z} \hat{g}$. Using the Poisson summation formula, we find

$$
\begin{align*}
\left(U_{z} \hat{g}\right)(t, s) & =\sqrt{2} \sum_{\ell \in \mathbb{Z}} e^{2 \pi i t \ell} \int_{-\infty}^{\infty} d x e^{4 \pi i(s-\ell) x} g(x) \\
& =\frac{1}{\sqrt{2}} e^{2 \pi i s t} \sum_{k \in \mathbb{Z}} e^{-2 \pi i s k} g\left(\frac{t-k}{2}\right)  \tag{3.5a}\\
& =\frac{1}{2} \sum_{j=0}^{3} e^{2 \pi i s(t+j)}\left(U_{Z} g\right)\left(-4 s, \frac{t+j}{4}\right) .
\end{align*}
$$

Similarly,

$$
\begin{equation*}
\left(U_{Z} g\right)(t, s)=\frac{1}{2} \sum_{j=0}^{3} e^{2 \pi i s(t+j)}\left(U_{z} \hat{g}\right)\left(4 s,-\frac{t+j}{4}\right) \tag{3.5b}
\end{equation*}
$$

Let us now apply all this to the problem at hand. We define $\Phi=U_{Z} \phi$, and we rewrite (2.5) in terms of $\Phi$. We have

$$
\begin{align*}
\sum_{\ell \in \mathbb{Z}} \phi(\xi+\ell) \phi(\xi+\ell+2 j)= & \frac{1}{2} \sum_{\ell \in \mathbb{Z}} \int_{0}^{1} d t \int_{0}^{1} d t^{\prime} \Phi\left(t, \frac{\xi+\ell}{2}\right) \Phi\left(t^{\prime}, \frac{\xi+\ell}{2}+j\right) \\
= & \frac{1}{2} \sum_{k \in \mathbb{Z}} \int_{0}^{1} d t \int_{0}^{1} d t^{\prime}\left[\Phi\left(t, \frac{\xi}{2}+k\right) \Phi\left(t^{\prime}, \frac{\xi}{2}+k+j\right)\right. \\
& \left.+\Phi\left(t, \frac{\xi+1}{2}+k\right) \Phi\left(t^{\prime}, \frac{\xi+1}{2}+k+j\right)\right] \\
= & \frac{1}{2} \sum_{k \in \mathbb{Z}} \int_{0}^{1} d t \int_{0}^{1} d t^{\prime} e^{2 \pi i k\left(t+t^{\prime}\right)} d^{2 \pi i j t^{\prime}} \\
& \cdot\left[\Phi\left(t, \frac{\xi}{2}\right) \Phi\left(t^{\prime}, \frac{\xi}{2}\right)+\Phi\left(t, \frac{\xi+1}{2}\right) \Phi\left(t^{\prime}, \frac{\xi+1}{2}\right)\right] \\
= & \frac{1}{2} \int_{0}^{1} d t e^{-2 \pi i j t}\left[\left|\Phi\left(t, \frac{\xi}{2}\right)\right|^{2}+\left|\Phi\left(t, \frac{\xi+1}{2}\right)\right|^{2}\right] . \tag{3.2}
\end{align*}
$$

In the last step we have assumed that $\Phi(\cdot, s)$ is square integrable for all $s$; by the definition (3.1) of the Zak transform we easily check that this is equivalent to the requirement that $\sum_{k}|\phi(2 s-2 k)|^{2}$ be bounded for all $s$, which is certainly true if, as in Proposition 2.1, $\phi$ decays faster than $|\xi|^{-1}$. Note that we have used $\Phi(-t, s)=\overline{\Phi(t, s)}$, which is true for real functions $\phi$. All this proves the following proposition.

Proposition 3.1. Let $\phi$ be as in Proposition 2.1. Then (2.5) is satisfied, i.e.,

$$
\sum_{\ell \in \mathbb{Z}} \phi(\xi+\ell) \phi(\xi+\ell+2 j)=\delta_{j 0}
$$

if and only if the Zak transform $\Phi=U_{Z} \phi$ of $\phi$, as defined by (3.1) satisfies

$$
\begin{equation*}
|\Phi(t, s)|^{2}+\left|\Phi\left(t, s+\frac{1}{2}\right)\right|^{2}=2 \tag{3.6}
\end{equation*}
$$

for almost all $t, s \in[0,1]^{2}$.
4. Constructing solutions. Now that we have reduced the infinitely many conditions (2.5) to the single condition (3.6), we can get down to the business of constructing explicit "nice" $\phi$ satisfying (2.5). Typically, we start with a real function $g$ with exponential decay,

$$
\begin{equation*}
|g(x)| \leqq C e^{-\lambda|x|} \tag{4.1}
\end{equation*}
$$

such that its Fourier transform has exponential decay as well,

$$
\begin{equation*}
|\hat{g}(y)| \leqq C e^{-\mu|y|} . \tag{4.2}
\end{equation*}
$$

Define $G=U_{Z} g ; G$ is well defined and continuous. Since $g$ is real, we have, for all $t, s \in \mathbb{R}$,

$$
\begin{equation*}
G(-t, s)=\overline{G(t, s)} \tag{4.3}
\end{equation*}
$$

Assume that

$$
\begin{equation*}
\inf _{t, s \in[0,1]}\left[|G(t, s)|^{2}+\left|G\left(t, s+\frac{1}{2}\right)\right|^{2}\right]>0 . \tag{4.4}
\end{equation*}
$$

We then define

$$
\begin{equation*}
\phi=U_{Z}^{-1} \Phi \tag{4.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi(t, s)=\sqrt{2} \frac{G(t, s)}{\left[|G(t, s)|^{2}+\left|G\left(t, s+\frac{1}{2}\right)\right|^{2}\right]^{1 / 2}} . \tag{4.6}
\end{equation*}
$$

Then the following theorem holds.
Theorem 4.1. The function $\phi$, defined by (4.5), is a real function, and satisfies (2.5). Furthermore, both $\phi$ and $\hat{\phi}$ have exponential decay.

Proof. 1. It follows from (4.3) and (4.6) that

$$
\Phi(-t, s)=\overline{\Phi(t, s)}
$$

so that, using (3.4) and (3.2),

$$
\begin{aligned}
\overline{\phi(x)} & =\frac{1}{\sqrt{2}} \int_{0}^{1} d t \overline{\Phi\left(t, \frac{x}{2}\right)}=\frac{1}{\sqrt{2}} \int_{0}^{1} d t \Phi\left(-t, \frac{x}{2}\right) \\
& =\frac{1}{\sqrt{2}} \int_{-1}^{0} d t \Phi\left(t, \frac{x}{2}\right)=\frac{1}{\sqrt{2}} \int_{0}^{1} d t \Phi\left(t, \frac{x}{2}\right)=\phi(x) .
\end{aligned}
$$

2. To prove that $\phi$ has exponential decay, we first extend the definition domain of $G$ from $\mathbb{R}^{2}$ to $(\mathbb{R}+i(-\lambda / \pi, \infty)) \times \mathbb{R}$. From (4.1) we see that the series

$$
\begin{equation*}
G(t+i \tau, s)=\sqrt{2} \sum_{\ell \in \mathbb{Z}} e^{2 \pi i(t+i \tau) \ell} g(2(s-l)) \tag{4.7}
\end{equation*}
$$

converges absolutely for $\tau>-\lambda / \pi$. The function $G(z, s)$ is continuous on ( $\mathbb{R}+$ $i(-\lambda / \pi, \infty)) \times \mathbb{R}$, and $G(\cdot, s)$ is analytic on $\mathbb{R}+i(-\lambda / \pi, \infty)$ for every $s \in \mathbb{R}$. Moreover,

$$
\begin{align*}
& G(z, s+1)=e^{2 \pi i z} G(z, s) \\
& G(z+1, s)=G(z, s) \tag{4.8}
\end{align*}
$$

We also define, for $z \in \mathbb{R}+i(-\lambda / \pi, \infty), s \in \mathbb{R}$

$$
\begin{equation*}
\mathscr{G}(z, s)=G(z, s) G(-z, s)+G\left(z, s+\frac{1}{2}\right) G\left(-z, s+\frac{1}{2}\right) \tag{4.9}
\end{equation*}
$$

Then $\mathscr{G}(\cdot, s)$ is analytic on $\mathbb{R}+i(-\lambda / \pi, \infty)$ for every $s \in \mathbb{R}$, and

$$
\begin{equation*}
\mathscr{G}(z+1, s)=\mathscr{G}(z, s)=\mathscr{G}\left(z, s+\frac{1}{2}\right) \tag{4.10}
\end{equation*}
$$

for all $z \in \mathbb{R}+i(-\lambda / \pi, \infty), s \in \mathbb{R}$. Using (4.2), we can show that $G$ is uniformly continuous on $(\mathbb{R}+i[-\lambda / \pi, \infty)) \times[0,1]$; together with (4.10) this implies that $\mathscr{G}$ is uniformly continuous on $(\mathbb{R}+i[-\lambda / \pi, \infty)) \times \mathbb{R}$. On the other hand, the restriction of $\mathscr{G}$ to $\mathbb{R} \times \mathbb{R}$ is real, and bounded below away from zero by (4.4). It follows that there exists $\tilde{\lambda}>0$ so that $|\mathscr{G}|$ is bounded below away from zero on $(\mathbb{R}+i[-\tilde{\lambda}, \tilde{\lambda}]) \times \mathbb{R}$. We can therefore define $\mathscr{G}^{-1 / 2}$ as a uniformly continuous function on $(\mathbb{R}+i[-\tilde{\lambda}, \tilde{\lambda}]) \times \mathbb{R}$; $\mathscr{G}(z, s)^{-1 / 2}$ is analytic in $z \in \mathbb{R}+i(-\tilde{\lambda}, \tilde{\lambda})$ for all $s \in \mathbb{R}$. We can therefore extend (4.6), and define for $z \in \mathbb{R}+i(-\tilde{\lambda}, \tilde{\lambda}), s \in \mathbb{R}$,

$$
\Phi(z, s)=\sqrt{2} \mathscr{G}(z, s)^{-1 / 2} G(z, s) .
$$

By (4.8) and (4.10) this extension satisfies

$$
\begin{align*}
& \Phi(z+1, s)=\Phi(z, s) \\
& \Phi(z, s+1)=e^{2 \pi i z} \Phi(z, s) \tag{4.11}
\end{align*}
$$

We can now use this extension to prove exponential decay of $\phi$. By (4.5) and (3.4)

$$
\phi(x)=\frac{1}{\sqrt{2}} \int_{0}^{1} d t \Phi\left(t, \frac{x}{2}\right) .
$$

Assume that $x \geqq 0$. (We will treat $x \leqq 0$ afterwards.) Using the analyticity of $\Phi$ in $t+i \tau$, we can deform the integration path,

$$
\phi(x)=\frac{1}{\sqrt{2}}\left[\int_{0}^{\Lambda} d \tau \Phi\left(i \tau, \frac{x}{2}\right)+\int_{0}^{1} d t \Phi\left(t+i \Lambda, \frac{x}{2}\right)+\int_{\Lambda}^{0} d \tau \Phi\left(1+i \tau, \frac{x}{2}\right)\right]
$$

where we assume $0<\Lambda<\tilde{\lambda}$. Since $\Phi(1+i \tau, x / 2)=\Phi(i \tau, x / 2)$, the first and third integral cancel out. If $x=2 n+2 x_{1}$, with $x_{1} \in[0,1]$, then, by (4.11),

$$
\begin{aligned}
|\phi(x)| & =\frac{1}{\sqrt{2}}\left|\int_{0}^{1} d t e^{2 \pi i n(t+i \Lambda)} \Phi\left(t+i \Lambda, x_{1}\right)\right| \\
& \leqq \frac{1}{\sqrt{2}} e^{-2 \pi \Lambda n} \sup _{\substack{z \in[0,1]+i[-\tilde{\lambda}, \tilde{\lambda}] \\
s \in[0,1]}}|\Phi(z, s)| \\
& \leqq C^{\prime} e^{-\pi \Lambda x} .
\end{aligned}
$$

For $x \leqq 0$ we use the same argument, but we deform the integration path by going into the $\operatorname{Im} z<0$ half plane. It follows that for all $\Lambda$ such that

$$
\Lambda<\min \left(\frac{\lambda}{\pi}, \inf \{|\tau| ; \mathscr{G}(t+i \tau, s)=0 \text { for some } t, s \in[0,1]\}\right)
$$

there exists a constant $C_{\Lambda}$ such that

$$
\begin{equation*}
|\phi(x)| \leqq C_{\Lambda} e^{-\pi \Lambda|x|} \tag{4.12}
\end{equation*}
$$

3. To prove the exponential decay of $\hat{\phi}$, we use the connection (3.5) between the Zak transforms of a function and of its Fourier transform. Because of (4.2) and (3.5b), arguments similar to those in step 2 above show that $G$ can be extended to a uniformly continuous function on $\mathbb{R} \times(\mathbb{R}+i(\mu / 4 \pi, \infty))$, and that, for every $t \in \mathbb{R}, G(t, s+i \sigma)$ is analytic in $s+i \sigma \in \mathbb{R}+i(\mu / 4 \pi, \infty)$. We can now define, for $t \in \mathbb{R}, w=s+i \sigma \in$ $\mathbb{R}+i(\mu / 4 \pi, \infty)$,

$$
\Gamma(t, w)=G(t, w) G(-t, w)+G\left(t, w+\frac{1}{2}\right) G\left(-t, w+\frac{1}{2}\right)
$$

Again $\Gamma(t, w)$ is analytic, and there exists $\tilde{\mu}>0$ so that $|\Gamma|$ is bounded below away from zero on $\mathbb{R} \times(\mathbb{R}+i[-\tilde{\mu}, \tilde{\mu}])$. It follows that $\Phi$ has an extension to $\mathbb{R} \times(\mathbb{R}+i[-\tilde{\mu}, \tilde{\mu}])$,

$$
\Phi(t, s+i \sigma)=\sqrt{2} G(t, s+i \sigma) \Gamma(t, s+i \sigma)^{-1 / 2}
$$

which is analytic in $s+i \sigma$ for every fixed $t$, and which satisfies

$$
\begin{aligned}
& \Phi(t, w+1)=e^{2 \pi i t} \Phi(t, w) \\
& \Phi(t+1, w)=\Phi(t, w)
\end{aligned}
$$

By (3.4) and (3.5a) we have

$$
\begin{aligned}
\hat{\phi}(y) & =\frac{1}{\sqrt{2}} \int_{0}^{1} d s\left(U_{z} \hat{\phi}\right)\left(s, \frac{y}{2}\right) \\
& =\frac{1}{2 \sqrt{2}} \sum_{j=0}^{3} \int_{0}^{1} d s e^{\pi i y(s+j)} \Phi\left(-2 y, \frac{s+j}{4}\right) .
\end{aligned}
$$

We can now play the same game as before (deform the integral over $s$ into the complex plane, $\cdots$ ). The result is that for all $\Delta$ such that

$$
\Delta<\min \left(\frac{\mu}{\pi}, 4 \inf \{|\sigma| ; \Gamma(t, s+i \sigma)=0 \text { for some } t, s \in[0,1]\}\right)
$$

there exists a constant $\hat{C}_{\Delta}$ such that

$$
\begin{equation*}
|\hat{\phi}(y)| \leqq \hat{C}_{\Delta} e^{-\pi \Delta|y|} . \tag{4.13}
\end{equation*}
$$

4. It remains to show that $\phi$ satisfies (2.5). It is obvious from $|G(t, s+1)|=|G(t, s)|$ and from (4.6) that

$$
\begin{equation*}
|\Phi(t, s)|^{2}+\left|\Phi\left(t, s+\frac{1}{2}\right)\right|^{2}=2 \tag{4.14}
\end{equation*}
$$

for all $t, s \in \mathbb{R}$. Because of the exponential decay of $\phi$ and $\hat{\phi}$, all the manipulations of $\S 3$ are indeed allowed, and (4.14) implies (2.5).

Any function $g$ satisfying (4.1), (4.2), and (4.4) can therefore be used to construct an orthonormal Wilson basis of type (1.9). An explicit example is given by the Gaussian

$$
\begin{equation*}
g(x)=(2 \nu)^{1 / 4} e^{-\nu \pi x^{2}} \tag{4.15}
\end{equation*}
$$

The Zak transform of $g$ is related to one of Jacobi's theta functions,

$$
\begin{align*}
G(t, s) & =\sqrt{2}(2 \nu)^{1 / 4} e^{-4 \nu \pi s^{2}} \sum_{\ell} e^{-4 \nu \pi \ell^{2}} e^{2 \pi \ell(4 \nu s+i t)} \\
& =\sqrt{2}(2 \nu)^{1 / 4} e^{-4 \nu \pi s^{2}} \theta_{3}(t-4 i \nu s \mid 4 i \nu), \tag{4.16}
\end{align*}
$$

with Bateman's notation [26]

$$
\theta_{3}(z \mid \tau)=1+2 \sum_{\ell=1}^{\infty} \cos (2 \pi \ell z) e^{i \pi \tau \ell^{2}}
$$

As defined by (4.16), the function $G$ has only one zero in [ 0,1$]^{2}$, namely in $t=s=\frac{1}{2}$ [26]. Consequently, (4.4) is satisfied. Since $g$ and $\hat{g}(y)=(2 / \nu)^{1 / 4} e^{-\pi y^{2} / \nu}$ obviously have exponential decay, the construction (4.5)-(4.6) does lead to a Wilson basis with exponential phase space localization. For $\nu=0.5$ we find

$$
\begin{aligned}
& \inf \{|\tau| ; \mathscr{G}(t+i \tau, s)=0 \text { for some } t, s \in[0,1]\}=0.5 \\
& \inf \{|\sigma| ; \Gamma(t, s+i \sigma)=0 \text { for some } t, s \in[0,1]\}=0.25 .
\end{aligned}
$$

Consequently, for every $\varepsilon>0$ there exists $C_{\varepsilon}$ such that

$$
\begin{align*}
& |\phi(x)| \leqq C_{\varepsilon} e^{-(\pi-\varepsilon)|x| / 2},  \tag{4.17}\\
& |\hat{\phi}(y)| \leqq C_{\varepsilon} e^{-(\pi-\varepsilon)|x|}
\end{align*}
$$

Remarks. 1. The decay rates in (4.17) can be adjusted by starting with a Gaussian different from (4.15). For $\nu=2^{-1 / 2}$ e.g., we find that the corresponding $\phi$ and $\hat{\phi}$ are bounded by

$$
\begin{align*}
& |\phi(x)| \leqq C_{\varepsilon} \exp (-(\pi-\varepsilon)|x| / \sqrt{2}), \\
& |\hat{\phi}(y)| \leqq C_{\varepsilon} \exp (-(\pi-\varepsilon)|y| / \sqrt{2}) . \tag{4.1.1}
\end{align*}
$$

2. It is easy to show that if $g$ is an even function, then $\phi$ is even as well.
3. In [16] the explanation for the existence and exponential decay of the basis constructed by Wilson in [15] starts from an ansatz different from (1.9): the bimodal functions used as a starting point are of the form

$$
\begin{equation*}
g\left(\xi-\frac{2 m+1}{4}\right)+(-1)^{m} g\left(\xi+\frac{2 m+1}{4}\right) . \tag{4.19}
\end{equation*}
$$

For this ansatz the normalization (2.1) and the "completeness requirement" (2.2) do not reduce to the same condition. The orthonormalization of the functions in (4.19), starting from a "nice" $g$, results therefore in

$$
\hat{f}_{m}(\xi)=\phi_{m}^{1}\left(\xi-\frac{2 m+1}{4}\right)+\phi_{m}^{2}\left(\xi+\frac{2 m+1}{4}\right),
$$

where the $\phi_{m}^{1,2}$ depend on $m$. In the orthonormalization procedure in [16] the "overlap matrix" of the functions (4.19) is used. This overlap matrix also contains the quantity $|G(t, s)|^{2}+\left|G\left(t, s+\frac{1}{2}\right)\right|^{2}$, where $G$ is the Zak transform of $g$ (see Appendix B in [16]; the notation is very different, however). The merit of the present construction, starting from (1.9), is that the orthonormality (2.1) automatically follows once (2.2) is established; moreover, (2.1) $+(2.2)$ are equivalent to the single condition (3.6), which enables us to construct, via (4.5)-(4.6) a single function $\phi$ generating the whole Wilson basis.
5. The link with tight frames. We start by briefly reviewing some material concerning "frames." Frames were introduced by Duffin and Schaeffer [27] in the context of nonharmonic Fourier series; in [23] and [7] special frames, constituted by families of functions of type (1.1), were studied in connection with the windowed Fourier transform. We review here some results from [7].

A family of $g_{m n}$, as defined in (1.1), constitutes a frame if there exist $A>0, B<\infty$ such that, for all $f$ in $L^{2}(\mathbb{R})$,

$$
\begin{equation*}
A\|f\|^{2} \leqq \sum_{m, n}\left|\left\langle g_{m n}, f\right\rangle\right|^{2} \leqq B\|f\|^{2} . \tag{5.1}
\end{equation*}
$$

This condition can also be rewritten as

$$
\begin{equation*}
A \mathrm{Id} \leqq \mathbf{P} \leqq B \mathrm{Id}, \tag{5.2}
\end{equation*}
$$

where $\mathbf{P}$ is the positive operator

$$
\begin{equation*}
\mathbf{P}=\sum_{m, n} P_{m n}, \quad P_{m n} f=\left\langle g_{m n}, f\right\rangle g_{m n} . \tag{5.3}
\end{equation*}
$$

If the $g_{m n}$ constitute a frame, then functions $f \in L^{2}(\mathbb{R})$ can be completely characterized by the family of inner products $\left(\left\langle g_{m n}, f\right\rangle\right)_{m, n \in \mathbb{Z}}$, and there exists a numerically stable inversion procedure to reconstruct $f$ from these inner products,

$$
f=\sum_{m, n}\left\langle g_{m n}, f\right\rangle \tilde{g}_{m n},
$$

with

$$
\begin{aligned}
& \tilde{g}_{m n}(x)=e^{2 \pi i \alpha m n} \tilde{g}(x-\beta n), \\
& \tilde{g}=\mathbf{P}^{-1} g
\end{aligned}
$$

with $\mathbf{P}$ as defined by (5.3). Because of (5.2), $\mathbf{P}$ has a bounded inverse, so that $\tilde{g}$ is well defined. A special case arises when the frame is tight, i.e., when the frame bounds $A$ and $B$ are equal,

$$
\sum_{m, n \in \mathbb{Z}}\left|\left\langle g_{m n}, f\right\rangle\right|^{2}=A\|f\|^{2}
$$

It then follows that

$$
\begin{aligned}
& \mathbf{P}=A \mathrm{Id}, \\
& \tilde{g}=A^{-1} g, \\
& f=A^{-1} \sum_{m, n \in \mathbb{Z}}\left\langle g_{m n}, f\right\rangle g_{m n} .
\end{aligned}
$$

In general, frames are redundant (they contain "too many" vectors, or more precisely, any frame vector lies in the closed linear span of all the others). If the frame is tight, then $A$ indicates how redundant the frame is; for tight frames of type (1.1) we find [7]

$$
\begin{equation*}
A=(\alpha \beta)^{-1}\|g\|^{2} \tag{5.4}
\end{equation*}
$$

A frame of type (1.1) can only be an orthonormal basis if $\alpha \beta=1$ (and if, moreover, $g$ is chosen appropriately), corresponding to $A=1$, or no redundancy. Tight frames with "nice" $g$ exist if and only if $\alpha \beta<1$; see [23] for a construction with compactly supported $g$.

Let us now specialize to the case $\alpha=.5, \beta=1$,

$$
g_{m n}(x)=e^{i m \pi x} g(x-n)
$$

The density of the phase space lattice corresponding to the $g_{m n}$ is then twice as high as for an orthonormal basis. Suppose $g$ is "nice," i.e., both $g$ and $\hat{g}$ have fast decay at $\infty$. Let us investigate under which conditions on $g$ the $g_{m n}$ constitute a frame (respectively, tight frame). Because $(\alpha \beta)^{-1}=2$ is an integer, the Zak transform is a natural tool to study these questions, as observed in [8]. Using (3.1), we find

$$
\begin{aligned}
& \left(U_{Z} g_{m 2 n}\right)(t, s)=e^{-2 \pi i t n} e^{2 \pi i m s} G(t, s), \\
& \left(U_{Z} g_{m 2 n-1}\right)(t, s)=e^{-2 \pi i t n} e^{2 \pi i m s} G\left(t, s+\frac{1}{2}\right)
\end{aligned}
$$

where $G=U_{z} g$. It follows that, for all $h_{1}, h_{2} \in L^{2}(\mathbb{R})$,

$$
\begin{aligned}
\sum_{m, n \in \mathbb{Z}}\left\langle h_{1}, P_{m 2 n} h_{2}\right\rangle= & \sum_{m, n \in \mathbb{Z}}\left\langle h_{1}, g_{m 2 n}\right\rangle\left\langle g_{m 2 n}, h_{2}\right\rangle \\
= & \sum_{m, n \in \mathbb{Z}}\left[\int_{0}^{1} d t \int_{0}^{1} d s U_{Z} h_{1}(t, s) \overline{G(t, s)} e^{2 \pi i t n} e^{-2 \pi i m s}\right]^{*} \\
\cdot & {\left[\int_{0}^{1} d t \int_{0}^{1} d s U_{Z} h_{2}(t, s) \overline{G(t, s)} e^{2 \pi i t n} e^{-2 \pi i m s}\right] } \\
= & \int_{0}^{1} d t \int_{0}^{1} d s \overline{U_{Z} h_{1}(t, s)} U_{Z} h_{2}(t, s)|G(t, s)|^{2} .
\end{aligned}
$$

Consequently, $U_{Z}\left[\sum_{m, n \in \mathbb{Z}} P_{m 2 n}\right] U_{Z}^{-1}$ is multiplication by $|G(t, s)|^{2}$ in $\mathscr{Z}$. Similarly, $U_{Z}\left[\sum_{m, n \in \mathbb{Z}} P_{m 2 n-1}\right] U_{Z}^{-1}$ is multiplication by $\left|G\left(t, s+\frac{1}{2}\right)\right|^{2}$. Consequently, $\mathbf{P}=\sum_{m, n} P_{m n}$ is unitarily equivalent to multiplication by $|G(t, s)|^{2}+\left|G\left(t, s+\frac{1}{2}\right)\right|^{2}$ on $\mathscr{Z}$. It follows that the $g_{m n}$ constitute a frame, or equivalently that $\mathbf{P}$ satisfies (5.2), if and only if

$$
0<A \leqq|G(t, s)|^{2}+\left|G\left(t, s+\frac{1}{2}\right)\right|^{2} \leqq B<\infty
$$

for all $t, s \in[0,1]$. All this is summarized in the following proposition.
Proposition 5.1. The functions $g_{m n}(x)=e^{i m \pi x} g(x-n)$ constitute a frame if and only if the Zak transform $G=U_{z} g$ of $g$, as defined by (3.1), satisfies

$$
A=\inf _{t, s \in[0,1]}\left[|G(t, s)|^{2}+\left|G\left(t, s+\frac{1}{2}\right)\right|^{2}\right]>0
$$

and

$$
B=\sup _{t, s \in[0,1]}\left[|G(t, s)|^{2}+\left|G\left(t, s+\frac{1}{2}\right)\right|^{2}\right]<\infty .
$$

Note that if $|g(x)| \leqq C(1+|x|)^{-1-\varepsilon}$, then $G$ is bounded, and $B$ is automatically finite. There are other procedures than the Zak transform to check whether the $g_{m n}$ constitute a frame [7]. The point of Proposition 5.1 is that any reasonably well-localized $g$ such that the $g_{m n}$ constitute a frame can be used as a starting point in the construction of $\phi$ in §4. Note that the computations above also prove the following proposition.

Proposition 5.2. Let $\phi$ be a real function such that $|\phi(x)| \leqq C(1+|x|)^{-1-\varepsilon}$ and $\int d x|\phi(x)|^{2}=1$. Then the following are equivalent:
(1) The $\psi_{m n}$, as defined by (1.9), constitute an orthonormal basis,
(2) The Zak transform $\Phi=U_{Z} \phi$ of $\phi$ satisfies

$$
|\Phi(t, s)|^{2}+\left|\Phi\left(t, s+\frac{1}{2}\right)\right|^{2}=2
$$

(3) The functions $\phi_{m n}(x)=e^{i m \pi x} \phi(x-n), m, n \in \mathbb{Z}$, constitute a tight frame.

Proof.

$$
(1) \Leftrightarrow(2) \text { is proved in Proposition 5.2. }
$$

Define now $\mathbf{P}(\phi)$ by

$$
\mathbf{P}(\phi) f=\sum_{m, n}\left\langle\phi_{m n}, f\right\rangle \phi_{m n} .
$$

Then, by the computation above,

$$
\begin{equation*}
\mathbf{P}(\phi)=U_{Z}^{-1}\left\{\text { multiplication with }\left[\left|\Phi(t, s)^{2}\right|+\left|\Phi\left(t, s+\frac{1}{2}\right)\right|^{2}\right]\right\} U_{Z} \tag{5.5}
\end{equation*}
$$

If (2) holds, then it follows that $\mathbf{P}(\phi)=2$ Id, i.e.,

$$
\sum_{m, n}\left|\left\langle\phi_{m n}, f\right\rangle\right|^{2}=2\|f\|^{2},
$$

so the $\phi_{m n}$ constitute a tight frame.
On the other hand, if the $\phi_{m n}$ constitute a tight frame, i.e.,

$$
\sum_{m, n}\left|\left\langle\phi_{m n}, f\right\rangle\right|^{2}=A\|f\|^{2},
$$

then $A=2$ by (5.4) $(\alpha=.5, \beta=1$, and $\|g\|=1)$. It follows that $\mathbf{P}(\phi)=2$ Id, which by (5.5) implies (2).

Remark. From this analysis it follows that the construction in $\S 4$ and $\S 6$ below can also be used to generate tight frames with exponential localization in both time and frequency. The construction in $\S 6$ can easily be extended to tight frames with arbitrary redundancy. These tight frames contrast with those constructed in [23], where either $\phi$ or $\hat{\phi}$ had compact support.

Proposition 5.2 leads to the following interpretation of our Wilson bases. Suppose that the $\phi_{m n}$ constitute a tight frame. Since $\alpha \beta=.5$, this tight frame has redundancy 2, i.e., it has "two times as many vectors" as an orthonormal basis. The Wilson basis vectors generated by $\phi$ via (1.9) are given by

$$
\left(\psi_{m n}\right)^{\wedge}(\xi)=e^{2 \pi i n \xi} \hat{f}_{m}(\xi)
$$

or

$$
\begin{align*}
& \left(\psi_{1 n}\right)^{\wedge}(\xi)=e^{2 \pi i n \xi} \phi(\xi)=\phi_{02 n}(\xi),  \tag{5.6a}\\
& \left(\psi_{2 \ell+\kappa n}\right)^{\wedge}(\xi)=\frac{1}{\sqrt{2}} e^{2 \pi i n \xi} e^{i \pi \kappa \xi}\left[\phi(\xi-\ell)+(-1)^{\ell+\kappa} \phi(\xi+\ell)\right] \\
& =\frac{1}{\sqrt{2}}\left(\phi_{\ell 2 n+\kappa}+(-1)^{\ell+\kappa} \phi_{-\ell 2 n+\kappa}\right)(\xi),  \tag{5.6b}\\
& \quad \ell \in \mathbb{N} \backslash\{0\}, \quad \kappa=0 \text { or } 1 .
\end{align*}
$$

Formula (1.9) can therefore be viewed as a procedure eliminating the redundancy factor 2 from the tight frame $\phi_{m n}$ by choosing only the $\phi_{0 n}$ with even $n$, and replacing every pair $\phi_{\ell n}, \phi_{-\ell n}(\ell \neq 0)$ by one judiciously chosen linear combination of these two vectors. It seems a small miracle that the result is an orthonormal basis!

Note that (5.6) can be made even simpler by a relabelling of the $\psi_{m n}$. Denote

$$
\begin{aligned}
& \Psi_{\ell 2 n+\kappa}=\psi_{2 \ell+\kappa n}, \quad \ell \neq 0, \quad \kappa=0 \text { or } 1, \\
& \Psi_{0 n}=\psi_{1 n} .
\end{aligned}
$$

Then (5.6) becomes

$$
\begin{aligned}
& \left(\Psi_{0 n}\right)^{\wedge}=\phi_{02 n}, \\
& \left(\Psi_{\ell n}\right)^{\wedge}=\frac{1}{\sqrt{2}}\left(\phi_{\ell n}+(-1)^{\ell+n} \phi_{-\ell n}\right), \quad \ell \neq 0,
\end{aligned}
$$

making the reduction from the right frame with redundancy 2 to the orthonormal basis even more elegant.
6. The construction revisited. The equivalence between (4.4) and the frame condition (5.1) leads to an alternate construction for the function $\phi$ which is very easy to implement numerically.

Choose $g$ such that (4.1), (4.2), and (4.4) are satisfied. Then, by the argument in § 5,

$$
U_{Z} \mathbf{P} U_{Z}^{-1}=\text { multiplication by }|G(t, s)|^{2}+\left|G\left(t, s+\frac{1}{2}\right)\right|^{2}
$$

consequently,

$$
\begin{aligned}
\phi & =U_{Z}^{-1} \frac{\sqrt{2} G}{\sqrt{|G(t, s)|^{2}+\left|G\left(t, s+\frac{1}{2}\right)\right|^{2}}}=U_{Z}^{-1} U_{Z} \mathbf{P}^{-1 / 2} U_{Z}^{-1} \sqrt{2} G \\
& =\sqrt{2} \mathbf{P}^{-1 / 2} U_{Z}^{-1} G=\sqrt{2} \mathbf{P}^{-1 / 2} g .
\end{aligned}
$$

The operator $\mathbf{P}^{-1 / 2}$ can be written as a convergent series. Since

$$
A \mathrm{Id} \leqq \mathbf{P} \leqq B \mathrm{Id}
$$

for all $A>0, B<\infty$ satisfying

$$
\begin{aligned}
& A \leqq \inf _{t, s \in[0,1]}\left[|G(t, s)|^{2}+\left|G\left(t, s+\frac{1}{2}\right)\right|^{2}\right], \\
& B \geqq \sup _{t, s \in[0,1]}\left[|G(t, s)|^{2}+\left|G\left(t, s+\frac{1}{2}\right)\right|^{2}\right],
\end{aligned}
$$

we have

$$
\begin{align*}
\mathbf{P}^{-1 / 2} & =\left(\frac{2}{A+B}\right)^{1 / 2}\left[\operatorname{Id}-\left(\operatorname{Id}-\frac{2 \mathbf{P}}{A+B}\right)\right]^{-1 / 2} \\
& =\left(\frac{2}{A+B}\right)^{1 / 2} \sum_{k=0}^{\infty} \frac{(2 k)!}{2^{2 k}(k!)^{2}}\left(\operatorname{Id}-\frac{2 \mathbf{P}}{A+B}\right)^{k} \tag{6.1}
\end{align*}
$$

where the series converges because

$$
\left\|\operatorname{Id}-\frac{2 \mathbf{P}}{A+B}\right\| \leqq \frac{B-A}{B+A}<1
$$

This can be used to write $\phi$ as a combination of $g_{m n}$, with coefficients computed recursively. For instance, if $g$ is Gaussian, $g^{\nu}(x)=(2 \nu)^{1 / 4} e^{-\nu \pi x^{2}}$, then we find

$$
\begin{equation*}
\phi(x)=\frac{2}{\sqrt{A_{\nu}+B_{\nu}}} \sum_{m, n \in \mathbb{Z}} a_{m n} g_{m n}^{\nu}(x) \tag{6.2}
\end{equation*}
$$

with

$$
\begin{align*}
& a_{m n}=\sum_{k=0}^{\infty} \frac{(2 k)!}{2^{2 k}(k!)^{2}} b_{m n}^{k}, \\
& b_{m n}^{k}=\left(1-\frac{2}{A_{\nu}+B_{\nu}}\right) b_{m n}^{k-1}-\frac{2}{A_{\nu}+B_{\nu}} \sum_{\left(m^{\prime}, n^{\prime}\right) \neq(m, n)} \omega_{m n, m^{\prime} n^{\prime}} b_{m^{\prime} n^{\prime}}^{k-1}, \tag{6.3}
\end{align*}
$$

where

$$
\begin{aligned}
& \omega_{m n, m^{\prime} n^{\prime}}=\exp \left[i\left(m^{\prime}-m\right)\left(n+n^{\prime}\right) \frac{\pi}{2}-\frac{\nu \pi}{2}\left(n-n^{\prime}\right)^{2}-\frac{\pi}{8 \nu}\left(m-m^{\prime}\right)^{2}\right], \\
& b_{m n}^{0}=\delta_{m 0} \delta_{n 0}
\end{aligned}
$$

While this seems lengthy, it is very easy to program on a computer. The procedure converges at least as fast as a geometric series in $\left(B_{\nu}-A_{\nu}\right) /\left(B_{\nu}+A_{\nu}\right)$. For $\nu=.5$ we find $A_{\nu}=1.670, B_{\nu}=2.361,\left(B_{\nu}-A_{\nu}\right) /\left(B_{\nu}+A_{\nu}\right)=.1712$; for $\nu=2^{-1 / 2}$, we have $A_{\nu}=$ 1.533, $B_{\nu}=2.492,\left(B_{\nu}-A_{\nu}\right) /\left(B_{\nu}+A_{\nu}\right)=.2381$. Figures 1 and 2 give graphs of $\phi$ and $\hat{\phi}$, for $\nu=.5$ and $\nu=2^{-1 / 2}$, respectively.

Remarks. 1. $A$ and $B$ can be computed via the Zak transform:

$$
\begin{aligned}
& A=\inf _{t, s \in[0,1]}\left[\left|\left(U_{Z} g\right)(t, s)\right|^{2}+\left|\left(U_{Z} g\right)\left(t, s+\frac{1}{2}\right)\right|^{2}\right], \\
& B=\sup _{t, s \in[0,1]}\left[\left|\left(U_{Z} g\right)(t, s)\right|^{2}+\left|\left(U_{Z} g\right)\left(t, s+\frac{1}{2}\right)\right|^{2}\right] .
\end{aligned}
$$

In [7] an alternative way of estimating $A$ and $B$ is given, leading to a lower bound for $A$ and an upper bound for $B$, without recourse to the Zak transform. Using the Poisson summation formula, we find

$$
\begin{equation*}
\mathbf{m}(g)-\mathbf{r}(g) \leqq A \leqq B \leqq \mathbf{M}(g)+\mathbf{r}(g), \tag{6.4}
\end{equation*}
$$




Fig. 1. Plots of $\phi$ and $\hat{\phi}$, constructed from $g(x)=e^{-\pi x^{2} / 2}$. For this choice of $g$, we have $\hat{\phi}(y)=\sqrt{2} \phi(2 y)$ ( see (6.6)). To draw these graphs, the recursive computation (6.2), (6.3) was used.
where

$$
\begin{aligned}
& \mathbf{m}(g)=\inf _{x \in[0,1]} \sum_{n}|g(x-n)|^{2}, \\
& \mathbf{M}(g)=\sup _{x \in[0,1]} \sum_{n}|g(x-n)|^{2}, \\
& \mathbf{r}(g)=2 \sum_{k=1}^{\infty}[\beta(2 k) \beta(-2 k)]^{1 / 2}, \\
& \beta(s)=\sup _{x \in[0,1]} \sum_{n}|g(x-n) g(x-n+s)| .
\end{aligned}
$$

Note that the lower bound in (6.4) also gives a sufficient condition ensuring that (4.4) holds, without having to check the Zak transform. In some cases, more efficient bounds can be computed from the Fourier transform $\hat{g}$ of $g$. We obtain [7]

$$
\tilde{\mathbf{m}}(g)-\tilde{\mathbf{r}}(g) \leqq A \leqq B \leqq \tilde{\mathbf{M}}(g)-\tilde{\mathbf{r}}(g)
$$

with

$$
\begin{aligned}
& \tilde{\mathbf{m}}(g)=\inf _{\xi \in[0,1 / 2]} \sum_{n}|\hat{g}(\xi-n / 2)|^{2}, \\
& \tilde{\mathbf{M}}(g)=\sup _{\xi \in[0,1 / 2]} \sum_{n}|\hat{g}(\xi-n / 2)|^{2}, \\
& \tilde{\mathbf{r}}(g)=2 \sum_{k=1}^{\infty}[\tilde{\beta}(k) \tilde{\beta}(-k)]^{1 / 2}, \\
& \tilde{\beta}(s)=\sup _{\xi \in[0,1 / 2]} \sum_{n}|\hat{g}(\xi-n / 2) \hat{g}(\xi-n / 2+s)| .
\end{aligned}
$$




FIG. 2. Plots of $\phi$ and $\hat{\phi}$ constructed from $g(x)=2^{1 / 8} e^{-\pi x^{2} / \sqrt{2}}$. For this choice of $g$, the decay rates of $\phi$ and $\hat{\phi}$ are identical (see (4.18)). We have again used (6.2), (6.3) to campute $\phi ; \hat{\phi}$ is simply obtained by replacing $g_{m n}^{\nu}$ in (6.2) by $\left(g_{m n}^{\nu}\right)^{\wedge}(y)=(-1)^{m n} e^{2 \pi i y n} g^{1 / \nu}(y+(m / 2))$.
2. Let us introduce the notation $F$ for the Fourier transform and $D_{a}$ for the dilations $\left(D_{a} f\right)(x)=|a|^{1 / 2} f(a x)$, and let us write $\mathbf{P}(g), \phi(g)$ to make the dependence of the operator $\mathbf{P}$ and the function $\phi$ on the function $g$ more explicit. Then we easily check that

$$
D_{1 / 2} F \mathbf{P}(g)=\mathbf{P}\left(D_{1 / 2} F g\right) D_{1 / 2} F,
$$

implying

$$
\begin{equation*}
D_{1 / 2} F \phi(g)=\phi\left(D_{1 / 2} F g\right) \tag{6.5}
\end{equation*}
$$

Denoting $\phi\left(g^{\nu}\right)$ by $\phi_{\nu}$, where $g^{\nu}(x)=(2 \nu)^{1 / 4} \exp \left(-\pi \nu x^{2}\right)$, we find therefore

$$
\begin{equation*}
\left(\phi_{\nu}\right)^{\wedge}(y)=\sqrt{2} \phi_{(4 \nu)^{-1}}(2 y) . \tag{6.6}
\end{equation*}
$$

In particular, for $\nu=.5,\left(\phi_{1 / 2}\right)^{\wedge}(y)=\sqrt{2} \phi_{1 / 2}(2 y)$.
7. Conclusion. We have shown how to construct very simple Wilson bases $\psi_{m n}$, generated by a single function $\phi$, via

$$
\psi_{m n}(x)=f_{m}(x-n), \quad n \in \mathbb{Z}, \quad m \in \mathbb{N} \backslash\{0\}
$$

$$
\begin{equation*}
\hat{f}_{1}(\xi)=\phi(\xi) \tag{7.1}
\end{equation*}
$$

$$
\hat{f}_{2 \ell+\kappa}(\xi)=\frac{1}{\sqrt{2}}\left[\phi(\xi-\ell)+(-1)^{\ell+\kappa} \phi(\xi+\ell)\right] e^{i \pi \kappa \xi}, \quad \ell \in \mathbb{N} \backslash\{0\}, \quad \kappa=0 \text { or } 1 .
$$

We have explicitly constructed such bases; in order to obtain exponential decay for both the $\psi_{m n}$ and their Fourier transforms $\hat{\psi}_{m n}$, it suffices to choose a function $g$ such that $g$ and $\hat{g}$ have exponential decay, and such that condition (4.4) is satisfied, or equivalently, such that the $g_{m n}(x)=e^{\pi i m x} g(x-n)$ constitute a frame. (For this it is sufficient that $\mathbf{m}(g)-\mathbf{r}(g)>0$ or $\tilde{\mathbf{m}}(g)-\tilde{\mathbf{r}}(g)>0$-see § 6.) The function $\phi$ can then be constructed from $g$ either via the Zak transform (see §4) or via a recursive algorithm (see § 6).

The functions $f_{m}$ in (7.1) are given by the inverse Fourier transform of $\phi$. If $g$ is real and even, then so is $\phi$, so that its Fourier transform and inverse Fourier transform coincide. We then have

$$
\begin{aligned}
& f_{1}(x)=\hat{\phi}(x), \\
& f_{2 \ell+\kappa}(x)=\frac{1}{\sqrt{2}} \hat{\phi}\left(x+\frac{\kappa}{2}\right) e^{\pi i \ell \kappa}\left[e^{2 \pi i \ell x}+(-1)^{\ell+\kappa} e^{-2 \pi i \ell x}\right] .
\end{aligned}
$$

Using the relabelling

$$
\Psi_{0 n}=\psi_{1 n}, \quad \Psi_{\ell 2 n+\kappa}=\psi_{2 \ell+\kappa n}
$$

we find

$$
\begin{aligned}
& \Psi_{o n_{n}}(x)=\hat{\phi}(x-n), \\
& \Psi_{\ell n}(x)=\sqrt{2} \hat{\phi}\left(x-\frac{n}{2}\right) \begin{cases}\cos (2 \pi \ell x) & \text { if } \ell+n \text { is even, } \\
\sin (2 \pi \ell x) & \text { if } \ell+n \text { is odd. }\end{cases}
\end{aligned}
$$

It follows that the Wilson bases constructed here are very similar to the functions (1.1): the only difference is the alternate use of sines and cosines instead of complex exponentials. This trick is sufficient to beat the no-go Balian-Low theorem.
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# A HYPERBOLIC THEORY FOR THE EVOLUTION OF PLANE CURVES* 
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#### Abstract

A theory is developed for the evolution of plane curves. This theory is based on balance laws for mass and momentum in conjunction with constitutive equations appropriate to a phase interface such as that between a crystal and its melt. The resulting evolution equation is hyperbolic and has solutions with aspects qualitatively reminiscent of the melting-freezing waves observed at the surface of $\mathrm{He}^{4}$ crystals.
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1. Introduction. It is the purpose of this paper to develop a theory for the evolution of plane curves which is based on balance laws for mass and momentum in conjunction with constitutive equations appropriate to a phase interface, and which leads to hyperbolic evolution equations. We have three reasons for presenting such a theory:
(1) The form of the balance laws is not at all obvious, and, in fact, represents an intriguing problem in continuum mechanics whose solution requires a nonstandard conceptual framework.
(2) The parabolic theory for the evolution of plane curves, which in its simplest form is based on the curve-shortening equation ${ }^{1}$

$$
\begin{equation*}
v=\kappa \tag{1.1}
\end{equation*}
$$

(relating the normal velocity $v$ and curvature $\kappa$ ) has been extremely successful, providing geometers with great insight; to our knowledge there is no hyperbolic version of (1.1).
(3) Crystals of helium in their melt exhibit a phenomenon generally not found in other materials: oscillations ${ }^{2}$ of the solid-liquid interface in which atoms of the solid move only when they melt and enter the liquid. Motivated by Andreev and Parshin's [AP] classical discussion of such melting-freezing waves, a continuum model was developed in $[\mathrm{G} 4]^{3}$ for a rigid crystal in an incompressible, ${ }^{4}$ inviscid melt. This model, which we shall refer to as the CM model, leads to a free-boundary problem for the evolution of the interface; coupling between the interface and the melt renders this problem difficult, and it would seem useful to have a simple model in which the motion of the interface is governed by a hyperbolic analog of (1.1).

[^40]Here we develop a theory in which only the interface is endowed with mathematical structure: ${ }^{5}$ we model the inertia of the melt through an "effective" inertia for the interface, with the melt considered only as a source of atoms for the crystallization process; and we characterize this inertia constitutively through the corresponding interfacial mass density. As in the CM model, we restrict our attention to a purely mechanical ${ }^{6}$ theory, and, to avoid the geometric complications that accompany evolving surfaces, to a two-dimensional theory in which the interface evolves as a plane curve.

Because of the presence of an "effective inertia," the balance laws for mass and momentum are not obvious. We derive these laws as a consequence of the requirement that the mechanical energy production-the rate at which the kinetic energy is changing minus the power expended by capillary forces-be invariant under Galilean changes in observer.

Constitutive equations, of the form derived in [G1] as a consequence of thermodynamical arguments, are assumed for the relevant interfacial fields. These equations and the underlying balance laws yield a single equation for the evolution of the interface:

$$
\begin{equation*}
\rho(\theta) v^{\circ}+\beta(\theta) v=\left[\psi(\theta)+\psi^{\prime \prime}(\theta)\right] \kappa-F . \tag{1.2}
\end{equation*}
$$

Here $\psi(\theta), \rho(\theta)$, and $\beta(\theta)$ are the energy, effective density, and kinetic coefficients for the interface; $F$ is a constant which represents the driving force for crystallization; $v^{\circ}$ is the time derivative of $v$ following the interface; and $\theta$ is the angle to the interface-normal m. We assume that

$$
\begin{equation*}
\psi(\theta)+\psi^{\prime \prime}(\theta)>0, \quad \rho(\theta)>0 \tag{1.3}
\end{equation*}
$$

for all values of $\theta$; this ensures that when (1.2) is combined with standard kinematical conditions for the evolution of a plane curve, the resulting partial differential equations are hyperbolic.

Equation (1.2) with $\beta(\theta)=0$, linearized about a flat interface at equilibrium, reduces to the classical wave equation

$$
\begin{equation*}
\rho_{0} h_{t t}=\left(\psi+\psi^{\prime \prime}\right)_{0} h_{x x} \tag{1.4}
\end{equation*}
$$

for the interface expressed as a graph $y=h(x, t)$. This equation exhibits melting-freezing waves; that is, oscillatory solutions of the form

$$
\begin{equation*}
h(x, t)=C e^{i \lambda x} e^{-i \omega t} \tag{1.5}
\end{equation*}
$$

with

$$
\begin{equation*}
\omega^{2}=\frac{\left(\psi+\psi^{\prime \prime}\right)_{0} \lambda^{2}}{\rho_{0}} . \tag{1.6}
\end{equation*}
$$

As noted by Andreev and Parshin [AP] (cf. [G4]), the CM model exhibits meltingfreezing waves of the form (1.5), but there $\omega^{2}$ is proportional ${ }^{7}$ to $\lambda^{3}$, rather than $\lambda^{2}$ as in (1.6). Thus the agreement between the simple model developed here and the more detailed CM model is at most qualitative; because of the simplified modeling of inertia, this is not unexpected.

[^41]For completeness we discuss the form the basic equations take when the interface is an evolving surface in $\mathbb{R}^{3}$. There (1.2) is replaced by

$$
\begin{equation*}
\rho(\mathbf{m}) v^{\circ}+\beta(\mathbf{m}) v=\psi(\mathbf{m}) \kappa+\psi_{m m}(\mathbf{m}) \cdot \mathbf{L}-F, \tag{1.7}
\end{equation*}
$$

where $\mathbf{L}$ is the curvature tensor, $\kappa=\operatorname{tr} \mathbf{L}$ is twice the mean curvature, and $\psi_{m m}(\mathbf{m})$ is the second gradient of $\psi(\mathbf{m})$ on the surface of the unit ball.

We solve the problem (in $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$ ) of radially symmetric crystallization of an isotropic crystal in an infinite melt. If the phase interface is initially at rest, then:
(i) For $F \geqq 0$ the crystal melts completely in finite time.
(ii) For $F<0$ there is a critical radius $R_{\text {crit }}:=(n-1) \psi /|F|$ (in $\left.\mathbb{R}^{n}\right)$ such that a crystal of radius $R(0)<R_{\text {crit }}$ melts in finite time, a crystal of radius $R(0)>R_{\text {crit }}$ grows unboundedly as $t \rightarrow \infty$.

An analogous problem is discussed in [G4] for the CM model in $\mathbb{R}^{3}$. The results are qualitatively the same as those described in (i) and (ii). In fact, if we identify $F$ with the constant $\Psi_{c}+P-\zeta(\Psi+P)$ of the CM model, where $\Psi_{c}$ and $\Psi$ are the crystal and melt energies, $\zeta$ is the ratio of crystal density to melt density, and $P$ is the far-field pressure in the melt, then the critical radii of the two theories coincide. As would be expected, the two theories exhibit quantitative differences: for example, during unbounded growth the radius grows asymptotically as $t^{2}$ within the present theory and as $t$ within the CM model.

Although the CM model does exhibit oscillatory behavior, it is not clear whether or not shocks and other propagating discontinuities are possible. ${ }^{8}$ To the contrary, such phenomena are generated within the present theory. We study the propagation of fronts across which the curvature is discontinuous. We show that, in the presence of anisotropy, fronts whose amplitude is sufficiently large and of the right sign grow to infinity in finite time, strongly suggesting that the interface develops a corner. Guided by other theories ${ }^{9}$ of hyperbolic behavior, this result seems to indicate that there is global existence of classical solutions of (1.2) for initial data that are both sufficiently small and sufficiently smooth, but that smooth solutions corresponding to large data develop singularities in finite time.
2. Crystals. We consider an infinite crystal lattice modeled as a two-dimensional continuum, in fact as $\mathbb{R}^{2}$. A crystal $\mathscr{C}$ is then a compact subset of the lattice with boundary $\partial \mathscr{C}$, a smooth, simple closed curve. $\partial \mathscr{C}$ represents the interface between the crystal and its melt; we write $\mathbf{m}(\mathbf{x})$ for the outward unit normal to $\partial \mathscr{C}$ and define a unit tangent $\ell(\mathbf{x})$ so that $\{\ell(\mathbf{x}), \mathbf{m}(\mathbf{x})\}$ is a positively oriented basis of $\mathbb{R}^{2}$ (cf. Fig. 1). We let $d s$ denote the element of arclength on $\partial \mathscr{C}$ and write $f_{s}$ for the derivative, sometimes partial, of $f$ with respect to arclength on $\partial \mathscr{C}$. (Our convention is that arclength increase in the direction of $\ell$.) We then have the Frenet formulas

$$
\begin{equation*}
\mathbf{m}_{s}=-\kappa \ell, \quad \ell_{s}=\kappa \mathbf{m} \tag{2.1}
\end{equation*}
$$

with $\kappa(\mathbf{x})$ the curvature of $\partial \mathscr{C}$. We define the angle $\theta(\mathbf{x})$, as a smooth function of $\mathbf{x}$, through

$$
\begin{equation*}
\mathbf{m}=(\cos \theta, \sin \theta), \quad \ell=(\sin \theta,-\cos \theta) . \tag{2.2}
\end{equation*}
$$

Our goal is to model situations in which crystals grow or shrink by processes such as solidification and melting. We therefore consider crystals $\mathscr{C}(t)$ that evolve with time

[^42]

Fig. 1. Sign conventions for interfacial motions.
$t$, under the assumption that $\partial \mathscr{C}(t)$ is a smooth evolving curve (in the sense of [AG]). We write $v(\mathbf{x}, t)$ for the normal velocity of $\partial \mathscr{C}(t)$ in the direction $\mathbf{m}(\mathbf{x}, t)$, so that

$$
\begin{equation*}
\mathbf{v}(\mathbf{x}, t)=v(\mathbf{x}, t) \mathbf{m}(\mathbf{x}, t) \tag{2.3}
\end{equation*}
$$

represents the velocity of $\partial \mathscr{C}(t)$. Fix $t$ and $\mathbf{x} \in \partial \mathscr{C}(t)$ and (for $\tau$ sufficiently close to $t$ ) let $\mathbf{y}(\tau)$ denote the curve that passes through $\mathbf{x}$ at time $t$ and has

$$
\mathbf{y}^{\cdot}(\tau)=\mathbf{v}(\mathbf{y}(\tau), \tau)
$$

$\left(\mathbf{y}^{\cdot}(\tau)=d \mathbf{y}(\tau) / d \tau\right.$; we use this notation for functions of time alone). Then the normal time-derivative $\Phi^{\circ}(\mathbf{x}, t)$ (following $\partial \mathscr{C}(t)$ ) of a scalar or vector function $\Phi(\mathbf{x}, t)$ is defined by

$$
\begin{equation*}
\Phi^{\circ}(\mathbf{x}, t)=\left.\frac{d}{d \tau} \Phi(\mathbf{y}(\tau), \tau)\right|_{\tau=t} \tag{2.4}
\end{equation*}
$$

The identities

$$
\begin{align*}
& \theta^{\circ}=\ell^{\circ} \cdot \mathbf{m}=-\mathbf{m}^{\circ} \cdot \boldsymbol{\ell}=v_{s}, \\
& \ell^{\circ}=\mathbf{m} \theta^{\circ}=\mathbf{v}_{s}+\kappa v \ell \tag{2.5}
\end{align*}
$$

are standard. ${ }^{10}$
By an interfacial chunk we mean a smoothly evolving curve $\delta(t)$ with $\delta(t) \subset \partial \mathscr{C}(t)$ at each time $t$; we say that $\delta(t)$ evolves normally if its endpoints $\mathbf{x}_{1}(t)$ and $\mathbf{x}_{2}(t)$ evolve with the normal velocity of the interface:

$$
\begin{equation*}
\mathbf{x}_{1}(t)=\mathbf{v}\left(\mathbf{x}_{1}(t), t\right), \quad \mathbf{x}_{2}(t)=\mathbf{v}\left(\mathbf{x}_{2}(t), t\right) . \tag{2.6}
\end{equation*}
$$

For any function $\Phi(\mathbf{x}, t)$ we write

$$
\begin{equation*}
\int_{\partial \partial(t)} \Phi=\Phi\left(\mathbf{x}_{2}(t), t\right)-\Phi\left(\mathbf{x}_{1}(t), t\right) . \tag{2.7}
\end{equation*}
$$

[^43]We then have the identities ${ }^{11}$

$$
\begin{gather*}
\int_{\partial o(t)} \Phi=\int_{\partial(t)} \Phi_{s} d s  \tag{2.8}\\
\frac{d}{d t} \int_{\partial(t)} \Phi d s=\int_{\partial(t)}\left(\Phi^{\circ}-\Phi \kappa v\right) d s
\end{gather*}
$$

For convenience, we will generally omit the argument $t$ when writing such integrals.

## 3. Interfacial forces. Inertia. Balance laws.

3.1. Basic concepts. We describe the micromechanics of an evolving crystal $\mathscr{C}(t)$ by four functions of $\mathbf{x} \in \partial \mathscr{C}(t)$ and $t$ :

| $\mathbf{C}(\mathbf{x}, t)$ | interfacial stress, |
| :--- | :--- |
| $\mathbf{b}(\mathbf{x}, t)$ | interaction force, |
| $\rho(\mathbf{x}, t)$ | (effective) inertial density, |
| $r(\mathbf{x}, t)$ | mass supply. |

$\mathbf{C}(\mathbf{x}, t)$ represents the force within the interface exerted across $\mathbf{x}$ at time $t$; if we let $\delta^{+}$ and $\sigma^{-}$, respectively, denote right and left neighborhoods of $\mathbf{x}$ in $\partial \mathscr{C}(t)$, then $\mathbf{C}(\mathbf{x}, t)$ is the force exerted on $s^{-}$by $s^{+}$. Concerning the remaining functions, $\mathbf{b}(\mathbf{x}, t)$ represents the net force exerted on the interface by the bulk material of the crystal and the melt; $\rho(\mathbf{x}, t)$ gives the inertial density of the interface; $r(\mathbf{x}, t)$ represents the rate at which mass is supplied to the interface.

We characterize forces by the manner in which they expend power, and inertia by the manner in which it affects kinetic energy. In particular, we assume that $\mathbf{C}(\mathbf{x}, \boldsymbol{t})$ and $\mathbf{b}(\mathbf{x}, t)$ expend power through the velocity ${ }^{12} \mathbf{v}(\mathbf{x}, t)$, and that it is this velocity that is appropriate to the kinetic energy of the interface. Precisely, given any normally evolving interfacial chunk $\delta(t)$,

$$
\begin{equation*}
\frac{1}{2} \int_{0} \rho|\mathbf{v}|^{2} d s \tag{3.1}
\end{equation*}
$$

is the kinetic energy of $\delta(t)$,

$$
\begin{equation*}
\frac{1}{2} \int_{0} r|v|^{2} d s \tag{3.2}
\end{equation*}
$$

is the rate at which kinetic energy is supplied to $\delta(t)$, and

$$
\begin{equation*}
\int_{\partial \delta} \mathbf{C} \cdot \mathbf{v}+\int_{\sigma} \mathbf{b} \cdot \mathbf{v} d s \tag{3.3}
\end{equation*}
$$

is the power expended on $\delta(t)$. We will refer to

$$
\begin{equation*}
\mathscr{E}(J)(t)=\frac{d}{d t}\left\{\frac{1}{2} \int_{0} \rho|\mathbf{v}|^{2} d s\right\}-\frac{1}{2} \int_{\sigma} r|\mathbf{v}|^{2} d s-\int_{\partial o} \mathbf{C} \cdot \mathbf{v}-\int_{0} \mathbf{b} \cdot \mathbf{v} d s \tag{3.4}
\end{equation*}
$$

as the mechanical energy production at time $t$. The first law of thermodynamics requires that this quantity be balanced by the addition of heat and by changes in the internal energy.

[^44]
### 3.2. Invariance under observer changes. Balance laws for interfacial mass and momen-

 tum. A basic assumption of our theory is thatThe mechanical energy production be invariant under Galilean changes in observer;
precisely, we assume that, given any normally evolving interfacial chunk $\jmath(t)$ and any time $t$,

$$
\begin{align*}
\frac{d}{d t}\{ & \left.\frac{1}{2} \int_{0} \rho|\mathbf{v}+\mathbf{c}|^{2} d s\right\}-\frac{1}{2} \int_{0} r|\mathbf{v}+\mathbf{c}|^{2} d s-\int_{\partial \rho} \mathbf{C} \cdot(\mathbf{v}+\mathbf{c})-\int_{0} \mathbf{b} \cdot(\mathbf{v}+\mathbf{c}) d s \\
& =\frac{d}{d t}\left\{\frac{1}{2} \int_{0} \rho|\mathbf{v}|^{2} d s\right\}-\frac{1}{2} \int_{0} r|\mathbf{v}|^{2} d s-\int_{\partial \sigma} \mathbf{C} \cdot \mathbf{v}-\int_{0} \mathbf{b} \cdot \mathbf{v} d s \tag{3.5}
\end{align*}
$$

for any constant vector $\mathbf{c}$. Here $\mathbf{c}$ is the velocity defining an arbitrary observer change, and underlying (3.5) is the tacit assumption that $\rho, \mathbf{C}, r$, and $\mathbf{b}$ be invariant, while $\mathbf{v}$ transform to $\mathbf{v}+\mathbf{c}$.

If we expand the left side of (3.5) in terms of $\mathbf{c}$, we find that

$$
\begin{equation*}
\mathbf{c} \cdot\left\{\frac{d}{d t} \int_{0} \rho \mathbf{v} d s-\int_{0} r \mathbf{v} d s-\int_{\partial o} \mathbf{C}-\int_{0} \mathbf{b} d s\right\}+\frac{1}{2}|\mathbf{c}|^{2}\left\{\frac{d}{d t} \int_{0} \rho d s-\int_{0} r d s\right\}=0 ; \tag{3.6}
\end{equation*}
$$

since $\mathbf{c}$ is arbitrary, this yields balance of mass

$$
\begin{equation*}
\frac{d}{d t} \int_{0} \rho d s=\int_{0} r d s \tag{3.7}
\end{equation*}
$$

and balance of momentum

$$
\begin{equation*}
\frac{d}{d t}\left\{\int_{0} \rho \mathbf{v} d s\right\}-\int_{0} r \mathbf{v} d s=\int_{\partial 0} \mathbf{C}+\int_{0} \mathbf{b} d s \tag{3.8}
\end{equation*}
$$

The relations (3.7) and (3.8) are required to hold for every normally evolving interfacial chunk $\delta(t)$; using (2.8), we have the local balance laws:

$$
\begin{align*}
& \rho^{\circ}-\rho \kappa v=r,  \tag{3.9}\\
& \rho \mathbf{v}^{\circ}=\mathbf{C}_{s}+\mathbf{b} .
\end{align*}
$$

We have taken the normal velocity as the kinematic variable that characterizes the manner in which power is expended: tangential motion does not expend power. As is consistent with a "constraint" of this type, we leave as indeterminate the tangential component of the interaction $\mathbf{b}$, and therefore concern ourselves only with the normal component of the momentum balance law (3.9) $)_{2}$.

Using the local balance laws (3.9) in conjunction with (2.8), we can write the mechanical energy production (3.4) in the simple form

$$
\begin{equation*}
\mathscr{E}(\sigma)(t)=-\int_{\sigma} \mathbf{C} \cdot \mathbf{v}_{s} d s \tag{3.10}
\end{equation*}
$$

For convenience, we decompose the interfacial stress into normal and tangential components:

$$
\begin{equation*}
\mathbf{C}=\sigma \boldsymbol{\ell}+\xi \mathbf{m} \tag{3.11}
\end{equation*}
$$

with $\sigma(\mathbf{x}, t)$ the surface tension (line tension) and $\xi(\mathbf{x}, t)$ the surface shear. Then, writing

$$
\begin{equation*}
b=\mathbf{b} \cdot \mathbf{m} \tag{3.12}
\end{equation*}
$$

for the normal interaction, the normal component of (3.9) ${ }_{1}$ becomes

$$
\begin{equation*}
\rho v^{\circ}=\xi_{s}+\sigma \kappa+b . \tag{3.13}
\end{equation*}
$$

4. Constitutive equations. To state the constitutive equations that form the basis of our theory, we associate, with each evolving crystal, an interfacial energy $\psi$. As constitutive equations we allow the interfacial energy, the interfacial stress, the inertial density, and the normal interaction to depend on the orientation of the interface through a dependence on the angle $\theta$, and we allow the kinetics of the interface to affect the normal interaction through a dependence on the normal velocity ${ }^{13} v$ :

$$
\begin{equation*}
\psi=\psi(\theta), \quad \mathbf{C}=\mathbf{C}(\theta), \quad \rho=\rho(\theta), \quad b=b(\theta, v) . \tag{4.1}
\end{equation*}
$$

We assume that: ${ }^{14}$
(i) $\psi(\theta)$ generates the interfacial stress through the thermodynamic relation ${ }^{15}$

$$
\begin{equation*}
\mathbf{C}(\theta)=\psi(\theta) \ell(\theta)+\psi^{\prime}(\theta) \mathbf{m}(\theta) ; \tag{4.2}
\end{equation*}
$$

(ii) The normal interaction is given by a relation of the form

$$
\begin{equation*}
b(\theta, v)=-F-\beta(\theta) v, \tag{4.3}
\end{equation*}
$$

with $F$ a constant;
(iii) The following inequalities hold:

$$
\begin{equation*}
\rho(\theta), \psi(\theta), \beta(\theta)>0 . \tag{4.4}
\end{equation*}
$$

Trivially, (4.2) implies that $\sigma=\sigma(\theta)$ and $\xi=\xi(\theta)$ with

$$
\begin{equation*}
\sigma(\theta)=\psi(\theta), \quad \xi(\theta)=\psi^{\prime}(\theta) \tag{4.5}
\end{equation*}
$$

Concerning (4.3), the constant $F$ represents a driving force for the crystallization process, while $-\beta(\theta) v$ represents a "drag force" which, by $(4.4)_{3}$, opposes interfacial motion. ${ }^{16}$

A consequence of (3.9) and the constitutive relations (4.2) and (4.3) is the balance law for energy: ${ }^{17}$

$$
\begin{equation*}
\frac{d}{d t}\left\{\int_{\partial \mathscr{C}}\left(\frac{1}{2} \rho|\mathbf{v}|^{2}+\psi\right) d s+F \text { area }(\mathscr{C})\right\}=\frac{1}{2} \int_{\partial \mathscr{C}} r|\mathbf{v}|^{2} d s-\int_{\partial \mathscr{C}} \beta v^{2} d s \tag{4.6}
\end{equation*}
$$

with $\partial \mathscr{C}=\partial \mathscr{C}(t)$. This result allows us to identify the last term as energy dissipated during crystal growth. The derivation of (4.6) is not difficult. First of all we have the standard relation

$$
\begin{equation*}
\frac{d}{d t} \operatorname{area}(\mathscr{C})=\int_{\partial \mathscr{C}} v d s \tag{4.7}
\end{equation*}
$$

as well as the following consequences of (2.5), (4.2), and (4.3):

$$
\begin{align*}
& \mathbf{C} \cdot \mathbf{v}_{s}=\psi^{\prime}(\theta) \theta^{\circ}-\psi(\theta) v \kappa=\psi(\theta)^{\circ}-\psi(\theta) v \kappa,  \tag{4.8}\\
& b v=-F v+\beta(\theta) v^{2} .
\end{align*}
$$

[^45]The relation (4.6) follows from (3.4) and (3.10) with $s=\partial \mathscr{C}$ (so that $\partial s=\varnothing$ ) in conjunction with (2.3), (3.12), (4.7), and (4.8).
5. Partial differential equations. The equations of our theory are balance of mass (3.9) $)_{1}$ and the normal component (3.13) of balance of momentum in conjunction with the constitutive relations (4.2) and (4.3). Balance of mass (3.9) ${ }_{1}$ coupled with $(2.5)_{1}$ yield

$$
\begin{equation*}
\rho^{\prime}(\theta) v_{s}-\rho(\theta) \kappa v=r . \tag{5.1}
\end{equation*}
$$

The melt serves only as a source of atoms for the evolving crystal, ${ }^{18}$ so we may regard (5.1) as defining $r$. On the other hand, (3.13), by virtue of (2.5) $)_{3}$, (4.3), and (4.4), yields the evolution equation

$$
\begin{equation*}
\rho(\theta) v^{\circ}+\beta(\theta) v=\left[\psi(\theta)+\psi^{\prime \prime}(\theta)\right] \kappa-F, \tag{5.2}
\end{equation*}
$$

which forms the basis of our theory. Note that, for an isotropic interface, $\psi, \beta$, and $\rho$ are constants and (5.2) reduces to

$$
\begin{equation*}
\rho^{\circ}+\beta v=\psi \kappa-F \tag{5.3}
\end{equation*}
$$

When the crystallization process takes place in $\mathbb{R}^{3}$, the interface evolves as a surface, rather than as a curve, but apart from notation the theory is identical. Following the notation and terminology of [G1], we write $\nabla_{\text {surf }}$ for the surface gradient, $\mathbf{L}=-\nabla_{\text {surf }} \mathbf{m}$ for the curvature tensor, and $\kappa=\operatorname{tr} \mathbf{L}$ for twice the mean curvature. Then the only essential changes regarding the theory presented thus far are the replacement of $\psi(\theta)$ by $\psi(\mathbf{m}), \beta(\theta)$ by $\beta(\mathbf{m}), \rho(\theta)$ by $\rho(\mathbf{m})$, and (5.2) by

$$
\begin{equation*}
\rho(\mathbf{m}) v^{\circ}+\beta(\mathbf{m}) v=\psi(\mathbf{m}) \kappa+\psi_{m m}(\mathbf{m}) \cdot \mathbf{L}-F, \tag{5.4}
\end{equation*}
$$

where $\psi_{m m}(\mathbf{m})$ is the second gradient of $\psi(\mathbf{m})$ on the surface of the unit ball.
Consider now the general theory in $\mathbb{R}^{2}$ as defined by (5.2). Locally, the interface may be represented as the graph of a function $y=h(x, t)$, provided the $x$ and $y$ axes are chosen appropriately. Consider the choice indicated in Fig. 2 (with orientation such that arclength increase with increasing $x$ ) and let

$$
\begin{equation*}
p=h_{x}, \tag{5.5}
\end{equation*}
$$

where a subscript denotes partial differentiation with respect to the corresponding variable. Then

$$
\begin{equation*}
p \tan \theta=-1 \tag{5.6}
\end{equation*}
$$



Fig. 2. Sign conventions when the interface is a graph $y=h(x, t)$.

[^46]and, considering $v$ as a function $v(x, t)$,
\[

$$
\begin{gather*}
v=h_{t} \sin \theta, \quad \kappa=h_{x x} \sin ^{3} \theta,  \tag{5.7}\\
v^{\circ}=v_{t}+v_{x} v \cos \theta=\sin \theta\left[h_{t t}+2 \sin \theta \cos \theta h_{t} h_{t x}+\left(h_{t} \sin \theta \cos \theta\right)^{2} h_{x x}\right] .
\end{gather*}
$$
\]

Thus, defining

$$
\begin{gather*}
B(\theta)=\beta(\theta) / \rho(\theta), \quad G(\theta)=\left[\psi(\theta)+\psi^{\prime \prime}(\theta)\right] / \rho(\theta),  \tag{5.8}\\
D(\theta)=F /[\rho(\theta) \sin \theta],
\end{gather*}
$$

the evolution equation (5.2) takes the form

$$
\begin{equation*}
h_{t t}+B(\theta) h_{t}+2 \sin \theta \cos \theta h_{t} h_{t x}=\sin ^{2} \theta\left[G(\theta)-\left(h_{t} \cos \theta\right)^{2}\right] h_{x x}-D(\theta) \tag{5.9}
\end{equation*}
$$

with $\theta$ a function of $h_{x}$ through (5.5) and (5.6).
Equation (5.9) is hyperbolic if and only if the discriminant $\Delta$ of the coefficients of its principal part is strictly positive. Since $\Delta=4 \sin ^{2} \theta G(\theta)$, it is clear from (4.4) that (5.9) is hyperbolic if and only if

$$
\begin{equation*}
\psi(\theta)+\psi^{\prime \prime}(\theta)>0 . \tag{5.10}
\end{equation*}
$$

We will assume that (5.10) is satisfied for all angles of interest.
Remark. The inequality (5.10) is essentially a condition of static stability for the interface: it follows from the requirement that straight line-segments locally minimize interfacial energy. ${ }^{19}$ When the inequality (5.10) is reversed the partial differential equation (5.9) is elliptic and yields unstable behavior for standard initial value problems. There is no compelling physical reason to suppose that (5.10) is satisfied; in fact, material scientists often consider energies which violate (5.10) for particular ranges of $\theta$ (cf. Gjostein [G], Cahn and Hoffman [CH]). Since $\psi(\theta)>0$ and is periodic, at worst we can have an equation which is elliptic for some but not all values of $\theta$. Such elliptic intervals can be treated by introducing corners in the evolving crystal (cf. [AG]).

## 6. Some simple solutions.

6.1. Radial solutions for an isotropic crystal. In view of (5.3) and (5.4), isotropic, radially symmetric crystals in $\mathbb{R}^{n}(n=2,3)$ evolve according to

$$
\begin{equation*}
\rho R^{*}(t)+\beta R^{*}(t)+(n-1) \psi R(t)^{-1}=-F, \tag{6.1}
\end{equation*}
$$

with $R(t)$, the radius of the interface. Assuming that $R^{\prime}(0)=0$ and appealing to the phase portrait for (6.1), it is not difficult to verify that:
(i) For $F \geqq 0$, crystals melt completely in finite time;
(ii) For $F<0$, crystals of radius $R(0)<R_{\text {crit }}:=(n-1) \psi /|F|$ melt in finite time, while crystals of radius $R(0)>R_{\text {crit }}$ grow unboundedly as $t \rightarrow \infty$.
These conclusions are true whether or not $\rho=0$ (provided we drop the initial condition $R^{\cdot}(0)=0$ for $\rho=0$ ). Furthermore, for $F<0$ and $R(0)>R_{\text {crit }}, R(t)$ grows (for large $t$ ) as $t$ when $\rho=0$ and as $t^{2}$ when $\rho \neq 0$.
6.2. Small oscillations about a flat interface. Assume that

$$
\begin{equation*}
F=0 . \tag{6.2}
\end{equation*}
$$

Then flat interfaces $(\kappa=0)$ describe equilibrium solutions of the general anisotropic equation (5.2). We now consider interfacial motions which are close to equilibria of this

[^47]form. Precisely, we assume, without loss of generality, that the interface has angle $\theta=\pi / 2$ at equilibrium and consider interfacial motions represented as a graph $y=$ $h(x, t)$ with $h$ and its derivatives "small." In view of (5.6), the angle $\theta(x, t)$, to first order in $h$, is given by
\[

$$
\begin{equation*}
\theta=(\pi / 2)+h_{x} . \tag{6.3}
\end{equation*}
$$

\]

Therefore (5.9) linearized about this equilibrium has the form

$$
\begin{equation*}
h_{t t}+B_{0} h_{t}=G_{0} h_{x x}, \tag{6.4}
\end{equation*}
$$

where the subscript zero signifies that the corresponding quantity is to be evaluated at $\theta=\pi / 2$. Equation (6.4) has the solution

$$
\begin{align*}
& h(x, t)=C e^{i \lambda x} e^{-(i \omega+\zeta) t}, \\
& \omega^{2}=G_{0} \lambda^{2}-\zeta^{2}, \quad \zeta=B_{0} / 2, \tag{6.5}
\end{align*}
$$

which represents damped oscillations of the interface.
6.3. Curvature waves advancing on a flat interface. In continuum mechanics the breakdown of solutions due to the formation of shocks (jumps in velocity) can be discussed qualitatively in terms of the blowup of waves involving jumps in acceleration. ${ }^{20}$ An analogous discussion applies here with corners (jumps in angle) playing the role of shocks and curvature the role of acceleration.

We continue to assume that $F=0$. We consider a front of discontinuous curvature advancing into a flat interface (with $\theta=\pi / 2$ ). Precisely, we consider an interface described by a graph $y=h(x, t)$ and assume that there is a curve $\mathscr{K}$ in the $(x, t)$-plane which has the form $x=\xi(t)$ and is such that:
(W1) $\quad h(x, t)=0$ for $x \geqq \xi(t)$;
(W2) $\quad h$ and its first derivatives are continuous across $\mathscr{K}$, but second and higher derivatives of $h$ suffer possible jump discontinuities across $\mathscr{K}$;
(W3) $\quad[\kappa] \neq 0$.
Here and in what follows, $[g](t)$ denotes the jump in a function $g(x, t)$ across $\mathscr{K}$ :

$$
\begin{equation*}
[g](t)=g(\xi(t)+0, t)-g(\xi(t)-0, t) \tag{6.6}
\end{equation*}
$$

Because of (W3), we will refer to $\mathscr{K}$ as a curvature wave.
Standard kinematical conditions ${ }^{21}$ give

$$
\begin{equation*}
\left[h_{t t}\right]=-c\left[h_{x t}\right]=c^{2}\left[h_{x x}\right], \tag{6.7}
\end{equation*}
$$

where

$$
\begin{equation*}
c=\frac{d \xi}{d t} \tag{6.8}
\end{equation*}
$$

is the velocity of propagation. Furthermore, by (W1) and (W2),

$$
\begin{equation*}
\theta=\pi / 2 \quad \text { and } \quad h_{t}=h_{x}=0 \quad \text { on } \mathscr{K} ; \tag{6.9}
\end{equation*}
$$

hence (5.6) and (5.7) yield

$$
\begin{equation*}
\left[\theta_{t}\right]=\left[h_{x t}\right], \quad[\kappa]=\left[h_{x x}\right] . \tag{6.10}
\end{equation*}
$$

[^48]As before, we write $\phi_{0}$ for a function $\phi(\theta)$ evaluated at $\theta=\pi / 2$. The jump in (5.9) across $\mathscr{K}$ then yields

$$
\begin{equation*}
c^{2}=G_{0}=\left(\psi+\psi^{\prime \prime}\right)_{0} / \rho_{0}, \tag{6.11}
\end{equation*}
$$

and the velocity of propagation is constant.
We define the amplitude of the wave by

$$
\begin{equation*}
a=[\kappa]=\left[h_{x x}\right] ; \tag{6.12}
\end{equation*}
$$

a standard identity ${ }^{22}$ then yields

$$
\begin{equation*}
2 c^{2} \frac{d a}{d t}=\left[h_{t t t}\right]-c\left[h_{x x t}\right] \tag{6.13}
\end{equation*}
$$

Next, we differentiate (5.9) with respect to $t$ and take the jump in the resulting equation; because of (6.9) and (6.10), this yields

$$
\begin{equation*}
\left[h_{t t}\right]+B_{0}\left[h_{t t}\right]=G_{0}\left[h_{x x t}\right]+\left(G^{\prime}\right)_{0}\left[h_{x x}\right]\left[h_{x t}\right] . \tag{6.14}
\end{equation*}
$$

In deriving (6.14), we used the fact that, by (W1), $\left[h_{x x} \theta_{t}\right]=\left[h_{x x}\right]\left[\theta_{t}\right]$. The relations (6.7) and (6.11)-(6.14) yield a nonlinear differential equation for the amplitude

$$
\begin{equation*}
\frac{2 d a}{d t}+B_{0} a+\left[\frac{\left(G^{\prime}\right)_{0}}{c}\right] a^{2}=0 \tag{6.15}
\end{equation*}
$$

For an isotropic crystal, $G(\theta)$ is independent of $\theta$ and $\left(G^{\prime}\right)_{0}=0$. In this case,

$$
\begin{equation*}
a(t)=a(0) e^{-B_{0} t / 2} \tag{6.16}
\end{equation*}
$$

and curvature waves decay.
The results are far more interesting when the crystal is anisotropic. Assume that $\left(G^{\prime}\right)_{0} \neq 0$. Then (6.15) has the explicit solution

$$
a(t)=\frac{a(0)[1-A]}{1-A e^{B_{0} / 2}},
$$

$$
\begin{equation*}
A=1-\frac{\lambda}{a(0)}, \quad \lambda=-\frac{B_{0} c}{\left(G^{\prime}\right)_{0}} . \tag{6.17}
\end{equation*}
$$

An elementary analysis of the solution (6.17) leads to the following conclusions:
(i) $a(0) / \lambda=1$ implies $a(t) \equiv a(0)$;
(ii) $a(0) / \lambda<1$ implies $a(t) \rightarrow 0$ monotonically as $t \rightarrow \infty$,
(iii) $a(0) / \lambda>1$ implies $a(t) \rightarrow \infty$ in the finite time

$$
\begin{equation*}
t_{\infty}=-2(\ln A) / B_{0} \tag{6.18}
\end{equation*}
$$

The result (iii) asserts that if initially the jump in curvature is sufficiently large and of the right sign, then this jump becomes infinite in finite time, strongly suggesting that the interface develops a corner: $[\theta] \neq 0$. The number $\lambda$ represents a critical amplitude: $a(t)$ grows without bound or decays to zero according as $a(0) / \lambda>1$ or $a(0) / \lambda<1$. This critical amplitude captures the competing effects of anisotropy and dissipation: anisotropy, measured by $\left(G^{\prime}\right)_{0}$, promotes blowup; dissipation, measured by $B_{0}$, promotes decay.

[^49]
## REFERENCES

[AG] S. Angenent and M. E. Gurtin, Multiphase thermomechanics with interfacial structure. 2. Evolution of an isothermal interface, Arch. Rational Mech. Anal., to appear.
[AP] A. F. Andreev and A. Y. Parshin, Equilibrium shape and oscillations of the surface of quantum crystals, Soviet Phys. JETP, 48 (1978), pp. 763-766.
[B] K. A. Brakke, The Motion of a Surface by Its Mean Curvature, Princeton University Press, Princeton, NJ, 1978.
[BG] E. Ben-Jacob, N. Goldenfeld, J. S. Langer, and G. Schon, String models of interfacial pattern formation, Phys. D, 12 (1984), pp. 245-252.
[BK] R. Brower, D. Kessler, J. Koplik, and H. Levine, Simple models of interface growth, Phys. D, 12 (1984), pp. 241-244.
[CG] B. D. Coleman and M. E. Gurtin, Waves in materials with memory. 2. On the growth and decay of one-dimensional acceleration waves, Arch. Rational Mech. Anal., 19 (1965), pp. 239-265.
[CH] J. W. Cahn and D. W. Hoffman, A vector thermodynamics for anisotropic surfaces. 2. Curved and faceted surfaces, Acta Metall. 22 (1974), pp. 1205-1214.
[F] I. Fonseca, Interfacial energy and the Maxwell rule, Report 88-18, Department of Mathematics, Carnegie Mellon University, Pittsburgh, PA, 1988.
[Fr] F. C. Frank, The geometrical thermodynamics of surfaces, in Metal Surfaces: Structure, Energetics, and Kinetics, Amer. Soc. Metals, Metals Park, OH, 1963.
[G] N. A. Giostein, Adsorption and surface energy. 2. Thermal faceting from minimization of surface energy, Acta Metall., 11 (1963), pp. 969-978.
[Gr] M. A. Grayson, The heat equation shrinks embedded plane curves to points, J. Differential Geom., 26 (1987), pp. 285-314.
[GH] M. Gage and R. S. Hamilton, The heat equation shrinking convex plane curves, J. Differential Geom., 23 (1986), pp. 69-96.
[G1] M. E. Gurtin, Multiphase thermomechanics with interfacial structure. 1. Heat conduction and the capillary balance law, Arch. Rational Mech. Anal., 104 (1988), pp. 195-221.
[G2] -, On the two-phase Stefan problem with interfacial energy and entropy, Arch. Rational Mech. Anal., 96 (1986), pp. 199-241.
[G3] -, Toward a nonequilibrium thermodynamics of two phase materials, Arch. Rational Mech. Anal., 100 (1988), pp. 1275-1312.
[G4] -, A mechanical theory for crystallization of a rigid solid in a liquid melt: melting-freezing waves, Arch. Rational Mech. Anal., 110 (1990), pp. 287-312.
[GS] M. E. Gurtin and A. Struthers, Multiphase thermomechanics with interfacial structure. 3, Arch. Rational Mech. Anal., to appear.
[H] C. Herring, Some theorems on the free energies of crystal surfaces, Phys. Rev., 82 (1951), pp. 87-93.
[KPB] K. O. Keshishev, A. Y. Parshin, and A. V. Babkin, Experimental detection of crystallization waves in $\mathrm{He}^{4}$, JETP Lett., 30 (1979), pp. 56-59.
[MA] H. J. Maris and A. F. Andreev, The surface of crystalline helium 4, Phys. Today (Feb. 1987), pp. 25-30.
[RHN] M. Renardy, W. J. Hrusa, and J. A. Nohel, Mathematical Problems in Viscoelasticity, John Wiley, New York, 1987.
[R] R. C. Rogers, Notes on a linear model of mechanical phase transitions, preprint.
[T] J. E. TAylor, Crystalline variational problems, Bull. Amer. Math. Soc., 84 (1978), pp. 568-588.

# BLOWUP ASYMPTOTICS FOR THE REACTIVE-EULER GAS MODEL* 
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#### Abstract

This paper is concerned with a semilinear hyperbolic system modeling the behavior of a reactive gas. Because of the presence of a nonlinear reaction term, solutions become unbounded within finite time; generically, the blowup occurs at a single point. As the explosion time is approached, a precise description of the asymptotic profile of a solution is obtained by the use of a rescaled set of coordinates. Relying on a topological argument, we prove that the rescaled solution has a nontrivial, nonsingular limit, whose analytical expression depends on a finite set of parameters, determined by the initial conditions.
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1. Introduction. A semilinear hyperbolic system of the form

$$
\left\{\begin{array}{l}
\vartheta_{t}-a P_{t}=b e^{\vartheta}  \tag{1.1}\\
v_{t}+c P_{x}=0 \\
v_{x}+d P_{t}=b e^{\vartheta}
\end{array}\right.
$$

was first derived in [4] and, independently, in [9] as a model for the behavior of a reactive gas where viscous and diffusive effects are sufficiently weak. See also [3], [11] for a unified treatment. Here the variables $P, v$, and $\vartheta$ denote the perturbations from a spatially uniform equilibrium state of pressure, velocity, and temperature, respectively, while $a, b, c, d$ are positive constants. We first study the system (1.1) in the bounded domain $I=[-1,1]$, with initial and boundary conditions

$$
\begin{gather*}
P(0, x)=\bar{P}(x), \quad v(0, x)=\bar{v}(x), \quad \vartheta(0, x)=\bar{\vartheta}(x),  \tag{1.2}\\
v(t, 1)=v(t,-1)=0 . \tag{1.3}
\end{gather*}
$$

Here $\bar{P}, \bar{v}, \bar{\vartheta}$ are continuous functions on $I$, with $\bar{v}(1)=\bar{v}(-1)=0$. The presence in (1.1) of a reaction term which grows exponentially with the temperature allows solutions to become unbounded within finite time. Our main concern is the location of the blowup and the description of the profile of a solution as the explosion time is approached. In $\S 3$ we prove that a generic solution of (1.1)-(1.3) blows up at a single point. In $\S 4$, assuming that the initial conditions are smooth and that the initial temperature has a sufficiently large and "well-focused" maximum (in a sense to be specified later), we determine the asymptotic profile of a solution close to the blowup point. A topological argument [8, p. 278] combined with standard comparison techniques shows that, in a suitable set of rescaled coordinates, the solution has a nontrivial nonsingular limit. This asymptotic limit depends on finitely many parameters, determined by the initial conditions. For a single parabolic equation, a similar rescaling of coordinates was studied in [7] and later in [2] for an exponential nonlinearity. The present paper supplies a rigorous proof to the formal computations

[^50]on the reactive-Euler model which appeared in [6], [10], relative to the case where the blowup occurs in the interior of the domain $I$. If the blowup point lies on the boundary of $I$, the variable rescaling and the consequent mathematical analysis will be different [10].
2. Preliminaries. The change of variables
\[

\left\{$$
\begin{array}{l}
z_{1}=\vartheta-a P  \tag{2.1}\\
z_{2}=\frac{a}{2}\left[P+(c d)^{-1 / 2} v\right] \\
z_{3}=\frac{a}{2}\left[P-(c d)^{-1 / 2} v\right]
\end{array}
$$\right.
\]

transforms (1.1), (1.3) into the system

$$
\left\{\begin{array}{l}
z_{1, t}=A e^{z_{1}+z_{2}+z_{3}}  \tag{2.2}\\
z_{2, t}+\lambda z_{2, x}=B e^{z_{1}+z_{2}+z_{3}} \\
z_{3, t}-\lambda z_{3, x}=B e^{z_{1}+z_{2}+z_{3}}
\end{array}\right.
$$

with boundary conditions

$$
\begin{equation*}
z_{2}(t, 1)=z_{3}(t, 1), \quad z_{2}(t,-1)=z_{3}(t,-1) . \tag{2.3}
\end{equation*}
$$

Here $A=b, B=a b / 2 d, \lambda=(c / d)^{1 / 2}$. Call $E \subset \mathcal{C}\left(I, \mathbb{R}^{3}\right)$ the Banach space of all continuous functions $z=\left(z_{1}, z_{2}, z_{3}\right)$ from $[-1,1]$ into $\mathbb{R}^{3}$ which satisfy

$$
z_{2}(1)=z_{3}(1), \quad z_{2}(-1)=z_{3}(-1),
$$

with the usual norm

$$
\|z\|=\max \left\{\left|z_{i}(x)\right| ;|x| \leq 1, i=1,2,3\right\} .
$$

For a given set of initial conditions

$$
\begin{equation*}
z_{i}(0, x)=\bar{z}_{i}(x), \tag{2.4}
\end{equation*}
$$

with $\bar{z} \in E$, it is well known [5], [12] that the system (2.2), (2.3) has a unique forward solution $z$ defined on some maximal interval $[0, T)$. Using the semigroup notation, we write $S^{t}(\bar{z})=z(t, \cdot) \in E$ for the value of this solution at time $t$. Observe that either $T=+\infty$ or $\left\|S^{t}(\bar{z})\right\| \rightarrow \infty$ as $t \rightarrow T^{-}$. In this second case, we call $T=T(\bar{z})$ the blowup time for the initial conditions (2.4). A point $\bar{x} \in[-1,1]$ is a blowup point if there exist sequences $x_{n} \rightarrow \bar{x}, t_{n} \rightarrow T$ - such that $\left|z\left(t_{n}, x_{n}\right)\right| \rightarrow+\infty$. The set of blowup points, given the initial data $z(0, \cdot)=\bar{z}(x)$, is denoted by $\mathcal{B} \ell(\bar{z})$. On the space $E$, define the ordering

$$
u \preceq v \quad \text { iff } \quad u_{i}(x) \leq v_{i}(x) \quad \forall x \in I, \quad i=1,2,3 .
$$

By a standard comparison theorem, if $u \preceq v$, then $S^{t}(u) \preceq S^{t}(v)$ for all $t \geq 0$ at which both are defined. In particular, $u \preceq v$ implies $T(u) \geq T(v)$.

In a metric space $Y, B(y, \delta)$ denotes the open ball centered at $y$ with radius $\delta$. We recall that a set-valued map $F$ is upper semicontinuous [1, p. 66] if, for all $\bar{z}$ and $\varepsilon>0$, there exists $\delta>0$ such that

$$
z \in B(\bar{z}, \delta) \Longrightarrow F(z) \subseteq B(F(\bar{z}), \varepsilon)
$$

Here $B(F(\bar{z}), \varepsilon)$ denotes the neighborhood of radius $\varepsilon$ around the set $F(\bar{z})$. If $Y$ is a complete metric space, a subset $R \subseteq Y$ is residual in $Y$ (i.e., of second category) if and only if its complement $Y \backslash R$ lies in the union of countably many closed nowhere dense sets. A property $\mathcal{P}$ for the elements of $Y$ is generic if it holds true for all $y$ in a residual subset of $Y$. In the next section we prove that the property " $\mathcal{B} \ell(\bar{z})$ is a singleton" is generic in the space $E$. This is a mathematically precise way of expressing the fact that for "most" initial conditions $\bar{z} \in E$ the corresponding solution of (2.2) (2.4) blows up at a single point. All of our results will be stated for the system (2.2), which is more tractable than (1.1). Performing the change of variables inverse of (2.1), analogous results for the original system (1.1) can be easily obtained.
3. Properties of the blowup set. As a preliminary, observe that for every initial condition $\bar{z} \in E$ the solution $z$ of (2.2), (2.3) blows up in finite time. Indeed, following [3] define

$$
\begin{align*}
& c^{+}=\max \{A, B\}, \quad c^{-}=\min \{A, B\}  \tag{3.1}\\
& m^{+}=\max \left\{\bar{z}_{i}(x) ; \quad x \in I, \quad i=1,2,3\right\}  \tag{3.2}\\
& m^{-}=\min \left\{\bar{z}_{i}(x) ; \quad x \in I, \quad i=1,2,3\right\}
\end{align*}
$$

Comparing the components of $z$ with the solutions of the scalar Cauchy problems

$$
\begin{equation*}
y^{\prime}=c^{ \pm} e^{3 y}, \quad y(0)=m^{ \pm} \tag{3.3}
\end{equation*}
$$

we deduce

$$
\begin{equation*}
-\frac{1}{3} \ln \left[e^{-3 m^{-}}-3 c^{-} t\right] \leq z_{i}(t, x) \leq-\frac{1}{3} \ln \left[e^{-3 m^{+}}-3 c^{+} t\right] \tag{3.4}
\end{equation*}
$$

for $t>0, x \in I, i=1,2,3$. Hence the solution $z$ blows up at some time $T=T(\bar{z})$ with

$$
\begin{equation*}
\left(3 c^{+} e^{3 m^{+}}\right)^{-1} \leq T(\bar{z}) \leq\left(3 c^{-} e^{3 m^{-}}\right)^{-1} \tag{3.5}
\end{equation*}
$$

Observe, however, that all solutions can be extended backwards for all times $t \in$ ( $-\infty, 0$ ]. Indeed, another simple comparison argument yields

$$
m^{-}+c^{+} e^{3 m^{+}} t \leq z_{i}(t, x) \leq m^{+} \quad \forall t \leq 0
$$

In this section we study the dependence of the blowup time and of the blowup set on the initial data and prove that, generically, solutions blow up at a single point.

Proposition 3.1. The map $\bar{z} \rightarrow T(\bar{z})$ is continuous on $E$.
Proof. Fix $\bar{z} \in E$. If $\tau<T(\bar{z})$, then $\left\|S^{\tau}(\bar{z})\right\|<\infty$ and $S^{-\tau}$ provides a homeomorphism of a bounded neighborhood $V$ of $S^{\tau}(\bar{z})$ onto a neighborhood $U$ of $\bar{z}$. This implies $T(\bar{u})>\tau$ for all $\bar{u} \in U$, hence

$$
\begin{equation*}
\liminf _{\bar{u} \rightarrow \bar{z}} T(\bar{u}) \geq T(\bar{z}) \tag{3.6}
\end{equation*}
$$

To prove the converse inequality, fix $\varepsilon>0$ and call $z=z(t, x), v=v(t, x)$ the solutions of (2.2), (2.3) with initial conditions $\bar{z}, \bar{v}$, respectively. For all $t, x$ we have

$$
\begin{equation*}
v_{i}(t, x) \geq \min \left\{\bar{v}_{i}(x) ; \quad|x| \leq 1, i=1,2,3\right\} \tag{3.7}
\end{equation*}
$$

Define $m^{-}$as in (3.2) and choose $\tau<T(\bar{z})$ and $K$ large enough so that

$$
\begin{gather*}
e^{1-K} e^{2-2 m^{-}}<\varepsilon c^{-}  \tag{3.8}\\
\max \left\{z_{i}(\tau, x) ; \quad|x| \leq 1, i=1,2,3\right\}>K \tag{3.9}
\end{gather*}
$$

As before, $S^{-\tau}$ provides a homeomorphism between a neighborhood $V$ of $S^{\tau}(\bar{z})$ and a neighborhood $U$ of $\bar{z}$. By possibly shrinking $U$ and $V$, it is not restrictive to assume that

$$
\begin{equation*}
\|\bar{v}-\bar{z}\|<1, \quad\left\|S^{\tau}(\bar{v})-S^{\tau}(\bar{z})\right\|<1 \quad \forall \bar{v} \in U \tag{3.10}
\end{equation*}
$$

From (3.9), (3.10) we deduce

$$
\begin{equation*}
\max \left\{v_{i}(\tau, x) ; \quad|x| \leq 1, i=1,2,3\right\}>K-1 \quad \forall \bar{v} \in U . \tag{3.11}
\end{equation*}
$$

Assume that this maximum is $v_{j}(\tau, \bar{x})$. Integrating the $j$ th equation in (2.2) along the $j$ th characteristic line through ( $\tau, \bar{x}$ ) and estimating the other components $v_{i}, i \neq j$ by $v_{i}(t, x) \geq m^{-}-1$ we obtain

$$
\begin{equation*}
\frac{d}{d t} v_{j}\left(\tau+t, \bar{x}+\lambda_{j} t\right) \geq c^{-} e^{2 m^{-}-2+v_{j}} \tag{3.12}
\end{equation*}
$$

Here $\lambda_{1}=0, \lambda_{2}=\lambda, \lambda_{3}=-\lambda$. If $j=2,3$, the corresponding characteristic may hit the boundary of $[-1,1]$. In such cases, the estimate can be continued along the reflected characteristic, through the same boundary point. A comparison with the solution of the Cauchy problem

$$
y^{\prime}=c^{-} e^{2 m^{-}-2+y}, \quad y(0)=K-1
$$

yields the estimate

$$
\begin{equation*}
v_{j}\left(\tau+t, \bar{x}+\lambda_{j} t\right) \geq-\ln \left[e^{1-K}-c^{-} e^{2 m^{-}-2} t\right] \tag{3.13}
\end{equation*}
$$

By (3.13), (3.8), every solution $v$ with initial data $\bar{v} \in U$ blows up within time $\tau+\varepsilon$. This implies

$$
\limsup _{\bar{v} \rightarrow \bar{z}} T(\bar{v}) \leq T(\bar{z}),
$$

completing the proof.
Proposition 3.2. The map $\bar{z} \rightarrow \mathcal{B} \ell(\bar{z})$ is upper semicontinuous, compact valued, from $E$ into $[-1,1]$.

Proof. It is clear that each set $\mathcal{B} \ell(\bar{z})$ is closed, hence compact. The upper semicontinuity of the map $\mathcal{B} \ell$ will be established by proving that for each $\bar{z} \in E$ and each $\bar{x} \notin \mathcal{B} \ell(\bar{z})$ there exists $\varepsilon>0$ and a neighborhood $U$ of $\bar{z}$ such that

$$
\begin{equation*}
[\bar{x}-\varepsilon, \bar{x}+\varepsilon] \cap \mathcal{B} \ell(\bar{v})=\phi \quad \forall \bar{v} \in U . \tag{3.14}
\end{equation*}
$$

Let $\bar{z}, \bar{x}$ be given. Since $\bar{x} \notin \mathcal{B} \ell(\bar{z})$, there exists $\delta>0$ and $L$ such that the solution $z=z(t, x)$ of (2.2) - (2.4) satisfies

$$
\begin{equation*}
z_{i}(t, x)<L-1 \quad \forall i=1,2,3, \quad|x-\bar{x}| \leq \delta, \quad 0 \leq t<T(\bar{z}) . \tag{3.15}
\end{equation*}
$$

Set $\varepsilon=\min \left\{e^{-3 L} / 7 c^{+}, \delta / 3 \lambda\right\}$, with $c^{+}$as in (3.1), and define $\tau=T(\bar{z})-\varepsilon$. Then $S^{-\tau}$ provides a homeomorphism from a neighborhood $V$ of $S^{\tau}(\bar{z})$ onto a neighborhood $U$ of $\bar{z}$. By possibly shrinking $U$ and $V$, in view of (3.15) and of Proposition 3.1, we can assume that

$$
\begin{equation*}
v_{i}(\tau, x)<L \quad \forall i=1,2,3, \quad|x-\bar{x}| \leq \delta \tag{3.16}
\end{equation*}
$$

for all solutions $v$ with initial conditions $\bar{v} \in U$, and that

$$
\begin{equation*}
T(\bar{v})<T(\bar{z})+\varepsilon \quad \forall \bar{v} \in U \tag{3.17}
\end{equation*}
$$

Comparing the values of $v_{i}$ with the solution of the Cauchy problem

$$
\begin{equation*}
y^{\prime}=c^{+} e^{3 y}, \quad y(\tau)=L \tag{3.18}
\end{equation*}
$$

from (3.16) it follows that

$$
\begin{equation*}
v_{i}(t, x) \leq-\frac{1}{3} \ln \left(3 c^{+}(\tau-t)+e^{-3 L}\right) \tag{3.19}
\end{equation*}
$$

for $t \in[\tau, T(\bar{v})],|x-\bar{x}| \leq \delta-\lambda(t-\tau)$. Since $T(\bar{v})<\tau+2 \varepsilon,(3.19)$ and the choice of $\varepsilon$ imply that, for every initial condition $\bar{v} \in U$, the corresponding blowup set does not contain the interval $[\bar{x}-\varepsilon, \bar{x}+\varepsilon$ ].

Theorem 3.3. The set $E^{*}$ of all $\bar{z} \in E$ such that $\mathcal{B} \ell(\bar{z})$ consists of a single point is residual in $E$.

Proof. For every integer $m \geq 1$ define the set

$$
A_{m}=\left\{\bar{z} \in E, \quad \operatorname{diam} \mathcal{B} \ell(\bar{z}) \geq m^{-1}\right\}
$$

where $\operatorname{diam} V=\sup \{|x-y| ; x, y \in V\}$ denotes the diameter of the set $V$. Clearly $E^{*}=E \backslash \bigcup_{m \geq 1} A_{m}$. It thus suffices to show that each $A_{m}$ is closed and nowhere dense.

To see that $A_{m}$ is closed, assume $v_{n} \in A_{m}$ for all $n \geq 1, v_{n} \rightarrow u$. Let $x_{n}, y_{n} \in$ $\mathcal{B} \ell\left(v_{n}\right)$ with $\left|x_{n}-y_{n}\right| \geq m^{-1}$. Choosing a suitable subsequence, we can assume that $x_{n^{\prime}} \rightarrow \bar{x}, y_{n^{\prime}} \rightarrow \bar{y}$. By Proposition 3.2, $\bar{x}, \bar{y} \in \mathcal{B} \ell(u)$, hence $\operatorname{diam} \mathcal{B} \ell(u) \geq|\bar{x}-\bar{y}| \geq m^{-1}$ and $u \in A_{m}$.

It remains to prove that the complement $A_{m}^{c}$ of $A_{m}$ is everywhere dense. Fix $u \in E$ and let $\bar{x} \in \mathcal{B} \ell(u)$. Define $\varepsilon=1 / 9 m, \delta=\varepsilon / \lambda$. Let $\varphi:[-1,1] \rightarrow[0,1]$ be a continuous function such that $\varphi(x)=1$ if $|x-\bar{x}| \leq 2 \varepsilon, \varphi(x)=0$ if $|x-\bar{x}| \geq 3 \varepsilon$. For each $n \geq 1$ define the functions $v_{n}=\left(v_{n 1}, v_{n 2}, v_{n 3}\right)$ and $\bar{w}_{n}$ by setting

$$
v_{n i}(x)=u_{i}(T(u)-\delta, x)+n^{-1} \varphi(x), \quad \bar{w}_{n}=S^{-T(u)+\delta}\left(v_{n}\right)
$$

Clearly $v_{n} \rightarrow S^{T(u)-\delta}(u)$ and $\bar{w}_{n} \rightarrow u$ as $n \rightarrow \infty$. We claim that $\bar{w}_{n} \notin A_{m}$ for every $n \geq 1$. Call $w_{n}(t, x)$ the solution of (2.2), (2.3) with initial conditions $\bar{w}_{n}(x)$. Then

$$
w_{n}(T(u)-\delta, x)=v_{n}(x)>u(T(u)-\delta, x)
$$

for each $n \geq 1,|x-\bar{x}| \leq 3 \varepsilon$. By the continuity of $u$ with respect to time, there exists $\delta^{\prime} \in(0, \delta)$ such that

$$
\begin{equation*}
w_{n i}(T(u)-\delta, x) \geq u_{i}\left(T(u)-\delta+\delta^{\prime}, x\right) \tag{3.20}
\end{equation*}
$$

for $|x-\bar{x}| \leq 2 \varepsilon$. From (3.20) we deduce

$$
\begin{equation*}
w_{n i}(t, x) \geq u_{i}\left(t+\delta^{\prime}, x\right) \tag{3.21}
\end{equation*}
$$

whenever $t \geq T(u)-\delta,|x-\bar{x}| \leq 2 \varepsilon-\lambda(t-T(u)+\delta)$.
Since $\bar{x}$ is a blowup point for $u$, (3.21) implies $T\left(\bar{w}_{n}\right) \leq T(u)-\delta^{\prime}$. All blowup points of $\bar{w}_{n}$, however, are contained inside the set $\{x ;|x-\bar{x}| \leq 4 \varepsilon\}$, because $w_{n}(t, x)=u(t, x)$ whenever $|x-\bar{x}|>3 \varepsilon+\lambda(t-T(u)+\delta), T(u)-\delta \leq t<T\left(\bar{w}_{n}\right)$. Hence $\operatorname{diam} \mathcal{B} \ell\left(\bar{w}_{n}\right)>m^{-1}$ and $\bar{w}_{n} \notin A_{m}$, for all $n \geq 1$.
4. Asymptotic estimates. The aim of this section is to describe the asymptotic profile of a solution of (2.2) as the blowup time is approached. Since what matters here is just the local behavior, for simplicity we neglect the boundary conditions (2.3) and work with the Banach space $\mathcal{C}^{3}\left(\mathbb{R}, \mathbb{R}^{3}\right)$ of functions $z=\left(z_{1}, z_{2}, z_{3}\right)$ which are three times continuously differentiable on $\mathbb{R}$. Furthermore, we assume $A+2 B=1$. This condition is clearly not restrictive, because it can always be achieved by the time rescaling $t^{\prime}=(A+2 B) t$.

Theorem 4.1. There exists a nonempty open set $U \subset \mathcal{C}^{3}\left(\mathbb{R}, \mathbb{R}^{3}\right)$ such that, if $\bar{z} \in U$, the corresponding solution $z$ of (2.2) - (2.4) blows up at an isolated point $x_{0}$. Moreover, if $T=T(\bar{z})$ is the blowup time, there exist constants $\Omega<0$ and $z_{i}^{\infty}$ such that $z_{1}^{\infty}+z_{2}^{\infty}+z_{3}^{\infty}=0$, with the following property. For every $\varepsilon>0$ there exists $\delta>0$ such that

$$
\begin{align*}
& \left|z_{1}(t, x)-z_{1}^{\infty}+A \ln \left[(T-t)-\frac{\Omega}{2}\left(x-x_{0}\right)^{2}\right]\right|<\varepsilon  \tag{4.1}\\
& \left|z_{i}(t, x)-z_{i}^{\infty}+B \ln \left[(T-t)-\frac{\Omega}{2}\left(x-x_{0}\right)^{2}\right]\right|<\varepsilon
\end{align*}
$$

( $i=2,3$ ), whenever $T-\delta \leq t<T,\left|x-x_{0}\right|<\delta$.
Further estimates can be easily deduced from (4.1). For example, the temperature $\vartheta=z_{1}+z_{2}+z_{3}$ satisfies

$$
\lim _{t \rightarrow T^{-}}\left[\vartheta(t, x)+\ln \left((T-t)-\frac{\Omega}{2}\left(x-x_{0}\right)^{2}\right)\right]=0
$$

uniformly on every domain of the form $|x| \leq \psi(T-t), \psi$ being any continuous function with $\psi(0)=0$. Moreover, for $x \neq x_{0}$ the limit values of $z_{i}(t, x)$ as $t \rightarrow T^{-}$are well defined. In particular, the final temperature profile $\vartheta(T, \cdot)$ satisfies

$$
\begin{equation*}
\lim _{x \rightarrow x_{0}}\left[\vartheta(T, x)+2 \ln \left|x-x_{0}\right|+\ln (-\Omega / 2)\right]=0 \tag{4.2}
\end{equation*}
$$

A more precise version of the above theorem will be actually proved, providing computable conditions on the initial data $\bar{z}$ which imply (4.1). As a preliminary, observe that, given any $\alpha, \beta, \gamma>0$, we can always find $\tilde{\tau}$ large enough so that the following conditions hold.
(C1) $e^{\tilde{\tau} / 6}>\max \left\{2 \lambda, 12 \beta \lambda / \alpha, 4 \gamma \lambda, e^{1 / 2}\right\}$,
(C2) The solution ( $\mu, m, M, D$ ) of the Cauchy problem

$$
\begin{cases}\dot{\mu}=-4 m e^{-\tau / 6}-\mu / 2 & \mu(\tilde{\tau})=\gamma / 2  \tag{4.3}\\ \dot{m}=2 m e^{-\tau / 3} & m(\tilde{\tau})=-\beta / 2 \\ \dot{M}=8 m^{2} e^{-\tau / 3} & M(\tilde{\tau})=-2 \alpha \\ \dot{D}=2 \beta+8 \beta^{2} e^{-\tau / 3}-D & D(\tilde{\tau})=2 \beta\end{cases}
$$

satisfies

$$
\begin{equation*}
\mu(\tau)<\gamma, \quad m(\tau)>-\beta, \quad M(\tau)<-\alpha, \quad D(\tau)<3 \beta \quad \forall \tau \geq \tilde{\tau} \tag{4.4}
\end{equation*}
$$

ThEOREM 4.2. Let $\alpha, \beta, \gamma, \tilde{\tau}$ be constants for which the conditions (C1), (C2) hold. Let $\bar{z}=\left(\bar{z}_{1}, \bar{z}_{3}, \bar{z}_{3}\right)$ be a $\mathcal{C}^{3}$ function such that $\bar{\vartheta}=\bar{z}_{1}+\bar{z}_{2}+\bar{z}_{3}$ attains a local maximum $\hat{\vartheta}>\tilde{\tau}+1$ at a point $\hat{x}$. In addition, assume that
(i) $\max \left|\left(\bar{z}_{i}\right)_{x}\right|<(\gamma / 2) e^{(\hat{\vartheta}-1) / 2}$,
(ii) $\max \left|\left(\bar{z}_{i}\right)_{x x}\right|<2 \beta e^{\hat{\vartheta}-1}$,
(iii) $-e^{\hat{\vartheta}-1} \beta / 2<\sum_{i} \min \left(z_{i}\right)_{x x} \leq \sum_{i} \max \left(z_{i}\right)_{x x}<-2 \alpha e^{\hat{\vartheta}+1}$,
the max and min being all taken over the set $|x-\hat{x}| \leq 2 e^{2(1-\hat{\vartheta}) / 3}$. Then the solution $z$ of (2.2), (2.4) blows up at an isolated point $x_{0}$, at some time $T$, with

$$
\left|\hat{x}-x_{0}\right| \leq e^{2(1-\hat{\vartheta}) / 3}, \quad e^{-1-\hat{\vartheta}} \leq T \leq e^{1-\hat{\vartheta}}
$$

Moreover, the estimates (4.1) hold with $-\beta \leq \Omega \leq-\alpha$.
We outline here the main arguments in the proof, while the details will be worked out in $\S \S 5$ and 6 . Since all solutions of (2.2) have components which remain uniformly bounded from below, the blowup occurs precisely when their sum $\vartheta=z_{1}+z_{2}+z_{3}$ becomes unbounded. If $\vartheta$ blows up at $t=T, x=x_{0}$, we expect that a nontrivial, nonsingular asymptotic limit can be obtained using the rescaled variables

$$
\begin{equation*}
\tau=-\ln (T-t), \quad \eta=\frac{x-x_{0}}{\sqrt{T-t}} \tag{4.5}
\end{equation*}
$$

$$
\left\{\begin{array}{l}
u=z_{1}+A \cdot \ln (T-t)  \tag{4.6}\\
v=z_{2}+B \cdot \ln (T-t) \\
w=z_{3}+B \cdot \ln (T-t)
\end{array}\right.
$$

In these new variables, (2.2) takes the form

$$
\begin{align*}
& \left\{\begin{array}{l}
u_{\tau}+\frac{\eta}{2} u_{\eta}=A\left(e^{S}-1\right) \\
v_{\tau}+\left(\frac{\eta}{2}+\lambda e^{-\tau / 2}\right) v_{\eta}=B\left(e^{S}-1\right) \\
w_{\tau}+\left(\frac{\eta}{2}-\lambda e^{-\tau / 2}\right) w_{\eta}=B\left(e^{S}-1\right)
\end{array}\right.  \tag{4.8}\\
& S_{\tau}+\frac{\eta}{2} S_{\eta}+\lambda e^{-\tau / 2}\left(v_{\eta}-w_{\eta}\right)=e^{S}-1 \tag{4.9}
\end{align*}
$$

The new initial conditions, at $\tau_{0}=-\ln T$ are

$$
\begin{gather*}
u\left(\tau_{0}, \eta\right)=\bar{u}(\eta)=\bar{z}_{1}\left(x_{0}+\eta T^{1 / 2}\right), \quad v\left(\tau_{0}, \eta\right)=\bar{v}(\eta)=\bar{z}_{2}\left(x_{0}+\eta T^{1 / 2}\right) \\
w\left(\tau_{0}, \eta\right)=\bar{w}(\eta)=\bar{z}_{3}\left(x_{0}+\eta T^{1 / 2}\right) \tag{4.10}
\end{gather*}
$$

We remark, however, that the exact values of $T$ and $x_{0}$ are now known a priori. Instead, we know the point $\hat{x}$ where the maximum value $\hat{\vartheta}$ of $\vartheta=z_{1}+z_{2}+z_{3}$ is initially attained. Of course, we expect $x_{0} \simeq \hat{x}$ and $T \simeq e^{-\hat{\vartheta}}$, but equality need not hold, in general. For this reason, we have to consider a two-parameter family of transformations depending on $T, x_{0}$. Define the set

$$
\begin{equation*}
\mathcal{G}=\left\{\left(T, x_{0}\right) ; e^{-1-\hat{\vartheta}} \leq T \leq e^{1-\hat{\vartheta}},\left|\hat{x}-x_{0}\right| \leq e^{2(1-\hat{\vartheta}) / 3}\right\} . \tag{4.11}
\end{equation*}
$$

Elements of $\mathcal{G}$ will be our "guesses" for the exact time and location of the blowup. For each fixed $\left(T, x_{0}\right) \in \mathcal{G}$, call $\xi(\tau)$ the point at which the rescaled variable $S(\tau, \cdot)$ attains its maximum. Assuming that $S_{\eta \eta}$ is negative at $\xi$, from (4.9) and the relations

$$
\begin{gather*}
S_{\eta}(\tau, \xi(\tau)) \equiv 0, \quad S_{\eta \tau}(\tau, \xi(\tau))+S_{\eta \eta}(\tau, \xi(\tau)) \dot{\xi}(\tau) \equiv 0  \tag{4.12}\\
S_{\eta \tau}+\frac{\eta}{2} S_{\eta \eta}+\frac{1}{2} S_{\eta}+\lambda e^{-\tau / 2}\left(v_{\eta \eta}-w_{\eta \eta}\right)=e^{S} S_{\eta} \tag{4.13}
\end{gather*}
$$

we obtain

$$
\begin{gather*}
\frac{d \xi}{d \tau}=-\frac{S_{\eta \tau}(\tau, \xi)}{S_{\eta \eta}(\tau, \xi)}=\frac{\xi(\tau)}{2}+\frac{\lambda}{S_{\eta \eta}} e^{-\tau / 2}\left(v_{\eta \eta}-w_{\eta \eta}\right)  \tag{4.14}\\
\frac{d}{d \tau} S(\tau, \xi(\tau))=S_{\tau}+S_{\eta} \dot{\xi}=e^{S(\tau, \xi)}-1-\lambda e^{-\tau / 2}\left(v_{\eta}(\tau, \xi)-w_{n}(\tau, \xi)\right)
\end{gather*}
$$

The initial conditions for $\xi, S(\xi)$ are

$$
\begin{equation*}
\xi\left(\tau_{0}\right)=\left(\hat{x}-x_{0}\right) T^{-1 / 2}, \quad S\left(\xi\left(\tau_{0}\right)\right)=\hat{\vartheta}+\ln T \tag{4.16}
\end{equation*}
$$

In $\mathbb{R}^{3}$, define the tube with shrinking square section

$$
\begin{equation*}
\mathcal{T}=\left\{(\tau, \xi, S) ;|\xi|,|S| \leq e^{-\tau / 3}\right\} \tag{4.17}
\end{equation*}
$$

As ( $T, x_{0}$ ) range in $\mathcal{G}$, (4.14) - (4.16) determine a two-parameter family of trajectories $\tau \rightarrow(\xi(\tau), S(\tau, \xi(\tau)))$ depending continuously on $T, x_{0}$. We will show that these trajectories are well defined (in particular $S_{\eta \eta}(\tau, \xi(\tau))<0$ ) as long as they remain inside $\mathcal{T}$. Moreover, all boundary points of $\mathcal{T}$ are strict exit points. A topological argument thus implies the existence of some $T, x_{0} \in \mathcal{G}$ whose corresponding solution of (4.14) - (4.16) remains forever inside $\mathcal{T}$. Such $T$ and $x_{0}$ provide the exact timing and location of the blowup. In the second part of the proof we refine the estimates on $u, v, w$, and on their derivatives, and establish the limits (4.1) by means of a comparison theorem.
5. Proof of Theorem 4.2. Step 1. For $\left(T, x_{0}\right) \in \mathcal{G}$, let $u, v, w, S$ be the corresponding solution of (4.8) - (4.10), defined for $\tau \geq \tau_{0}=-\ln T$. Introduce the scalar quantities

$$
\begin{align*}
& \mu(\tau)=\max \left\{\left|u_{\eta}(\tau, \eta)\right|,\left|v_{\eta}(\tau, \eta)\right|,\left|w_{\eta}(\tau, \eta)\right| ; \quad|\eta| \leq e^{-\tau / 6}\right\}  \tag{5.1}\\
& \left\{\begin{array} { l } 
{ m ^ { u } ( \tau ) = \operatorname { m i n } u _ { \eta \eta } ( \tau , \eta ) } \\
{ m ^ { v } ( \tau ) = \operatorname { m i n } v _ { \eta \eta } ( \tau , \eta ) } \\
{ m ^ { w } ( \tau ) = \operatorname { m i n } w _ { \eta \eta } ( \tau , \eta ) }
\end{array} \quad \left\{\begin{array}{l}
M^{u}(\tau)=\max u_{\eta \eta}(\tau, \eta) \\
M^{v}(\tau)=\max v_{\eta \eta}(\tau, \eta) \\
M^{w}(\tau)=\max w_{\eta \eta}(\tau, \eta),
\end{array}\right.\right.
\end{align*}
$$

$$
\begin{equation*}
D(\tau)=\max \left\{\left|u_{\eta \eta}(\tau, \eta)\right|,\left|v_{\eta \eta}(\tau, \eta)\right|,\left|w_{\eta \eta}(\tau, \eta)\right|\right\} \tag{5.2}
\end{equation*}
$$

where the min and max are all taken over the set $|\eta| \leq e^{-\tau / 6}$. Defining

$$
\begin{equation*}
m=m^{u}+m^{v}+m^{w}, \quad M=M^{u}+M^{v}+M^{w}, \tag{5.3}
\end{equation*}
$$

we clearly have

$$
\begin{equation*}
m(\tau) \leq S_{\eta \eta}(\tau, \eta) \leq M(\tau) \tag{5.4}
\end{equation*}
$$

whenever $|\eta| \leq e^{-\tau / 6}$. Estimates on the initial values of $\mu, m, M$, and $D$ can be derived from assumptions (i) - (iii) in Theorem 4.2. Recalling that

$$
\begin{equation*}
\hat{\vartheta}+1 \geq \tau_{0}=-\ln T \geq \hat{\vartheta}-1>\tilde{\tau}>3 \tag{5.5}
\end{equation*}
$$

if $|\eta| \leq e^{-\tau_{0} / 6}$, then

$$
\begin{aligned}
& \left|x-x_{0}\right|=|\eta| e^{-\tau_{0} / 2} \leq e^{-2 \tau_{0} / 3} \leq e^{2(1-\hat{\vartheta}) / 3} \\
& |x-\hat{x}| \leq\left|x-x_{0}\right|+\left|x_{0}-\hat{x}\right| \leq 2 e^{2(1-\hat{\vartheta}) / 3}
\end{aligned}
$$

Hypotheses (i) - (iii) therefore imply

$$
\left\{\begin{array}{l}
\mu\left(\tau_{0}\right)<(\gamma / 2)^{(\hat{\vartheta}-1) / 2} \cdot e^{-\tau_{0} / 2} \leq \gamma / 2  \tag{5.6}\\
m\left(\tau_{0}\right)>\left[-e^{\hat{\vartheta}-1} \cdot \beta / 2\right] \cdot e^{-\tau_{0}} \geq-\beta / 2 \\
M\left(\tau_{0}\right)<\left[-2 \alpha e^{\hat{\vartheta}+1}\right] e^{-\tau_{0}} \leq-2 \alpha \\
D\left(\tau_{0}\right)<\left[e^{\hat{\vartheta}-1} \beta / 2\right] e^{-\tau_{0}} \leq \beta / 2
\end{array}\right.
$$

To estimate $\mu, m, M, D$ when $\tau>\tau_{0}$, we differentiate (4.8) and obtain

$$
\begin{gather*}
\left\{\begin{array}{c}
u_{\eta \tau}+\frac{\eta}{2} u_{\eta \eta}+\frac{u_{\eta}}{2}=A e^{S} S_{\eta} \\
v_{\eta \tau}+\frac{\eta}{2} v_{\eta \eta}+\frac{v_{\eta}}{2}=B e^{S} S_{\eta}-\lambda e^{-\tau / 2} v_{\eta \eta} \\
w_{\eta \tau}+\frac{\eta}{2} w_{\eta \eta}+\frac{w_{\eta}}{2}=B e^{S} S_{\eta}+\lambda e^{-\tau / 2} w_{\eta \eta}
\end{array}\right.  \tag{5.7}\\
\left\{\begin{array}{l}
u_{\eta \eta \tau}+u_{\eta \eta}+\frac{\eta}{2} u_{\eta \eta \eta}=A e^{S}\left(S_{\eta}^{2}+S_{\eta \eta}\right) \\
v_{\eta \eta \tau}+v_{\eta \eta}+\frac{\eta}{2} v_{\eta \eta \eta}=B e^{S}\left(S_{\eta}^{2}+S_{\eta \eta}\right)-\lambda e^{-\tau / 2} v_{\eta \eta \eta} \\
w_{\eta \eta \tau}+w_{\eta \eta}+\frac{\eta}{2} w_{\eta \eta \eta}=B e^{S}\left(S_{\eta}^{2}+S_{\eta \eta}\right)+\lambda e^{-\tau / 2} w_{\eta \eta \eta}
\end{array}\right. \tag{5.8}
\end{gather*}
$$

Observe that the three families of characteristics for the system (4.8) are determined by the equations

$$
\dot{\eta}=\frac{\eta}{2}, \quad \dot{\eta}=\frac{\eta}{2}+\lambda e^{-\tau / 2}, \quad \dot{\eta}=\frac{\eta}{2}-\lambda e^{-\tau / 2}
$$

By (5.5) and assumption (C1) on $\tilde{\tau}$, when $\tau \geq \tilde{\tau}$ all characteristics are flowing out from the domain $\left\{(\tau, \eta) ;|\eta| \leq e^{-\tau / 6}\right\}$. Assume that $(\tau, \xi(\tau), S(\xi(\tau))) \in \mathcal{T}$ and $m(\tau) \leq$ $M(\tau)<0$ for $\tau$ in some initial interval $\left[\tau_{0}, \tau^{\prime}\right)$. Then the following estimates hold.

$$
\begin{gather*}
S(\tau, \eta) \leq e^{-\tau / 3}, \quad e^{S(\tau, \eta)} \leq 1+2 e^{-\tau / 3} \leq 2  \tag{5.9}\\
\left|S_{\eta}(\tau, \eta)\right| \leq|\eta-\xi(\tau)||m(\tau)| \leq 2|m(\tau)| e^{-\tau / 6} \tag{5.10}
\end{gather*}
$$

Using (5.9), (5.10), from (5.7), (5.8) we deduce

$$
\begin{gather*}
\dot{m}(\tau) \geq 2 e^{-\tau / 3} m(\tau)  \tag{5.12}\\
\left\{\begin{array}{l}
\dot{M}^{u}(\tau) \leq-M^{u}(\tau)+2 A\left(2|m(\tau)| e^{-\tau / 6}\right)^{2}+A\left(1+2 e^{-\tau / 3}\right) M(\tau) \\
\dot{M}^{v}(\tau) \leq-M^{v}(\tau)+2 B\left(2|m(\tau)| e^{-\tau / 6}\right)^{2}+B\left(1+2 e^{-\tau / 3}\right) M(\tau) \\
\dot{M}^{w}(\tau) \leq-M^{w}(\tau)+2 B\left(2|m(\tau)| e^{-\tau / 6}\right)^{2}+B\left(1+2 e^{-\tau / 3}\right) M(\tau) \\
\dot{M}(\tau) \leq 8 m^{2}(\tau) e^{-\tau / 3}
\end{array} .\right.
\end{gather*}
$$

Assumptions (C1), (C2) now imply

$$
\begin{equation*}
\mu(\tau)<\gamma, \quad m(\tau)>-\beta, \quad M(\tau)<-\alpha \tag{5.14}
\end{equation*}
$$

for all $\tau \in\left[\tau_{0}, \tau^{\prime}\right)$. Since $S_{\eta \eta}<M(\tau)<0$, (5.14) shows that solutions $(\xi, S)$ of (4.14), (4.15) are well defined and depend continuously on the parameters $T, x_{0}$, as long as $(\xi, S)$ remain inside the tube $\mathcal{T}$. Moreover, from (5.8) it follows

$$
\begin{align*}
\dot{D}(\tau) & \leq-D(\tau)+2 \max \left\{\left(S_{\eta}^{2}+\left|S_{\eta \eta}\right|\right) ;|\eta| \leq e^{-\tau / 6}\right\} \\
& \leq-D(\tau)+2\left[\left(2|m(\tau)| e^{-\tau / 6}\right)^{2}+|m(\tau)|\right]  \tag{5.15}\\
& \leq-D(\tau)+8 \beta^{2} e^{-\tau / 3}+2 \beta
\end{align*}
$$

hence, by condition (C2),

$$
\begin{equation*}
D(\tau)<3 \beta \quad \forall \tau \in\left[\tau_{0}, \tau^{\prime}\right) \tag{5.16}
\end{equation*}
$$

We now define a continuous map $\varphi$ from the unit square $Q=\left\{\left(y_{1}, y_{2}\right) ;\left|y_{1}\right|,\left|y_{2}\right| \leq 1\right\}$ onto its boundary as follows. Given $\left(y_{1}, y_{2}\right) \in Q$, there exists a unique $\left(T, x_{0}\right) \in \mathcal{G}$ such that, setting $\tau_{0}=-\ln T$, we have

$$
\begin{equation*}
\left(y_{1}, y_{2}\right)=e^{\tau_{0} / 3}\left(\xi\left(\tau_{0}\right), \quad S\left(\xi\left(\tau_{0}\right)\right)\right)=T^{-1 / 3}\left(\left(\hat{x}-x_{0}\right) T^{-1 / 2}, \hat{\vartheta}+\ln T\right) \tag{5.17}
\end{equation*}
$$

If the corresponding solution of (4.14) - (4.16) escapes through the boundary of $\mathcal{T}$ at time $\tau$, define

$$
\begin{equation*}
\varphi\left(y_{1}, y_{2}\right)=e^{\tau / 3}(\xi(\tau), \quad S(\tau, \xi(\tau))) \in \partial Q \tag{5.18}
\end{equation*}
$$

As customary, the continuity of $\varphi$ can be proved by showing that every boundary point of $\mathcal{T}$ with $\tau \geq \tilde{\tau}$ is a strict exit point for solutions of (4.14) - (4.16). Indeed, if $|\xi(\tau)|=e^{-\tau / 3}$, using (5.16) in (4.14) we obtain

$$
\begin{aligned}
\frac{d}{d \tau}|\xi| & \geq \frac{1}{2} e^{-\tau / 3}-\frac{\lambda}{|M(\tau)|} e^{-\tau / 3} \cdot 2 D(\tau) \\
& \geq \frac{1}{2} e^{-\tau / 3}-\frac{6 \beta \lambda}{\alpha} e^{-\tau / 2}>0
\end{aligned}
$$

because of (C1). On the other hand, if $|S(\tau, \xi(\tau))|=e^{-\tau / 3}$, using (5.14) in (4.15) we now have

$$
\frac{d}{d \tau}|S(\tau, \xi(\tau))| \geq \frac{1}{2} e^{-\tau / 3}-\lambda e^{-\tau / 2} \cdot 2 \mu(\tau)>\frac{1}{2} e^{-\tau / 3}-2 \lambda \gamma e^{-\tau / 2}>0
$$

If every choice $\left(T, x_{0}\right) \in \mathcal{G}$ yields a trajectory which escapes from $\mathcal{T}$ at some finite time $\tau$, the map $\varphi$ would then be a continuous surjection from $Q$ onto $\partial Q$ which leaves the points of $\partial Q$ fixed. Since no such map exists, we have proved the existence of some $\left(T, x_{0}\right) \in \mathcal{G}$ whose corresponding trajectory $\tau \rightarrow(\xi(\tau), S(\tau, \xi(\tau)))$ remains inside $\mathcal{T}$ for all times $\tau \geq \tau_{0}$.
6. Proof of Theorem 4.2. Step 2. From now on, everything is referred to a unique coordinate transformation, i.e., the one determined by the element $\left(T, x_{0}\right) \in \mathcal{G}$ singled out at the end of $\S 5$. Differentiating (5.8) once again we find

$$
\left\{\begin{array}{l}
u_{\eta \eta \eta \tau}+\frac{3}{2} u_{\eta \eta \eta}+\frac{\eta}{2} u_{\eta \eta \eta \eta}=A e^{S} S_{\eta \eta \eta}+A e^{S} S_{\eta}\left(S_{\eta}^{2}+3 S_{\eta \eta}\right)  \tag{6.1}\\
v_{\eta \eta \eta \tau}+\frac{3}{2} v_{\eta \eta \eta}+\left(\frac{\eta}{2}+\lambda e^{-\tau / 2}\right) v_{\eta \eta \eta \eta}=B e^{S} S_{\eta \eta \eta}+B e^{S} S_{\eta}\left(S_{\eta}^{2}+3 S_{\eta \eta}\right) \\
w_{\eta \eta \eta \tau}+\frac{3}{2} w_{\eta \eta \eta}+\left(\frac{\eta}{2}-\lambda e^{-\tau / 2}\right) w_{\eta \eta \eta \eta}=B e^{S} S_{\eta \eta \eta}+B e^{S} S_{\eta}\left(S_{\eta}^{2}+3 S_{\eta \eta}\right)
\end{array}\right.
$$

Call $E^{u}(\tau)$ the maximum of $\left|u_{\eta \eta \eta}(\tau, \cdot)\right|$ over the set $|\eta| \leq e^{-\tau / 6}$, and define $E^{v}(\tau)$, $E^{w}(\tau)$ similarly. Set $E=E^{u}+E^{v}+E^{w}$. Since $\left|S_{\eta \eta \eta}(\tau, \eta)\right| \leq E(\tau)$, by (6.1) $E$ satisfies the differential inequality

$$
\begin{equation*}
\dot{E}(\tau) \leq\left(-\frac{3}{2}+\max _{\eta} e^{S(\tau, \eta)}\right) E(\tau)+\max _{\eta}\left|S_{\eta}\right| \cdot\left|e^{S} S_{\eta}^{2}+3 e^{S} S_{\eta \eta}\right| \tag{6.2}
\end{equation*}
$$

The estimates (5.10) and (5.14) together imply

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} \max \left\{\left|S_{\eta}(\tau, \eta)\right| ;|\eta| \leq e^{-\tau / 6}\right\}=0 \tag{6.3}
\end{equation*}
$$

Using (6.3) and the uniform bounds on $S,\left|S_{\eta \eta}\right|$ in (6.2) we obtain

$$
\lim _{\tau \rightarrow \infty} E(\tau)=0
$$

therefore, recalling the definitions (5.3),

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty}|M(\tau)-m(\tau)|=0 \tag{6.4}
\end{equation*}
$$

By (5.4), (5.14), from (6.4) it follows that

$$
\begin{equation*}
\Omega=\lim _{\substack{\tau \rightarrow \infty \\|\eta| \leq e^{-\tau / 6}}} S_{\eta \eta}(\tau, \eta) \tag{6.5}
\end{equation*}
$$

exists and satisfies

$$
\begin{equation*}
-\beta \leq \Omega \leq-\alpha \tag{6.6}
\end{equation*}
$$

Using (6.5) in (5.8) we now obtain

$$
\left\{\begin{align*}
\lim _{\tau \rightarrow \infty} u_{\eta \eta} & =A \Omega  \tag{6.7}\\
\lim _{\tau \rightarrow \infty} v_{\eta \eta} & =\lim _{\tau \rightarrow \infty} w_{\eta \eta}=B \Omega
\end{align*}\right.
$$

all limits being taken inside the region $|\eta| \leq e^{-\tau / 6}$. The equations (4.14), (4.15) in view of (6.5), (6.7) yield

$$
\begin{equation*}
|\xi(\tau)| \leq C e^{-\tau / 2}, \quad|S(\tau, \xi(\tau))| \leq C_{1} e^{-\tau / 2} \tag{6.8}
\end{equation*}
$$

for some constant $C_{1}$ and all $\tau$ large enough. Since $S_{\eta}(\tau, \xi(\tau)) \equiv 0$ and $\left|S_{\eta \eta}\right|<\beta$, (6.8) implies an estimate of the form

$$
\begin{equation*}
\left|S_{\eta}(\tau, \eta)\right| \leq C_{2} e^{-\tau / 2} \tag{6.9}
\end{equation*}
$$

whenever $|\eta| \leq(C+2 \lambda) e^{-\tau / 2}$. In particular, (6.8) and (6.9) yield

$$
\begin{equation*}
|S(\tau, 0)| \leq C_{3} e^{-\tau / 2} \tag{6.10}
\end{equation*}
$$

valid for some constant $C_{3}$ and all $\tau$ large enough. Define

$$
\mu^{\prime}(\tau)=\max \left\{\left|u_{\eta}(\tau, \eta)\right|,\left|v_{\eta}(\tau, \eta)\right|,\left|w_{\eta}(\tau, \eta)\right| ;|\eta| \leq 2 \lambda e^{-\tau / 2}\right\}
$$

An estimate entirely similar to (5.11) now yields

$$
\begin{aligned}
\dot{\mu}^{\prime} & \leq-\mu^{\prime}(\tau) / 2+\max \left\{\left|S_{\eta}(\tau, \eta)\right| e^{S(\tau, \eta)} ;|\eta| \leq 2 \lambda e^{-\tau / 2}\right\} \\
& \leq-\mu^{\prime}(\tau) / 2+2 C_{2} e^{-\tau / 2}
\end{aligned}
$$

which implies, in particular,

$$
\begin{equation*}
\left|u_{\eta}(\tau, 0)\right|, \quad\left|v_{\eta}(\tau, 0)\right|, \quad\left|w_{\eta}(\tau, 0)\right| \leq C_{4} \tau e^{-\tau / 2} \tag{6.11}
\end{equation*}
$$

To extend our estimates beyond the narrow strip $|\eta| \leq 2 \lambda e^{-\tau / 2}$ we rely on a comparison technique.

Lemma. Let $(u, v, w)$ be a solution of (5.2) and let $Z=Z(\tau, \eta)$ be a scalar function such that

$$
\begin{equation*}
Z_{\tau}+\frac{\eta}{2} Z_{\eta}=e^{Z}-1 \tag{6.12}
\end{equation*}
$$

Call

$$
\begin{aligned}
& u^{-}(\tau, \eta)=\min \left\{u\left(\tau, \eta^{\prime}\right) ;\left|\eta^{\prime}-\eta\right| \leq 2 \lambda e^{-\tau / 2}\right\} \\
& u^{+}(\tau, \eta)=\max \left\{u\left(\tau, \eta^{\prime}\right) ;\left|\eta^{\prime}-\eta\right| \leq 2 \lambda e^{-\tau / 2}\right\}
\end{aligned}
$$

and similarly for $v^{-}, v^{+}, w^{-}, w^{+}$. If at some point $(\tau, \eta)$ we have $\left(u^{-}+v^{-}+w^{-}\right)(\tau, \eta) \geq$ $Z(\tau, \eta)$, then

$$
\begin{equation*}
\left(u^{-}+v^{-}+w^{-}\right)\left(\tau+t, \eta e^{t / 2}\right) \geq Z\left(\tau+t, \eta e^{t / 2}\right) \quad \forall t>0 \tag{6.13}
\end{equation*}
$$

On the other hand, if $\left(u^{+}+v^{+}+w^{+}\right)(\tau, \eta) \leq Z(\tau, \eta)$, then

$$
\begin{equation*}
\left(u^{+}+v^{+}+w^{+}\right)\left(\tau+t, \eta e^{t / 2}\right) \leq Z\left(\tau+t, \eta e^{t / 2}\right) \quad \forall t>0 \tag{6.14}
\end{equation*}
$$

Indeed, (6.13) and (6.14) can be proved by defining

$$
Y^{ \pm}(t)=\left(u^{ \pm}+v^{ \pm}+w^{ \pm}\right)\left(\tau+t, \eta e^{t / 2}\right)
$$

and checking that

$$
\begin{aligned}
& \frac{d Y^{-}(t)}{d t} \geq \frac{d}{d t} Z\left(\tau+t, \eta e^{t / 2}\right) \\
& \frac{d Y^{+}(t)}{d t} \leq \frac{d}{d t} Z\left(\tau+t, \eta e^{t / 2}\right)
\end{aligned}
$$

whenever $Y^{-} \geq Z$ or $Y^{+} \leq Z$, respectively.
Using the lemma, we now prove that as $\tau \rightarrow \infty$ the functions $u, v, w, S$ converge to some limit, uniformly on bounded sets. Fix $\varepsilon>0$ and define

$$
\begin{aligned}
& Z^{+}(\tau, \eta)=-\ln \left(1-\frac{\Omega+\varepsilon}{2} \eta^{2}\right) \\
& Z^{-}(\tau, \eta)=-\ln \left(1-\frac{\Omega-\varepsilon}{2} \eta^{2}\right)
\end{aligned}
$$

Observe that $Z^{+}, Z^{-}$are time-invariant solutions of (6.12), with $Z_{\eta \eta}^{+}(0)=\Omega+\varepsilon$, $Z_{\eta \eta}^{-}(0)=\Omega-\varepsilon$. For any $\varepsilon^{\prime}>0$, by (6.7) there exists $\tau_{1}$ so large that

$$
\left\{\begin{array}{l}
u(\tau, \eta) \leq u(\tau, 0)+u_{\eta}(\tau, 0) \cdot \eta+\left(A \Omega+\varepsilon^{\prime}\right) \eta^{2} / 2  \tag{6.15}\\
v(\tau, \eta) \leq v(\tau, 0)+v_{\eta}(\tau, 0) \cdot \eta+\left(B \Omega+\varepsilon^{\prime}\right) \eta^{2} / 2 \\
w(\tau, \eta) \leq w(\tau, 0)+w_{\eta}(\tau, 0) \cdot \eta+\left(B \Omega+\varepsilon^{\prime}\right) \eta^{2} / 2
\end{array}\right.
$$

whenever $|\eta| \leq e^{-\tau / 6}, \tau \geq \tau_{1}$.
Call $u_{\infty}, v_{\infty}, w_{\infty}$, respectively, the limits of $u(\tau, 0), v(\tau, 0), w(\tau, 0)$ as $\tau \rightarrow \infty$. Using (6.10), (6.11) in (4.8), it is clear that these limits exist. In fact, we have the estimates

$$
\begin{equation*}
\left|u(\tau, 0)-u_{\infty}\right|,\left|v(\tau, 0)-v_{\infty}\right|,\left|w(\tau, 0)-w_{\infty}\right| \leq C_{5} \tau e^{-\tau / 2} \tag{6.16}
\end{equation*}
$$

for some constant $C_{5}$ and all $\tau$ large enough. Moreover,

$$
u_{\infty}+v_{\infty}+w_{\infty}=\lim _{\tau \rightarrow \infty} S(\tau, 0)=0
$$

By (6.15), (6.16), there exists $\bar{\tau}$ so large that

$$
\begin{equation*}
u^{+}-u_{\infty} \leq A Z^{+}, \quad v^{+}-v_{\infty} \leq B Z^{+}, \quad w^{+}-w_{\infty} \leq B Z^{+} \tag{6.17}
\end{equation*}
$$

at every point of the set $\left\{(\tau, \eta) ; \tau \geq \bar{\tau},|\eta|=\frac{1}{2} e^{-\tau / 6}\right\}$. In particular,

$$
\begin{equation*}
\left(u^{+}+v^{+}+w^{+}\right)\left(\tau, \pm e^{-\tau / 6}\right) \leq Z^{+}\left(\tau, \pm \frac{1}{2} e^{-\tau / 6}\right) \tag{6.18}
\end{equation*}
$$

for all $\tau \geq \bar{\tau}$. The previous lemma now yields

$$
\begin{equation*}
S(\tau, \eta) \leq\left(u^{+}+v^{+}+w^{+}\right)(\tau, \eta) \leq Z^{+}(\tau, \eta) \tag{6.19}
\end{equation*}
$$

on the region

$$
\Sigma_{\bar{\tau}}=\left\{(\tau, \eta) ; \tau \geq \bar{\tau}, \frac{1}{2} e^{-\tau / 6} \leq|\eta| \leq \frac{1}{2} e^{(\tau-\bar{\tau}) / 2} \cdot e^{-\bar{\tau} / 6}\right\}
$$

For $\bar{\tau}$ suitably large, an entirely similar argument yields

$$
\begin{equation*}
S(\tau, \eta) \geq\left(u^{-}+v^{-}+x^{-}\right)(\tau, \eta) \geq Z^{-}(\tau, \eta) \tag{6.20}
\end{equation*}
$$

for all $(\tau, \eta) \in \Sigma_{\bar{\tau}}$. Since $S(\tau, \eta) \rightarrow 0$ as $\tau \rightarrow \infty$ on the strip $|\eta| \leq \frac{1}{2} e^{-\tau / 2},(6.19)$ and (6.20) prove the following. For every $\varepsilon>0$ there exists $\bar{\tau}$ large enough so that

$$
\begin{equation*}
\left|S(\tau, \eta)+\ln \left(1-\frac{\Omega}{2} \eta^{2}\right)\right|<\varepsilon \tag{6.21}
\end{equation*}
$$

for every $(\tau, \eta)$ in the region

$$
R_{\bar{\tau}}=\left\{(\tau, \eta) ; \tau \geq \bar{\tau},|\eta| \leq \frac{1}{2} e^{\tau / 2} e^{-2 \bar{\tau} / 3}\right\} .
$$

Using (6.19) and (6.20) in (4.8), another comparison argument shows that on $\Sigma_{\bar{\tau}}$ the functions $u^{ \pm}$satisfy

$$
A \cdot Z^{-}(\eta) \leq u^{-}(\tau, \eta)-u_{\infty} \leq u^{+}(\tau, \eta)-u_{\infty} \leq A \cdot Z^{+}(\eta)
$$

Similarly, the functions $v^{ \pm}-v_{\infty}$ and $w^{ \pm}-w_{\infty}$ are bounded by $B \cdot Z^{ \pm}$. On the strip $|\eta| \leq \frac{1}{2} e^{-\tau / 6}$, estimates on $u, v, w$ are already known. Therefore we conclude that for every $\varepsilon>0$ there exists $\bar{\tau}$ such that

$$
\begin{align*}
& \left|u(\tau, \eta)-u_{\infty}+A \cdot \ln \left(1-\frac{\Omega}{2} \eta^{2}\right)\right|<\varepsilon \\
& \left|v(\tau, \eta)-v_{\infty}+B \cdot \ln \left(1-\frac{\Omega}{2} \eta^{2}\right)\right|<\varepsilon  \tag{6.22}\\
& \left|w(\tau, \eta)-w_{\infty}+B \cdot \ln \left(1-\frac{\Omega}{2} \eta^{2}\right)\right|<\varepsilon
\end{align*}
$$

for every $(\tau, \eta) \in R_{\bar{\tau}}$. By setting $z_{1}^{\infty}=u_{\infty}, z_{2}^{\infty}=v_{\infty}, z_{3}^{\infty}=w_{\infty}$, the reinterpretation of (6.22) in the original variables $t, x, z$ is the following. For every $\varepsilon>0$ there exists $\bar{t}<T$ such that the estimates (4.1) hold whenever $\bar{t} \leq t<T,\left|x-x_{0}\right| \leq \frac{1}{2}(T-t)^{2 / 3}$. This proves Theorem 4.2.

The statements in Theorem 4.1 now follow as corollaries. Indeed, for any given $\alpha, \beta, \gamma, \tilde{\tau}$, the hypotheses in Theorem 4.2 are satisfied by a nonempty, open set of functions. The previous proof also indicates that the parameters $T, x_{0}, z_{i}^{\infty}$, and $\Omega$, which characterize the self-similar blowup, depend continuously on the initial data $\bar{z}$ in the $\mathcal{C}^{2}$ topology.
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# AN INTERIOR DISCONTINUITY OF A NONLINEAR ELLIPTIC-HYPERBOLIC SYSTEM* 
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#### Abstract

A nonlinear elliptic-hyperbolic system of partial differential equations which is a simplified form of the equations of viscous, compressible, barotropic flow at steady-state is studied. A boundary value problem for the system on a strip $D=(0, a) \times(-\infty, \infty)$ is considered. Zero boundary conditions for the velocities $u$ and $v$ on the sides of the strip $D$ are imposed, and for pressure $p(0, y)=p_{0}(y)$ is imposed, where $p_{0}(y)$ has a jump at $y=0$. Jump conditions for the system show that $u$ and $v$ are continuous. However, their derivatives and pressure have a curve of discontinuity. With sufficient small width of the strip $D$ the Schauder fixed-point theorem gives a solution with a curve of discontinuity. The results suggest that there are two-dimensional, viscous, barotropic, steady-state compressible flows with discontinuity.
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1. Introduction. The mathematical theory of the compressible Navier-Stokes equations is far from complete, and there are many unsolved questions. Among these questions is the interior regularity of the solutions. There are some situations where it is quite clear what to expect. For example, in the case of compressible inviscid flow, the governing system of equations is hyperbolic and solutions will, in general, contain shock discontinuities. In the case of incompressible viscous flow, the governing system of equations may be thought of as elliptic, and it is reasonable to expect that the solutions will be regular interior to the flow region. In the case of viscous compressible flow, the governing system of equations is neither elliptic nor hyperbolic, and the issue of interior regularity is open. In this paper, we make a contribution to this problem.

There has been some work related to the problem of interior regularity of the solutions to the compressible flow equations. D. Hoff [1], [2] has considered the timedependent, viscous, compressible flow equations in one space dimension. He shows that there are indeed solutions for which the pressure has a jump discontinuity; however, he also shows that this discontinuity decays as time goes to infinity. In [4] Valli considers the three-dimensional, steady-state, compressible flow equations. He shows that if the boundary data is small and smooth, then there is a smooth solution to the system. Kellogg [6] studies the two-dimensional, steady-state, viscous, compressible flow equations. The equations are linearized around an ambient nonzero solution to the nonlinear system. He shows that there is a solution to this linearized system that contains an interior discontinuity. The pressure takes a jump across this curve. The curve is a streamline of the ambient flow field that emanates from a jump in the specified boundary values of the pressure.

From the above discussion it seems possible that there are solutions to the steadystate, viscous, compressible flow equations which have an interior curve of discontinuity. We are unable to prove this result. Instead, we construct a simplified system of equations that still retains the "elliptic-hyperbolic" character of the original flow equations. Our simplification enables us to carry through an existence theorem for a

[^51]discontinuous solution, which is the purpose of this paper.
Let the primary unknowns be the velocity $u(x, y), v(x, y)$ in the $x, y$ directions, respectively, and the pressure $p(x, y)$, and let $\rho(p)$ be the density, which is related to the pressure through the equation of state. We consider the case of barotropic flow, in which there is no dependence on temperature. Let $\mu$ and $\lambda$ denote the two coefficients of viscosity. The two-dimensional, barotropic, steady-state, compressible Navier-Stokes equations are:
\[

$$
\begin{gather*}
-(2 \mu+\lambda) u_{x x}-(\mu+\lambda) v_{x y}-\mu u_{y y}+\left(\rho u^{2}\right)_{x}+(\rho u v)_{y}+p_{x}=0  \tag{1.1a}\\
-\mu v_{x x}-(\mu+\lambda) u_{x y}-(2 \mu+\lambda) v_{y y}+(\rho u v)_{x}+\left(\rho v^{2}\right)_{y}+p_{y}=0 \\
(\rho u)_{x}+(\rho v)_{y}=0 .
\end{gather*}
$$
\]

To obtain the simplified system we set $\mu=-\lambda=1$ and we drop the convective terms in (1.1a,b). More crucially, we replace the continuity equation by a modified "continuity" equation, $u \rho_{x}+v \rho_{y}=0$. Thus, we have dropped the term $\rho u_{x}+\rho v_{y}$ from the continuity equation. This modified "continuity" equation has no physical meaning. Our only justification in considering it is that the elliptic-hyperbolic character of the system is unchanged, and that we are able to demonstrate the existence of a solution of the modified system with an interior discontinuity. The difficulties encountered in using (1.1c) are explained in $\S 2$. With the assumption that the system is barotropic, the density $\rho=\rho(p)$ is a function of pressure only and the system can be simplified further. Writing $\rho_{x}=(d \rho / d p) p_{x}, \rho_{y}=(d \rho / d p) p_{y}$, we obtain from (1.1c) the equation $u p_{x}+v p_{y}=0$. We make a further notational change. The solution that we obtain will be such that the flow is close to uniform flow in the $x$ direction. We therefore replace the unknown $u$ by $1+u$. This leaves the modified momentum equations unchanged. The modified compressible flow equations studied in this paper are therefore

$$
\begin{align*}
& -u_{x x}-u_{y y}+p_{x}=0  \tag{1.2a}\\
& -v_{x x}-v_{y y}+p_{y}=0  \tag{1.2b}\\
& (1+u) p_{x}+v p_{y}=0 . \tag{1.2c}
\end{align*}
$$

The system (1.2) will be considered in the strip $D=(0, a) \times(-\infty, \infty)$. The width $a$ will be chosen later. We impose zero boundary conditions for $u$ and $v$ on the sides of the strip $D$, and we impose the boundary condition for the pressure on the side of the strip $D$ through which the flow enters. Thus, we are led to the boundary conditions:

$$
\begin{gather*}
u(0, y)=u(a, y)=0  \tag{1.2d}\\
v(0, y)=v(a, y)=0  \tag{1.2e}\\
p(0, y)=p_{0}(y) \tag{1.2f}
\end{gather*}
$$

The function $p_{0}(y)$ will be chosen to have a simple jump discontinuity at $y=0$, to vanish outside $[0, a]$, and to be smooth for $y \geq 0$. We let $\delta p_{0}=p_{0}(+0)$ denote the jump in $p_{0}(y)$ at $y=0$. We will show that the system (1.2) has a solution with the property that $p(x, y)$ is discontinuous across a curve $\mathcal{C}$. The curve $\mathcal{C}$ is the streamline of the flow emanating from the point $(0,0)$, which is the point of discontinuity of $p_{0}$. The first derivatives of $u$ and $v$ undergo jump discontinuities across $\mathcal{C}$, and satisfy certain jump conditions analogous to the Rankine-Hugoniot conditions for inviscid flow. The proof reformulates the problem as a fixed-point mapping $T$ in a Banach space and uses the Schauder fixed-point theorem. In the course of the proof, we must choose $a$ to be suitably small. The specific restriction on $a$ is given below, and is used to guarantee that $T$ is a self-mapping of a ball in the Banach space. Thus, both the width of the strip $D$ and the support of $p_{0}$ are made small. On the other hand, there is no restriction on the size of the jump $\delta p_{0}$.

In $\S 2$ we define precisely what is meant by a weak solution of (1.2), we reformulate (1.2) as finding the fixed point of a map in a certain Banach space, and we state our existence theorem (Theorem 2.1). In addition, we derive in a heuristic way the jump conditions that the solution satisfies across the curve $\mathcal{C}$.

Section 3 presents a formula for the solution of the momentum equations (1.2a,b) in terms of certain weakly singular integrals. From this formula we obtain a modulus of continuity of $u$ and $v$ in the $y$ variable of the form $r(|\ln | r|\mid+1)$, which is just enough to ensure the unique solvability of the characteristic equations associated with (1.2c). Also in this section, we verify the jump conditions for a weak solution of (1.2), and we derive a formula for the solution of (1.2c).

In $\S 4$ an analysis of the interaction between the weakly singular integrals occurring in the solution of $(1.2 \mathrm{a}, \mathrm{b})$ and the characteristic equation occurring in the solution of (1.2c) proves the continuity of the fixed-point mapping $T$. Following that, some a priori inequalities are derived.

In $\S 5$, a value of the width of the strip $D$ is determined, and the Schauder fixedpoint theorem (see, for example, [3]), is applied to give the existence of a solution with a curve $\mathcal{C}$ of discontinuity.
2. Existence theorem and jump conditions. In this section we define precisely what we mean by a weak solution of the system (1.2). We then state our main existence theorem as Theorem 2.1, whose proof is given in $\S 5$. The existence theorem establishes the existence of a weak solution $(u, v, p)$ with the property that $p$ has a curve $\mathcal{C}$ of discontinuity. The weak solution must satisfy certain jump conditions across the curve $\mathcal{C}$ of discontinuity, and we end this section with a discussion and heuristic derivation of these jump conditions.

Let $C^{0}(\bar{D})$ be the space of continuous functions in $\bar{D}$. Let

$$
\mathcal{A}=\left\{(u, v): u \in C^{0}(\bar{D}), v \in C^{0}(\bar{D}),\|u\|+\|v\|<\infty\right\},
$$

where

$$
\|u\|=\sup _{x, y \in D}|u(x, y)|+\sup _{x, y, \bar{y} \in D, y \neq \bar{y}} \frac{|u(x, y)-u(x, \bar{y})|}{|y-\bar{y}|(|\ln | y-\bar{y}| |+1)}
$$

and similarly for $\|v\|$. It is easy to see that $\mathcal{A}$ is a Banach space with the norm $\|(u, v)\|=\|u\|+\|v\|$. The particular form of the norm $\|u\|$ reflects the elliptichyperbolic character of our system. The modulus of continuity of $u$ in the $y$ variable is $r[|\ln | r|\mid+1]$. This modulus of continuity is just enough to guarantee the solvability
of the hyperbolic equation (1.2c), see the beginning of $\S 3$, and to provide the a priori estimates that arise from this solution (note Lemmas 4.1 and 4.2). On the other hand, this modulus of continuity is provided by estimates for the weakly singular integrals that occur in the solution of the elliptic equations (1.2a,b), and it seems that no better modulus of continuity arises from these weakly singular integrals.

For system (1.2), we say that $(u, v, p)$ is a weak solution, if $u$ and $v$ belong to $\mathcal{A}$, $p$ is a locally integrable function in D , and ( $u, v, p$ ) satisfy the following conditions: for any $\phi(x, y) \in C_{0}^{\infty}(D)$, the equations

$$
\begin{align*}
& \iint_{D}\left[-u \phi_{x x}-u \phi_{y y}-p \phi_{x}\right] d x d y=0  \tag{2.1a}\\
& \iint_{D}\left[-v \phi_{x x}-v \phi_{y y}-p \phi_{y}\right] d x d y=0 \tag{2.1b}
\end{align*}
$$

hold; on each curve $y=h\left(x, y_{0}\right)$ defined by the equation $h^{\prime}\left(x, y_{0}\right)=v\left(x, h\left(x, y_{0}\right)\right) /(1+$ $\left.u\left(x, h\left(x, y_{0}\right)\right)\right), h\left(0, y_{0}\right)=y_{0}, p$ is constant and hence satisfies (1.2c). As mentioned above, since $(u, v) \in \mathcal{A}$, the function $h\left(x, y_{0}\right)$ is well defined. We now state the main existence theorem.

Theorem 2.1. Let $p_{0}$ be a function with $p_{0}(y)=0$ for $y<0$ and $y \geq a, p_{0}(y)$ infinitely differentiable for $y \geq 0$, and $\lim _{y \rightarrow+0} p_{0}(y)=\delta p_{0} \neq 0$. Then there is a number $a^{*}>0$, satisfying (R1), (R2), and (R3) defined in §§4 and 5 such that, if $0<a<a^{*}$, the system (1.2) has a weak solution $(u, v, p)$ with $(u, v) \in \mathcal{A}$. The solution has a curve $\mathcal{C}$ of discontinuity on which the jump conditions (J1), (J2), and (J3) defined below are satisfied.

Let $\mathcal{B}$ be the closed ball in $\mathcal{A}$ with center 0 and radius $1 / 4$. We define a mapping $T$ on $\mathcal{B}$ as follows. Let $T_{1}:(u, v) \rightarrow p$, where $p$ is obtained by solving

$$
(1+u) p_{x}+v p_{y}=0, \quad p(0, y)=p_{0}(y)
$$

and let $T_{2}: p \rightarrow(\bar{u}, \bar{v})$, where $\bar{u}, \bar{v}$ satisfy

$$
\begin{array}{lc}
-\bar{u}_{x x}-\bar{u}_{y y}+p_{x}=0, & \bar{u}(0, y)=\bar{u}(a, y)=0 \\
-\bar{v}_{x x}-\bar{v}_{y y}+p_{y}=0, & \bar{v}(0, y)=\bar{v}(a, y)=0
\end{array}
$$

Let $T=T_{2} \circ T_{1}$ be the composition of $T_{2}$ and $T_{1}$. Theorem 2.1 will be proved in $\S 5$ by showing that the mapping $T$ has a fixed point in $\mathcal{B}$.

We may now explain the difficulties encountered in using the true continuity equation (1.1c), instead of (1.2c). Presumably, $T_{1}$ should be the solution operator of (1.1c). When written out, (1.1c) becomes $u \rho_{x}+v \rho_{y}+\left(u_{x}+v_{y}\right) \rho=0$; if this equation were used, the space $\mathcal{A}$ would need to be replaced by a space of functions for which $u_{x}+v_{y}$ has meaning. Alternately, we could define a solution operator $T_{1}$ of (1.1c) by means of a weak solution. If this is the case, it is hard to get enough information concerning $\rho$ to establish continuity results of the form given in Propositions 4.3 and 4.7.

Let $\Gamma=(x(s), y(s))$ be a smooth curve, parametrized by $s$, which divides $D$ into two parts, $D_{1}$ and $D_{2}$. The unit normal vector to the curve is $n(s)=(-\dot{y}(s), \dot{x}(s))$. Suppose $n(s)$ points into $D_{2}$, so $n(s)$ is the outward pointing normal to $D_{1}$. In each
subregion we suppose that $u, v$, and $p$ are smooth, but they or their derivatives may have a simple jump across $\Gamma$. Let $u_{t}$ denote the tangential derivative along the curve $\Gamma$. Let $[u]_{1},[u]_{2},\left[u_{x}\right]_{1},\left[u_{x}\right]_{2}$, etc., denote the one-sided limits of $u$, $u_{x}$, etc., on $\Gamma$. We use the notation $\delta u=[u]_{2}-[u]_{1}, \delta u_{x}=\left[u_{x}\right]_{2}-\left[u_{x}\right]_{1}$ to measure the jump. In the following theorem, we present jump conditions for solutions with a curve $\Gamma$ of discontinuity. The proof uses the standard technique of integration by parts, but assumes that the solution is smooth on either side of $\Gamma$. In Theorem 3.1 these jump conditions are established for a weak solution.

Theorem 2.2. Let the domain $D$ be divided into two parts $D_{1}, D_{2}$, by a smooth curve $\Gamma$. Let $(u, v, p)$ be a weak solution of (1.2). Suppose $u, v, p$ are smooth in each subdomain with one-sided limits on $\Gamma$, and suppose $p$ has a jump on $\Gamma$. Then $\Gamma$ is a streamline of the flow, the first derivatives of $u$ and $v$ have jumps on $\Gamma$, and $u, v, p$ satisfy the jump conditions

$$
\begin{gather*}
\delta u=\delta v=\delta u_{t}=\delta v_{t}=0  \tag{J1}\\
\dot{y} \delta u_{x}-\dot{x} \delta u_{y}=\dot{y} \delta p  \tag{J2}\\
\dot{y} \delta v_{x}-\dot{x} \delta v_{y}=-\dot{x} \delta p \tag{J3}
\end{gather*}
$$

Proof. Let $\gamma$ denote a curve that crosses $\Gamma$ at a point $q_{0}$. Let $q \in \gamma$, and let $\Gamma_{q}$ be the streamline through $q$. Then $p=p(q)$ on $\Gamma_{q}$. As $q$ varies over $\gamma \cap D_{1}, p(q)$ is continuous, and as $p$ varies over $\gamma \cap D_{2}, p(q)$ is continuous. Hence, for $p$ to be discontinuous across $\Gamma$, we must have $\gamma=\Gamma_{q_{0}}$; that is, $\Gamma$ is a streamline.

Since $(u, v) \in \mathcal{A}, u$ and $v$ are continuous. Hence $\delta u=\delta v=0$, and since $u$ and $v$ are assumed to be smooth on either side of $\Gamma, \delta u_{t}=\delta v_{t}=0$, and we have (J1).

Let $\phi$ be a smooth function of compact support contained in $D_{1}$. From a wellknown property of the Laplacian operator and the fact that $p$ is smooth in $D_{1},(2.1 \mathrm{a})$ implies that $u$ satisfies (1.2a) in $D_{1}$. Similarly, $u$ satisfies (1.2a) in $D_{2}$. Next, let $\phi$ have support which intersects $\Gamma$. Applying (2.1a), we write the integral as a sum of integrals over $D_{1}$ and $D_{2}$. Integrating by parts and using (1.2a) in $D_{1}$ and $D_{2}$, we obtain

$$
\int_{\Gamma}\left[\dot{y} \delta u_{x}-\dot{x} \delta u_{y}-\dot{y} \delta p+\delta u\left(\dot{y} \delta p_{x}-\dot{x} \delta p_{y}\right)\right] \phi d s=0
$$

Since this is true for all smooth $\phi$ with compact support, and since $\delta u=0$, we obtain (J2). The proof of (J3) is similar.
3. Properties of solutions. The aim of this section is to derive formulas for the mappings $T_{1}$ and $T_{2}$. These formula are then used to verify jump conditions and derive a formula for the modulus of continuity for a pair $(\bar{u}, \bar{v})$ in the range of $T_{2}$. First, we derive a formula for $T_{1}$ by solving (1.2c) and (1.2f) for $p$ with $(u, v)$ a given pair in $\mathcal{A}$. The characteristic curves $y=h\left(x, y_{0}\right)$ corresponding to the hyperbolic equation (1.2c) are those defined by the solutions of the nonlinear ordinary differential equation:

$$
\begin{equation*}
\frac{d h}{d x}=\frac{v\left(x, h\left(x, y_{0}\right)\right)}{1+u\left(x, h\left(x, y_{0}\right)\right)}, \quad h\left(0, y_{0}\right)=y_{0} \tag{3.1}
\end{equation*}
$$

In particular, when $y_{0}=0$, we obtain the characteristic curve $y=H(x)$ emanating from ( 0,0 ):

$$
\begin{equation*}
\frac{d H}{d x}=\frac{v(x, H(x))}{1+u(x, H(x))}, \quad H(0)=0 . \tag{3.2}
\end{equation*}
$$

For the existence and uniqueness of solution of (3.1) and (3.2) we refer to Hartman [5]. Since $u$ and $v$ are continuous, the Peano existence theorem [5, Chap. II, Thm. 2.1] shows that solutions $h\left(x, y_{0}\right)$ and $H(x)$ exist. Since $u$ and $v$ are in $\mathcal{A}$, the Osgood criterion [5, Chap. III, Cor. 6.2] is satisfied and the solutions $h$ and $H$ are unique. As a consequence of this uniqueness, $h\left(x, y_{0}\right)$ is a strictly increasing function in $y_{0}$, so the inverse function exists. For each $x$, let the inverse function of $h\left(x, y_{0}\right)$ be $g(x, y)$, i.e.,

$$
\begin{equation*}
g\left(x, h\left(x, y_{0}\right)\right)=y_{0}, \quad g(x, h(x, 0))=g(x, H(x))=0 \tag{3.3}
\end{equation*}
$$

Through $g(x, y)$, the solution $p=T_{1}(u, v)$ can be expressed as

$$
p(x, y)=p_{0}(g(x, y))
$$

In particular,

$$
\begin{equation*}
p(x, H(x))=p_{0}(g(x, H(x)))=p_{0}(+0)=\delta p_{0} \tag{3.4}
\end{equation*}
$$

Thus, $p$ is constant along each curve $y=h\left(x, y_{0}\right)$. Due to the jump discontinuity of $p_{0}(y)$ at $y=0, p(x, y)$ has a jump discontinuity across the characteristic $y=H(x)$, that is, the one emanating from $(0,0)$ and denoted by $\mathcal{C}$. Moreover $p(x, y)=0$, if $y<H(x), p(x, y)$ is continuous and compactly supported in $y \geq H(x)$.

Now we are in position to solve (1.2a,b) subject to (1.2d,e) for $\bar{u}(x, y)$ and $\bar{v}(x, y)$ with given $p(x, y)$ in the range of $T_{1}$. We will take the Fourier transform of (1.2a,b) with respect to $y$. Since $p(x, y)$, and the first derivatives of $\bar{u}(x, y)$ and $\bar{v}(x, y)$ possibly are discontinuous on the curve $y=H(x)$, the usual formulas for the Fourier transform of the derivatives must be modified and the transformed equations include terms containing these jumps. When we apply the jump conditions (J1) and (J2), these extra terms cancel out and we obtain two linear ordinary differential equations in $x$ with coefficients in $t$ :

$$
\begin{aligned}
& -\hat{u}_{x x}+t^{2} \hat{u}+\hat{p}_{x}=0 \\
& -\hat{v}_{x x}+t^{2} \hat{v}+i t \hat{p}=0
\end{aligned}
$$

where $\hat{u}, \hat{v}$, and $\hat{p}$ denote the Fourier transform of $\bar{u}, \bar{v}, \bar{p}$, and $t$ denotes the transformed variable. These equations may be solved subject to boundary conditions.

For this, let

$$
\begin{aligned}
& k_{1}(x-s, y-t)=\frac{-\sin \pi(x-s) / a}{8 a\left(\sinh ^{2} \pi(y-t) / 2 a+\sin ^{2} \pi(x-s) / 2 a\right)} \\
& k_{2}(x+s, y-t)=\frac{-\sin \pi(x+s) / a}{8 a\left(\sinh ^{2} \pi(y-t) / 2 a+\sin ^{2} \pi(x+s) / 2 a\right)}
\end{aligned}
$$

$$
\begin{aligned}
& k_{3}(x-s, y-t)=\frac{-\sinh \pi(y-t) / a}{8 a\left(\sinh ^{2} \pi(y-t) / 2 a+\sin ^{2} \pi(x-s) / 2 a\right)} \\
& k_{4}(x+s, y-t)=\frac{-\sinh \pi(y-t) / a}{8 a\left(\sinh ^{2} \pi(y-t) / 2 a+\sin ^{2} \pi(x+s) / 2 a\right)}
\end{aligned}
$$

Then, taking the inverse Fourier transform of the solutions and using some formulas in [7], we obtain the following formula for $(\bar{u}, \bar{v})=T_{2}(p)$ :

$$
\begin{align*}
\bar{u}(x, y) & =\iint_{D} p(s, t)\left(k_{1}(x-s, y-t)+k_{2}(x+s, y-t)\right) d t d s  \tag{3.5}\\
& \equiv \bar{u}_{1}(x, y)+\bar{u}_{2}(x, y) \\
\bar{v}(x, y) & =\iint_{D} p(s, t)\left(k_{3}(x-s, y-t)+k_{4}(x+s, y-t)\right) d t d s  \tag{3.6}\\
& \equiv \bar{v}_{1}(x, y)+\bar{v}_{2}(x, y) .
\end{align*}
$$

For some analysis in $\S 4$, it is convenient to introduce

$$
k_{7}(x-s, y-t)=\frac{s-x}{2 \pi\left((y-t)^{2}+(x-s)^{2}\right)} .
$$

We may write $\bar{u}(x, y)$ as

$$
\begin{equation*}
\bar{u}(x, y)=\left[\bar{u}_{1}(x, y)-\bar{u}_{3}(x, y)\right]+\bar{u}_{2}(x, y)+\bar{u}_{3}(x, y), \tag{3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{u}_{3}(x, y) \equiv \iint_{D} p(s, t) k_{7}(x-s, y-t) d t d s \tag{3.8}
\end{equation*}
$$

Now we verify the jump conditions (J1), (J2), and (J3) for a pair ( $\bar{u}, \bar{v}$ ) in the range of $T_{2}$.

Theorem 3.1. Let $u$, $v$ be in $\mathcal{A}$, and $p$ the image of $u$, $v$ under the mapping $T_{1}$, then $(\bar{u}, \bar{v})=T_{2}(p)$ satisfies the jump conditions $(\mathrm{J} 1),(\mathrm{J} 2)$, and ( J 3$)$.

Proof. Since $k_{2}(x+s, y-t)$ is $C^{1}$ as a function of $x$ and $y$ and bounded for all $(s, t)$ in $D,(x, y)$ in $D, \bar{u}_{2}(x, y)$ is $C^{1}$ in $x$ and $y$. Hence $\bar{u}_{2}(x, y)$ takes no jump across $y=H(x)$. Using the fact that $p(s, t)$ is supported in $t \geq H(s)$ and making a change of variables $y-t=\tau, x-s=\sigma$ yields

$$
\bar{u}_{1}(x, y)=\int_{x-a}^{x} \int_{-\infty}^{y-H(x-\sigma)} p(x-\sigma, y-\tau) k_{1}(\sigma, \tau) d \tau d \sigma .
$$

We use this expression to evaluate the partial derivatives of $\bar{u}_{1}(x, y)$ :

$$
\begin{aligned}
\frac{\partial \bar{u}_{1}}{\partial x}= & \int_{-\infty}^{y} p(0, y-\tau) k_{1}(x, \tau) d \tau-\int_{-\infty}^{y-H(a)} p(a, y-\tau) k_{1}(x-a, \tau) d \tau \\
& -\int_{x-a}^{x} H^{\prime}(x-\sigma) p(x-\sigma, H(x-\sigma)) k_{1}(\sigma, y-H(x-\sigma)) d \sigma \\
& +\int_{x-a}^{x} \int_{-\infty}^{y-H(x-\sigma)} p,_{1}(x-\sigma, y-\tau) k_{1}(\sigma, \tau) d \tau d \sigma
\end{aligned}
$$

$$
\begin{aligned}
\equiv & A_{1}+A_{2}+A_{3}+A_{4}, \\
\frac{\partial \bar{u}_{1}}{\partial y}= & \int_{x-a}^{x} \int_{-\infty}^{y-H(x-\sigma)} p,_{2}(x-\sigma, y-\tau) k_{1}(\sigma, \tau) d \tau d \sigma \\
& +\int_{x-a}^{x} p(x-\sigma, H(x-\sigma)) k_{1}(\sigma, y-H(x-\sigma)) d \sigma \\
\equiv & A_{5}+A_{6} .
\end{aligned}
$$

Here $p_{,_{i}}$ means the partial derivative of $p$ with respect to the $i$ th variable. Terms $A_{1}, A_{2}, A_{4}, A_{5}$ are continuous across $y=H(x)$. However, $A_{3}$ and $A_{6}$ become singular as $x, y$ approaches the curve $\mathcal{C}$, and these terms give rise to the jump discontinuity in $\partial \bar{u}_{1} / \partial x$ and $\partial \bar{u}_{1} / \partial y$. Using (3.4) we have

$$
\begin{aligned}
A_{3}(x, y)= & -\int_{0}^{a} H^{\prime}(s) p(s, H(s)) k_{1}(x-s, y-H(s)) d s \\
= & -\delta p_{0} \int_{0}^{a} H^{\prime}(s) k_{1}(x-s, y-H(s)) d s \\
= & -\delta p_{0} \int_{0}^{a}\left(H^{\prime}(s)-H^{\prime}(x)\right) k_{1}(x-s, y-H(s)) d s \\
& -\delta p_{0} H^{\prime}(x) \int_{0}^{a}\left(k_{1}(x-s, y-H(s))-\frac{1}{2 \pi} k_{5}(x-s, y-H(s))\right) d s \\
& \frac{-\delta p_{0}}{2 \pi} H^{\prime}(x) \int_{0}^{a}\left(k_{5}(x-s, y-H(s))-k_{6}(x-s, y-H(s))\right) d s \\
& \frac{-\delta p_{0}}{2 \pi} H^{\prime}(x) \int_{0}^{a} k_{6}(x-s, y-H(s)) d s,
\end{aligned}
$$

where

$$
\begin{aligned}
& k_{5}(x-s, y-H(s))=\frac{(s-x)}{\left((y-H(s))^{2}+(x-s)^{2}\right)} \\
& k_{6}(x-s, y-H(s))=\frac{(s-x)}{\left(y-H(x)-H^{\prime}(x)(s-x)\right)^{2}+(x-s)^{2}} .
\end{aligned}
$$

Since $\left(H^{\prime}(s)-H^{\prime}(x)\right) k_{1}, k_{1}-k_{5}$, and $k_{5}-k_{6}$ are continuous in $x, y$ and bounded in $D$ as a function of $s, t$ for all $(x, y)$ in $D, \int_{0}^{a}\left(H^{\prime}(s)-H^{\prime}(x)\right) k_{1} d s, \int_{0}^{a}\left(k_{1}-k_{5}\right) d s$ and $\int_{0}^{a}\left(k_{5}-k_{6}\right) d s$ do not take a jump across $\mathcal{C}$. Further analysis of

$$
-\frac{\delta p_{0}}{2 \pi} H^{\prime}(x) \int_{0}^{a} k_{6}(x-s, y-H(s)) d s
$$

is needed to bring out the jump of $\partial u_{1} / \partial x$ across $\mathcal{C}$. By setting $x-s=\bar{s}, y-H(x)=\alpha$, and $\bar{s} / \alpha=\sigma$,

$$
\begin{aligned}
\frac{-\delta p_{0}}{2 \pi} H^{\prime}(x) \int_{0}^{a} k_{6}(x-s, y-H(s)) d s & =\frac{\delta p_{0}}{2 \pi} H^{\prime}(x) \int_{x-a}^{x} \frac{\bar{s}}{\left(\alpha-H^{\prime}(x) \bar{s}\right)^{2}+\bar{s}^{2}} d \bar{s} \\
& =\frac{\delta p_{0}}{2 \pi} H^{\prime}(x) \int_{(x-a) / \alpha}^{x / \alpha} \frac{\sigma}{\left(1-H^{\prime}(x) \sigma\right)^{2}+\sigma^{2}} d \sigma \\
& \equiv \frac{\delta p_{0}}{2 \pi} H^{\prime}(x) \mathcal{F}(\alpha) .
\end{aligned}
$$

When $y-H(x)=\alpha>0$,

$$
\begin{aligned}
\mathcal{F}^{+}(\alpha)= & \frac{1}{2\left(1+H^{\prime}(x)^{2}\right)} \ln \left(\left(1-H^{\prime}(x) \frac{x}{\alpha}\right)^{2}+H^{\prime}(x)^{2}\left(\frac{x}{\alpha}\right)^{2}\right) \\
& +\frac{H^{\prime}(x)}{1+H^{\prime}(x)^{2}} \tan ^{-1}\left(\left(1+H^{\prime}(x)^{2}\right) \frac{x}{\alpha}-H^{\prime}(x)\right) \\
& -\frac{1}{2\left(1+H^{\prime}(x)^{2}\right)} \ln \left(\left(1-H^{\prime}(x) \frac{x-a}{\alpha}\right)^{2}+H^{\prime}(x)^{2}\left(\frac{x-a}{\alpha}\right)^{2}\right) \\
& -\frac{H^{\prime}(x)}{1+H^{\prime}(x)^{2}} \tan ^{-1}\left(\left(1+H^{\prime}(x)^{2}\right) \frac{x-a}{\alpha}-H^{\prime}(x)\right) .
\end{aligned}
$$

When $y-H(x)=-\alpha<0$,

$$
\begin{aligned}
\mathcal{F}^{-}(\alpha)= & -\frac{1}{2\left(1+H^{\prime}(x)^{2}\right)} \ln \left(\left(1-H^{\prime}(x) \frac{a-x}{\alpha}\right)^{2}+H^{\prime}(x)^{2}\left(\frac{a-x}{\alpha}\right)^{2}\right) \\
& -\frac{H^{\prime}(x)}{1+H^{\prime}(x)^{2}} \tan ^{-1}\left(\left(1+H^{\prime}(x)^{2}\right) \frac{a-x}{\alpha}-H^{\prime}(x)\right) \\
& +\frac{1}{2\left(1+H^{\prime}(x)^{2}\right)} \ln \left(\left(1-H^{\prime}(x) \frac{-x}{\alpha}\right)^{2}+H^{\prime}(x)^{2}\left(\frac{-x}{\alpha}\right)^{2}\right) \\
& +\frac{H^{\prime}(x)}{1+H^{\prime}(x)^{2}} \tan ^{-1}\left(\left(1+H^{\prime}(x)^{2}\right) \frac{-x}{\alpha}-H^{\prime}(x)\right) .
\end{aligned}
$$

Letting $y$ go to $H(x)$ from above and below, we find that $\lim _{\alpha \rightarrow 0} \mathcal{F}^{ \pm}(\alpha)$ exists and we obtain

$$
\begin{equation*}
\lim _{\alpha \rightarrow 0} \frac{\delta p_{0}}{2 \pi} H^{\prime}(x)\left(\mathcal{F}^{+}(\alpha)-\mathcal{F}^{-}(\alpha)\right)=\frac{\delta p_{0} H^{\prime}(x) H^{\prime}(x)}{\left(1+H^{\prime}(x)^{2}\right)} \tag{3.9}
\end{equation*}
$$

Next, in the expression of $\partial u_{1} / \partial y, A_{6}(x, y)$ takes the same amount of jump across $\mathcal{C}$ as

$$
-\frac{\delta p_{0}}{2 \pi} \int_{0}^{a} k_{6}(x-s, y-H(s)) d s
$$

By setting $x-s=\bar{s}, y-H(x)=\alpha, \bar{s} / \alpha=\sigma$,

$$
\begin{aligned}
\frac{-\delta p_{0}}{2 \pi} \int_{0}^{a} k_{6}(x-s, y-H(s)) d s & =\frac{\delta p_{0}}{2 \pi} \int_{0}^{a} \frac{x-s}{\left(\alpha-H^{\prime}(x)(x-s)\right)^{2}+(x-s)^{2}} d s \\
& =\frac{\delta p_{0}}{2 \pi} \int_{x-a}^{x} \frac{\bar{s}}{\left(\alpha-H^{\prime}(x) \bar{s}\right)^{2}+\bar{s}^{2}} d \bar{s} \\
& =\frac{\delta p_{0}}{2 \pi} \int_{(x-a) / \alpha}^{x / \alpha} \frac{\sigma}{\left(1-H^{\prime}(x) \sigma\right)^{2}+\sigma^{2}} d \sigma \\
& \equiv \frac{\delta p_{0}}{2 \pi} \mathcal{G}(\alpha) .
\end{aligned}
$$

When $y-H(x)=\alpha>0$,

$$
\begin{aligned}
\mathcal{G}^{+}(\alpha)= & -\frac{1}{2\left(1+H^{\prime}(x)^{2}\right)} \ln \left(\left(1-H^{\prime}(x) \frac{x}{\alpha}\right)^{2}+H^{\prime}(x)^{2}\left(\frac{x}{\alpha}\right)^{2}\right) \\
& \left.-\frac{H^{\prime}(x)}{1+H^{\prime}(x)^{2}} \tan ^{-1}\left(1+H^{\prime}(x)^{2}\right) \frac{x}{\alpha}-H^{\prime}(x)\right) \\
& +\frac{1}{2\left(1+H^{\prime}(x)^{2}\right)} \ln \left(\left(1-H^{\prime}(x) \frac{x-a}{\alpha}\right)^{2}+H^{\prime}(x)^{2}\left(\frac{x-a}{\alpha}\right)^{2}\right) \\
& +\frac{H^{\prime}(x)}{1+H^{\prime}(x)^{2}} \tan ^{-1}\left(\left(1+H^{\prime}(x)^{2}\right) \frac{x-a}{\alpha}-H^{\prime}(x)\right) .
\end{aligned}
$$

When $y-H(x)=-\alpha<0$,

$$
\begin{aligned}
\mathcal{G}^{-}(\alpha)= & \frac{1}{2\left(1+H^{\prime}(x)^{2}\right)} \ln \left(\left(1-H^{\prime}(x) \frac{a-x}{\alpha}\right)^{2}+H^{\prime}(x)^{2}\left(\frac{a-x}{\alpha}\right)^{2}\right) \\
& +\frac{H^{\prime}(x)}{1+H^{\prime}(x)^{2}} \tan ^{-1}\left(\left(1+H^{\prime}(x)^{2}\right) \frac{a-x}{\alpha}-H^{\prime}(x)\right) \\
& -\frac{1}{2\left(1+H^{\prime}(x)^{2}\right)} \ln \left(\left(1-H^{\prime}(x) \frac{-x}{\alpha}\right)^{2}+H^{\prime}(x)^{2}\left(\frac{-x}{\alpha}\right)^{2}\right) \\
& -\frac{H^{\prime}(x)}{1+H^{\prime}(x)^{2}} \tan ^{-1}\left(\left(1+H^{\prime}(x)^{2}\right) \frac{-x}{\alpha}-H^{\prime}(x)\right)
\end{aligned}
$$

Letting $y$ go to $H(x)$ from above and below, we find that $\lim _{\alpha \rightarrow 0} \mathcal{G}^{ \pm}(\alpha)$ exists and we obtain

$$
\begin{equation*}
\lim _{\alpha \rightarrow 0} \frac{\delta p_{0}}{2 \pi}\left(\mathcal{G}^{+}(\alpha)-\mathcal{G}^{-}(\alpha)\right)=-\frac{\delta p_{0} H^{\prime}(x)}{\left(1+H^{\prime}(x)^{2}\right)} \tag{3.10}
\end{equation*}
$$

Since $\dot{x}=1, \dot{y}=H^{\prime}(x)$, jump condition (J2) follows from equations (3.9) and (3.10), and (J3) is proved in a similar way. To verify (J1), note that from these formulas, $\bar{u}$ and $\bar{v}$ have one-sided derivatives on either side of $\mathcal{C}$, so (J1) follows from the continuity of $\bar{u}$ and $\bar{v}$ across $\mathcal{C}$. This completes the proof.

In the expression (3.7) for $\bar{u}(x, y), \bar{u}_{1}(x, y)-\bar{u}_{3}(x, y)$ and $\bar{u}_{2}(x, y)$ are smoother than $\bar{u}_{3}(x, y)$. The crucial part concerning the modulus of the continuity of $\bar{u}(x, y)$ is $\bar{u}_{3}(x, y)$. We state the modulus of continuity of $\bar{u}_{3}(x, y)$ and give the proof as follows.

Proposition 3.2. Let $0<a<1$, and let $p$ be a bounded function supported in $[0, a] \times[-2 a, 2 a]$, then

$$
\bar{u}_{3}(x, y)=\int_{0}^{a} \int_{-2 a}^{2 a} p(s, t) k_{7}(x-s, y-t) d t d s
$$

satisfies

$$
\begin{equation*}
\left|\bar{u}_{3}(x, y)-\bar{u}_{3}(x, \bar{y})\right| \leq a C_{1}\|p|\| y-\bar{y}|(|\ln | y-\bar{y} \|+1) \tag{3.11}
\end{equation*}
$$

where $\|p\|=\sup _{(s, t) \in D}|p(s, t)|, C_{1}$ is a constant.

## Proof. Define

$$
f(x, y, \bar{y})=\int_{0}^{a} \int_{-2 a}^{2 a} \frac{|(s-x)(y+\bar{y}-2 t)| d t d s}{\left((x-s)^{2}+(y-t)^{2}\right)\left((x-s)^{2}+(\bar{y}-t)^{2}\right)}
$$

Then

$$
\left|\bar{u}_{3}(x, y)-\bar{u}_{3}(x, \bar{y})\right| \leq \frac{\|p\|}{2 \pi}|y-\bar{y}| f(x, y, \bar{y}) .
$$

Consider, without loss of generality, the case $x=\bar{y}=0$. Then,

$$
f(0, y, 0) \leq \int_{0}^{a} \int_{-2 a}^{2 a} \frac{|s||t|+|s||y-t|}{\left(s^{2}+(y-t)^{2}\right)\left(s^{2}+t^{2}\right)} d t d s \equiv f_{1}(0, y, 0)+f_{2}(0, y, 0)
$$

We rescale $f_{1}(0, y, 0)$ by setting $s=y \sigma, t=a y \tau$. Then

$$
f_{1}(0, y, 0) \leq a \int_{0}^{a / y} \int_{-2 / y}^{2 / y} \frac{a|\sigma \| \tau| d \tau d \sigma}{\left(\sigma^{2}+(1-a \tau)^{2}\right)\left(\sigma^{2}+a^{2} \tau^{2}\right)}
$$

Let

$$
\begin{aligned}
& B_{1}=\left\{(\sigma, \tau): 0 \leq \sigma \leq \frac{a}{y}, \frac{-2}{y} \leq \tau \leq \frac{2}{y}\right\}, \\
& B_{2}=\left\{(\sigma, \tau): 0 \leq \sigma, 0 \leq \sigma^{2}+\tau^{2} \leq\left(\frac{4}{y}\right)^{2}\right\}, \\
& B_{3}=\left\{(\sigma, \tau): 0 \leq \sigma, 0 \leq \sigma^{2}+\tau^{2} \leq \frac{1}{4}\right\}, \\
& B_{4}=\left\{(\sigma, \tau): 0 \leq \sigma, \frac{1}{4} \leq \sigma^{2}+\tau^{2} \leq\left(\frac{4}{y}\right)^{2}\right\}, \\
& B_{5}=\left\{(\sigma, \tau): 0 \leq \sigma, \frac{1}{4} \leq \sigma^{2}+(1-\tau)^{2} \leq\left(\frac{4}{y}+1\right)^{2}\right\} .
\end{aligned}
$$

Since $0<a<1, B_{1} \subset B_{2}, a|\sigma \| \tau| /\left(\sigma^{2}+a^{2} \tau^{2}\right)<\frac{1}{2}$, then

$$
f_{1}(0, y, 0) \leq \frac{a}{2} \iint_{B_{2}} \frac{d \tau d \sigma}{\sigma^{2}+(1-a \tau)^{2}}
$$

With $B_{2}=B_{3} \cup B_{4}$,

$$
\begin{aligned}
f_{1}(0, y, 0) & \leq \frac{a}{2} \iint_{B_{3}} \frac{d \tau d \sigma}{\left(\sigma^{2}+(1-a \tau)^{2}\right)}+\frac{a}{2} \iint_{B_{4}} \frac{d \tau d \sigma}{\left(\sigma^{2}+(1-a \tau)^{2}\right)} \\
& \equiv \frac{a}{2}((\mathrm{i})+(\mathrm{ii})) .
\end{aligned}
$$

Since $B_{4} \subset B_{5}, a<1$, and

$$
\frac{1}{\left(\sigma^{2}+(1-a \tau)^{2}\right)} \leq \frac{1}{\left(\sigma^{2}+(1-\tau)^{2}\right)}
$$

we obtain

$$
\begin{aligned}
(\text { i }) & \leq \iint_{B_{3}} \frac{1}{\left(\sigma^{2}+(1-\tau)^{2}\right)} d \tau d \sigma \leq C_{2} \\
\text { (ii) } & \leq \iint_{B_{4}} \frac{d \sigma d \tau}{\left(\sigma^{2}+(1-\tau)^{2}\right)} \\
& \leq \iint_{B_{5}} \frac{d \sigma d \tau}{\left(\sigma^{2}+(1-\tau)^{2}\right)} \\
& \leq \int_{-\pi}^{\pi} \int_{1 / 2}^{(4 / y)+1} \frac{1}{r} d r d \theta \leq C_{3}(|\ln | y| |+1)
\end{aligned}
$$

for some constants $C_{2}, C_{3}$. Choosing $C_{4}=\max \left(C_{2}, C_{3}\right)$,

$$
f_{1}(0, y, 0) \leq \frac{a}{2} C_{4}(|\ln | y| |+1)
$$

Similarly,

$$
f_{2}(0, y, 0) \leq \frac{a}{2} C_{4}(|\ln | y| |+1)
$$

We have shown that $f(x, y, \bar{y}) \leq a C_{4}(|\ln | y| |+1)$. This completes the proof.
The functions $k_{2}(x-s, y-t)$ and $k_{1}(x-s, y-t)-k_{7}(x-s, y-t)$ are in $C^{1}$ as functions of $x$ and $y$, and are bounded for all $(s, t) \in D,(x, y) \in D$. Hence $\bar{u}_{2}$ and $\bar{u}_{1}-\bar{u}_{3}$ are continuously differentiable in $D$, so there is a constant $C_{5}$ such that

$$
\begin{gather*}
\left|\bar{u}_{2}(x, y)-\bar{u}_{2}(x, \bar{y})\right| \leq a C_{5}| | p| ||y-\bar{y}|  \tag{3.12}\\
\left|\bar{u}_{1}(x, y)-\bar{u}_{3}(x, y)-\left(\bar{u}_{1}(x, \bar{y})-\bar{u}_{3}(x, \bar{y})\right)\right| \leq a C_{5}| | p|\| y-\bar{y}| . \tag{3.13}
\end{gather*}
$$

In view of (3.11), (3.12), and (3.13) we have the following concerning the modulus of continuity of $\bar{u}(x, y)$. A similar analysis holds for $\bar{v}(x, y)$ andwe obtain the following proposition.

Proposition 3.3. There is a constant $C_{6}$ such that

$$
\begin{align*}
& |\bar{u}(x, y)-\bar{u}(x, \bar{y})| \leq a C_{6}\|p|\| y-\bar{y}|(|\ln | y-\bar{y} \|+1)  \tag{3.14}\\
& |\bar{v}(x, y)-\bar{v}(x, \bar{y})| \leq a C_{6}\|p\| y-\bar{y} \mid(|\ln | y-\bar{y} \|+1) \tag{3.15}
\end{align*}
$$

4. A priori estimates. By definition, $h\left(x, y_{0}\right)$ is the solution to the ordinary differential equation (3.1). Since $\|u\|+\|v\|<\frac{1}{4},|d h / d x| \leq\left(\frac{1}{4}\right) /\left(1-\frac{1}{4}\right)<1$. Thus, if $y>2 a, g(x, y)>1$, then $p_{0}(g(x, y))=0$; if $y<-2 a, g(x, y)<0, p_{0}(g(x, y))=0$. Hence the support of $p$ is contained in $[0, a] \times[-2 a, 2 a]$. Furthermore, the set of $y_{0}$ such that the curve $y=h\left(x, y_{0}\right)$ meets the rectangle $[0, a] \times[-2 a, 2 a]$ is contained in the interval $[-3 a, 3 a]$. For later purposes, we require this interval to have length less than 1 ; thus, we require

$$
\begin{equation*}
a<\frac{1}{6} . \tag{R1}
\end{equation*}
$$

Let $\left(u^{j}, v^{j}\right) \in \mathcal{B}, j=1,2$, and let $h_{j}\left(x, y_{0}\right)$ be the corresponding characteristic curves satisfying (3.1). In particular, since $H_{j}(0)=0$, we may write $H_{j}(x)$ as

$$
H_{j}(x)=\int_{0}^{x} \frac{v^{j}\left(s, H_{j}(s)\right)}{1+u^{j}\left(s, H_{j}(s)\right)} d s, \quad j=1,2 .
$$

Let

$$
\|H(x)\|=\sup _{x \in(0, a)}|H(x)|, \quad\left\|h\left(x, y_{0}\right)\right\|=\sup _{\left(x, y_{0}\right) \in D}\left|h\left(x, y_{0}\right)\right| .
$$

With this notation we shall derive inequalities for perturbations $H_{1}-H_{2}$ and $h_{1}-h_{2}$ in terms of $u^{1}-u^{2}$ and $v^{1}-v^{2}$. For this, we first state and prove in Lemma 4.2 a variation of Gronwall's inequality.

Lemma 4.1. Let $K_{4}>0, K_{5}>0,1>\varepsilon>0$ be constants and let $L(x)$ solve

$$
\begin{equation*}
L^{\prime}(x)=-K_{4}(L(x) \ln L(X)-L(x)), \quad L(0)=\varepsilon K_{5}<1, \tag{*}
\end{equation*}
$$

then $L(x) \leq 3\left(\varepsilon K_{5}\right)^{e^{-a K_{4}}}$.
Proof. Equation (*) has solution $L(x)=\exp \left[1-e^{-x K_{4}}+e^{-x K_{4}} \ln \left(\varepsilon K_{5}\right)\right]$, so

$$
L(x) \leq 3 \exp \left[e^{-x K_{4}} \ln \left(\varepsilon K_{5}\right)\right] \leq 3 \exp \left[e^{-a K_{4}} \ln \left(\varepsilon K_{5}\right)\right]=3\left(\varepsilon K_{5}\right)^{-a K_{4}}
$$

Lemma 4.2. Let $f(x)$ be a nonnegative function satisfying

$$
f(x)=\int_{0}^{x}-K_{4}(f(s) \ln f(s)-f(s)) d s+\varepsilon K_{5} .
$$

Suppose $\varepsilon K_{5}<1$ and $3\left(\varepsilon K_{5}\right)^{e^{-a K_{4}}}<1$, then

$$
f(x) \leq 3\left(\varepsilon K_{5}\right)^{e^{-a K_{4}}}
$$

Proof. It is sufficient to show that $L(x)$ dominates $f(x)$. We use the fact that $-x \ln x+x$ is an increasing function in $(0,1)$. So we require $0 \leq L(x) \leq 1$. This is fulfilled by our assumption $3\left(\varepsilon K_{5}\right)^{-a K_{4}}<1$. Define for $\delta>0$,

$$
L_{\delta}(x)=\int_{0}^{x}-K_{4}\left(L_{\delta}(s) \ln L_{\delta}(s)-L_{\delta}(s)\right) d s+K_{5} \varepsilon+\delta, \quad L_{\delta}(0)=\varepsilon K_{5}+\delta>f(0)
$$

Both $f(x)$ and $L_{\delta}(x)$ are continuous functions. Suppose $L_{\delta}(x)<f(x)$ for some $x$. Let $x^{*}>0$ be the smallest number such that $L_{\delta}\left(x^{*}\right)=f\left(x^{*}\right)$. Of course, $x^{*}>0$, since $L_{\delta}(0)>f(0)$. Hence $f(x)<L_{\delta}(x), x \in\left(0, x^{*}\right)$. We have

$$
\begin{aligned}
0 & =L_{\delta}\left(x^{*}\right)-f\left(x^{*}\right) \\
& =\int_{0}^{x^{*}}-K_{4}\left(L_{\delta}(s) \ln L_{\delta}(s)-L_{\delta}(s)\right) d s-\int_{0}^{x^{*}}-K_{4}(f(s) \ln f(s)-f(s)) d s+\delta>0
\end{aligned}
$$

a contradiction. Consequently, $f(x) \leq L_{\delta}(x)$. This is true for any $\delta>0$. Therefore

$$
f(x) \leq \lim _{\delta \rightarrow 0} L_{\delta}(x)=3\left(\varepsilon K_{5}\right)^{e^{-a K_{4}}}
$$

Proposition 4.3. Let $\left(u^{i}, v^{i}\right)$ be in $\mathcal{B}$, and let $H_{i}, h_{i}$ be the corresponding solution of (3.1), (3.2), respectively, for $i=1,2$. Then

$$
\begin{gather*}
\left\|H_{1}-H_{2}\right\| \leq K_{1}\left(\left\|u^{1}-u^{2}\right\|+\left\|v^{1}-v^{2}\right\|\right)^{K_{2}}  \tag{4.1}\\
\left\|h_{1}-h_{2}\right\| \leq K_{1}\left(\left\|u^{1}-u^{2}\right\|+\left\|v^{1}-v^{2}\right\|\right)^{K_{2}} \tag{4.2}
\end{gather*}
$$

where $K_{1}=3(8 a)^{K_{2}}, K_{2}=e^{-4 a}$.
Proof. Inequality (4.1) will be proved in detail. Similar arguments will derive (4.2), therefore we skip the proof of (4.2). We have

$$
\begin{aligned}
\mid H_{1}(x) & -H_{2}(x) \mid \\
\leq & \int_{0}^{x}\left|\frac{v^{1}\left(s, H_{1}(s)\right)}{1+u^{1}\left(s, H_{1}(s)\right)}-\frac{v^{2}\left(s, H_{2}(s)\right)}{1+u^{2}\left(s, H_{2}(s)\right)}\right| d s \\
\leq & 4 \int_{0}^{x}\left[\left|v^{1}\left(s, H_{1}(s)\right)-v^{1}\left(s, H_{2}(s)\right)\right|+\left|v^{1}\left(s, H_{2}(s)\right)-v^{2}\left(s, H_{2}(s)\right)\right|\right] d s \\
& +4 \int_{0}^{x}\left|v^{1}\right|\left\{\left|u^{1}\left(s, H_{1}(s)\right)-u^{1}\left(s, H_{2}(s)\right)\right|+\left|u^{1}\left(s, H_{2}(s)\right)-u^{2}\left(s, H_{2}(s)\right)\right|\right\} d s \\
& +4 \int_{0}^{x}\left|u^{2}\right|\left\{\left|v^{1}\left(s, H_{1}(s)\right)-v^{1}\left(s, H_{2}(s)\right)\right|+\left|v^{1}\left(s, H_{2}(s)\right)-v^{2}\left(s, H_{2}(s)\right)\right|\right\} d s \\
\leq & 8 \int_{0}^{x}\left\{\left|v^{1}\left(s, H_{1}(s)\right)-v^{1}\left(s, H_{2}(s)\right)\right|+\left|u^{1}\left(s, H_{1}(s)\right)-u^{1}\left(s, H_{2}(s)\right)\right|\right\} d s \\
& +8 \int_{0}^{x}\left\{\left|v^{1}\left(s, H_{2}(s)\right)-v^{2}\left(s, H_{2}(s)\right)\right|+\left|u^{1}\left(s, H_{2}(s)\right)-u^{2}\left(s, H_{2}(s)\right)\right|\right\} d s .
\end{aligned}
$$

Thus,

$$
\begin{gather*}
\left|H_{1}(x)-H_{2}(x)\right| \leq 8 \int_{0}^{x}\left\{\left|v^{1}\left(s, H_{1}\right)-v^{1}\left(s, H_{2}\right)\right|+\left|u^{1}\left(s, H_{1}\right)-u^{1}\left(s, H_{2}\right)\right|\right\} d s  \tag{4.3}\\
+8 a\left(\left\|v^{1}-v^{2}\right\|+\left\|u^{1}-u^{2}\right\|\right)
\end{gather*}
$$

Using (3.14) and (3.15) in the right-hand side of (4.3) yields

$$
\begin{align*}
\left|H_{1}(x)-H_{2}(x)\right| \leq & \int_{0}^{x}-4\left(\left|H_{1}-H_{2}\right| \ln \left|H_{1}-H_{2}\right|-\left|H_{1}-H_{2}\right|\right) d s  \tag{4.4}\\
& +8 a\left(\left\|v^{1}-v^{2}\right\|+\left\|u^{1}-u^{2}\right\|\right)
\end{align*}
$$

It is sufficient to require

$$
\begin{equation*}
3(8 a)^{K_{2}}<1 \tag{R2}
\end{equation*}
$$

to apply Lemma 4.2 to (4.4) with $\varepsilon=\left\|v^{1}-v^{2}\right\|+\left\|u^{1}-u^{2}\right\|, f(x)=\left|H_{1}(x)-H_{2}(x)\right|$, $K_{4}=4, K_{5}=8 a$. The proof is complete.

Next, two inequalities for $\left\|\bar{u}^{1}-\bar{u}^{2}\right\|$ and $\left\|\bar{v}^{1}-\bar{v}^{2}\right\|$ bounded in terms of $\left\|H_{1}-H_{2}\right\|$, $\left\|h_{1}-h_{2}\right\|$ are needed. These inequalities are given in Proposition 4.7. We first require some preliminary results.

Lemma 4.4. Suppose $f(x, y)$ is a function in $D$ satisfying

$$
|f(x, y)-f(x, \bar{y})| \leq C_{0}|y-\bar{y}|(|\ln | y-\bar{y}| |+1)
$$

for all $x \in[0, a]$ and $C_{0}$ is a constant satisfying $0<2 a C_{0}<1$. Let $z\left(x, z_{0}\right)$ and $\bar{z}\left(x, \bar{z}_{0}\right)$ be the solutions of

$$
\begin{aligned}
& \frac{d z}{d x}=f(x, z), \quad z\left(0, z_{0}\right)=z_{0}, \quad x \in[0, a], \\
& \frac{d \bar{z}}{d x}=f(x, \bar{z}), \quad \bar{z}\left(0, \bar{z}_{0}\right)=\bar{z}_{0}, \quad x \in[0, a],
\end{aligned}
$$

respectively. Then, there are constants $\beta \in(0,1)$ and $K_{6}>0$, depending on a and $C_{0}$ only, such that

$$
\bar{z}(x)-z(x) \geq K_{6}\left(\bar{z}_{0}-z_{0}\right)^{1 / \beta}, \quad \text { if } 0 \leq \bar{z}_{0}-z_{0} \leq 1
$$

Proof.

$$
\bar{z}(x)-z(x)=\bar{z}_{0}-z_{0}+\int_{0}^{x} \frac{f(s, \bar{z})-f(s, z)}{\bar{z}-z}(\bar{z}-z) d s
$$

Introducing $w(x)=\bar{z}(x)-z(x)$ and $(f(s, \bar{z})-f(s, z)) /(\bar{z}-z)=\zeta(s)$, we have

$$
w(x)=w(0)+\int_{0}^{x} \zeta(s) w(s) d s
$$

which has the solution

$$
w(x)=w(0) e^{\int_{0}^{x} \zeta(s) d s}
$$

Letting the max of $|\zeta|$ be assumed at $x^{*}$, we have

$$
w(0) e^{-a\left|\zeta\left(x^{*}\right)\right|} \leq w(x) \leq w(0) e^{a\left|\zeta\left(x^{*}\right)\right|}
$$

Using the assumption in the case $x=x^{*},\left|\zeta\left(x^{*}\right)\right| \leq C_{0}\left(1+\left|\ln w\left(x^{*}\right)\right|\right)$, we obtain, for all $x$ in $[0, a]$,

$$
\begin{equation*}
w(0) e^{-a C_{0}\left(1+\left|\ln w\left(x^{*}\right)\right|\right.} \leq w(x) \leq w(0) e^{a C_{0}\left(1+\left|\ln w\left(x^{*}\right)\right|\right)} \tag{4.5}
\end{equation*}
$$

If $0 \leq w\left(x^{*}\right) \leq 1$, the left side inequality in (4.5) becomes

$$
\begin{equation*}
w(x) \geq w(0) e^{-a C_{0}} w\left(x^{*}\right)^{a C_{0}} \tag{4.6a}
\end{equation*}
$$

In particular,

$$
w\left(x^{*}\right) \geq w(0) e^{-a C_{0}} w\left(x^{*}\right)^{a C_{0}}
$$

which implies

$$
w\left(x^{*}\right) \geq w(0)^{1 /\left(1-a C_{0}\right)} e^{-a C_{0} /\left(1-a C_{0}\right)} .
$$

Then

$$
w\left(x^{*}\right)^{a C_{0}} \geq w(0)^{a C_{0} /\left(1-a C_{0}\right)} e^{-a^{2} C_{0}^{2} /\left(1-a C_{0}\right)}
$$

Inserting this back into (4.6a), we obtain

$$
\begin{equation*}
w(x) \geq w(0)^{1 /\left(1-a C_{0}\right)} e^{-a C_{0} /\left(1-a C_{0}\right)} \tag{4.6b}
\end{equation*}
$$

If $1 \leq w\left(x^{*}\right)$, the right-hand side inequality in (4.5) becomes

$$
w(x) \leq w(0) e^{a C_{0}} w\left(x^{*}\right)^{a C_{0}}
$$

In particular,

$$
w\left(x^{*}\right) \leq w(0) e^{a C_{0}} w\left(x^{*}\right)^{a C_{0}}
$$

which implies

$$
w\left(x^{*}\right) \leq w(0)^{1 /\left(1-a C_{0}\right)} e^{a C_{0} /\left(1-a C_{0}\right)}
$$

Therefore,

$$
\begin{equation*}
w\left(x^{*}\right)^{-a C_{0}} \geq w(0)^{-a C_{0} /\left(1-a C_{0}\right)} e^{-a^{2} C_{0}^{2} /\left(1-a C_{0}\right)} \tag{4.7a}
\end{equation*}
$$

Meanwhile, the left-hand side inequality in (4.5) becomes

$$
\begin{equation*}
w(x) \geq w(0) e^{-a C_{0}} w\left(x^{*}\right)^{-a C_{0}} \tag{4.7b}
\end{equation*}
$$

Inserting (4.7a) into (4.7b), we obtain

$$
\begin{equation*}
w(x) \geq w(0)^{\left(1-2 a C_{0}\right) /\left(1-a C_{0}\right)} e^{-a C_{0} /\left(1-a C_{0}\right)} \tag{4.7c}
\end{equation*}
$$

Since $0 \leq w(0) \leq 1,(4.6 \mathrm{~b})$ and (4.7c) imply, for all $x$ in $[0, a]$,

$$
w(x) \geq w(0)^{1 /\left(1-a C_{0}\right)} e^{-a C_{0} /\left(1-a C_{0}\right)}
$$

Let $\beta=1-a C_{0}$ and $K_{6}=e^{-a C_{0} /\left(1-a C_{0}\right)}$, the proof is complete.
Lemma 4.5. Let $\left(u^{1}, v^{1}\right)$ be in $\mathcal{B}$ and $g_{1}\left(s, t_{j}\right)$ be theinverse function of $h_{1}\left(x, y_{j}\right)$, which satisfies the differential equation (3.1) subject to initial value $y_{j}$, for $j=1,2$, and $0 \leq\left|y_{1}-y_{2}\right| \leq 1$. Then

$$
\begin{equation*}
\left|g_{1}\left(s, t_{1}\right)-g_{1}\left(s, t_{2}\right)\right| \leq K_{7}\left|t_{1}-t_{2}\right|^{\beta} \tag{4.8}
\end{equation*}
$$

for some constant $K_{7}$ and $\beta$ as in the Lemma 4.4 for all $\left(s, t_{1}\right)$ and $\left(s, t_{2}\right)$ in $D$.
Proof. Since ( $u^{1}, v^{1}$ ) is in $\mathcal{B}$, applying Lemma 4.4 to the differential equation (3.1) with $C_{0}=\frac{1}{4}$ and using (R1), we find that $\left|y_{1}-y_{2}\right|^{1 / \beta} \leq K_{6}{ }^{-1}\left|h_{1}\left(s, y_{1}\right)-h_{1}\left(s, y_{2}\right)\right|$. Through the definition of $g_{1}$ and $h_{1}$, this inequality is equivalent to (4.8) if $K_{7}=K_{6}{ }^{-\beta}$.

Lemma 4.6. Fix $t_{1}$, let $\left(u^{j}, v^{j}\right)$ be in $\mathcal{B}$. Let $g_{1}\left(s, t_{1}\right)$ and $g_{2}\left(s, t_{1}\right)$ satisfy $0 \leq$ $\left|g_{1}\left(s, t_{1}\right)-g_{2}\left(s, t_{1}\right)\right| \leq 1$. Let $h_{j}\left(s, y_{j}\right)$ be the inverse function of $g_{j}\left(s, t_{1}\right)$ for $j=1,2$, where $h_{j}\left(s, y_{j}\right)$ satisfies equation (3.1). Then

$$
\begin{equation*}
\left|g_{1}\left(s, t_{1}\right)-g_{2}\left(s, t_{1}\right)\right| \leq K_{7}\left|h_{1}\left(s, y_{2}\right)-h_{2}\left(s, y_{2}\right)\right|^{\beta} \tag{4.9}
\end{equation*}
$$

for all $\left(s, t_{1}\right)$ and $\left(s, y_{2}\right)$ in $D$ and constant $K_{7}$ as in Lemma 4.4.


Fig. 4.1. These curves show the relation between $t$ and $y$ for fixed $s$.

Proof. Referring to Fig. 4.1 and applying Lemma 4.5, we have

$$
\left|g_{1}\left(s, t_{1}\right)-g_{2}\left(s, t_{1}\right)\right|=\left|y_{1}-y_{2}\right|=\left|g_{1}\left(s, t_{1}\right)-g_{1}\left(s, t_{2}\right)\right| \leq K_{7}\left|t_{1}-t_{2}\right|^{\beta} .
$$

That is equivalent to (4.9).
As in (3.7), for $i=1,2$, we write $\bar{u}^{i}=\left[\bar{u}_{1}^{i}-\bar{u}_{3}^{i}\right]+\bar{u}_{2}^{i}+\bar{u}_{3}^{i}$.
Proposition 4.7.

$$
\begin{align*}
\left\|\bar{u}^{1}-\bar{u}^{2}\right\| \leq & K_{15}\left\|p_{0}\right\|\left\|\left|H_{1}-H_{2}\left\|^{\alpha}+K_{12}\right\| p_{0}\right|\right\| \mid H_{1}-H_{2} \|^{\alpha}  \tag{4.10}\\
& +K_{13}\left\|p _ { 0 } ^ { \prime } \left|\left\|\mid h_{1}-h_{2}\right\|^{\beta}+K_{7} K_{10}\left\|p_{0}^{\prime}\right\|\left\|h_{1}-h_{2}\right\|^{\beta}\right.\right.
\end{align*}
$$

$$
\begin{align*}
\left\|\bar{v}^{1}-\bar{v}^{2}\right\| \leq & K_{15}\left\|p _ { 0 } \left|\left\|| | H_{1}-H_{2}\right\|^{\alpha}+K_{12}\left\|p_{0}\right\|\left\|\mid H_{1}-H_{2}\right\|^{\alpha}\right.\right.  \tag{4.11}\\
& \quad+K_{13}\left\|p_{0}^{\prime}\right\|\left\|\left|h_{1}-h_{2}\left\|^{\beta}+K_{7} K_{10}\right\| p_{0}^{\prime}\right|\right\|| | h_{1}-h_{2} \|^{\beta}
\end{align*}
$$

where $\left\|p_{0}^{\prime}\right\|=\sup _{y>0}\left|p_{0}^{\prime}(y)\right|, K_{7}, K_{10}, K_{12}, K_{13}$, and $K_{15}$ are positive constants, with $\alpha \in(0,1)$ and $\beta$ as in Lemma 4.4.

Proof. Given $H_{1}(x)$ and $H_{2}(x)$, define $\bar{H}_{1}(x)=H_{1}(x)-2\left\|H_{1}-H_{2}\right\|, \bar{H}_{2}(x)=$ $H_{1}(x)+2\left\|H_{1}-H_{2}\right\|$. Let us decompose $D$ in the following way:

$$
\begin{aligned}
& D_{M}=\left\{(x, y) \in D,\left|y-H_{1}(x)\right| \leq 2 \| H_{1}-H_{2}| |\right\} \\
& D_{U}=\left\{(x, y) \in D, y-\bar{H}_{2}(x)>0\right\} \\
& D_{L}=\left\{(x, y) \in D, y-\bar{H}_{1}(x)<0\right\}
\end{aligned}
$$

$$
\begin{aligned}
\bar{u}_{3}^{1}(x, y)-\bar{u}_{3}^{2}(x, y)= & \iint_{D_{L}} \frac{(x-s)\left(p_{0}\left(g_{1}(s, t)\right)-p_{0}\left(g_{2}(s, t)\right)\right)}{(x-s)^{2}+(y-t)^{2}} d t d s \\
& +\iint_{D_{M}} \frac{(x-s)\left(p_{0}\left(g_{1}(s, t)\right)-p_{0}\left(g_{2}(s, t)\right)\right)}{(x-s)^{2}+(y-t)^{2}} d t d s \\
& +\iint_{D_{U}} \frac{(x-s)\left(p_{0}\left(g_{1}(s, t)\right)-p_{0}\left(g_{2}(s, t)\right)\right)}{(x-s)^{2}+(y-t)^{2}} d t d s \\
& \equiv \mathrm{I}+\mathrm{II}+\mathrm{III} .
\end{aligned}
$$

For $(s, t)$ in $D_{L}, p_{0}\left(g_{1}(s, t)\right)=p_{0}\left(g_{2}(s, t)\right)=0$, hence

$$
\begin{equation*}
|\mathrm{I}|=0 \tag{4.12}
\end{equation*}
$$

To estimate II we write

$$
\begin{aligned}
|\mathrm{II}| & \leq 2\left\|p_{0}\right\| \int_{0}^{a} \int_{\bar{H}_{1}(s)}^{\bar{H}_{2}(s)} \frac{d t d s}{\sqrt{(x-s)^{2}+(y-t)^{2}}} \\
& \equiv 2\left\|p_{0}\right\| Q .
\end{aligned}
$$

Let $\bar{t}=t-\bar{H}_{1}(s)$, then

$$
Q \leq \int_{0}^{a} \int_{0}^{\bar{H}_{2}(s)-\bar{H}_{1}(s)} \frac{d \bar{t} d s}{\sqrt{(x-s)^{2}+\left(y-\bar{t}-\bar{H}_{1}(s)\right)^{2}}}
$$

Making the further change of variables $\tau=y-\bar{t}-\bar{H}_{1}(s), \sigma=x-s$, and setting $d=4| | H_{1}-H_{2} \|$,

$$
\begin{aligned}
Q & \leq \int_{x-a}^{x} \int_{y-\bar{H}_{1}(x-\sigma)}^{y-\bar{H}_{2}(x-\sigma)} \frac{d \tau d \sigma}{\sqrt{\sigma^{2}+\tau^{2}}} \\
& \leq \int_{-a}^{a} \int_{-d / 2}^{d / 2} \frac{d t d s}{\sqrt{s^{2}+t^{2}}} \\
& =4 \int_{0}^{a} \int_{0}^{d} \frac{d t d s}{\sqrt{s^{2}+t^{2}}} \\
& =4 \int_{0}^{\tan ^{-1} d / a} \int_{0}^{a} \sec \theta d r d \theta+4 \int_{\tan ^{-1} d / a}^{\pi / 2} \int_{0}^{d / 2 \sin \theta} d r d \theta \\
& \equiv \mathrm{II}_{1}+\mathrm{II}_{2} .
\end{aligned}
$$

Since $0 \leq \sec \theta \leq 2$ in $0 \leq \theta \leq \tan ^{-1} d / a$, if $d / a<1$, and $\tan ^{-1} d / a<C_{7}(d / a)^{\alpha}$ for $0<\alpha<1$, for some constant $C_{7}$ depending on $\alpha$, we have

$$
\begin{gathered}
\mathrm{II}_{1} \leq C_{8} a^{1-\alpha} d^{\alpha} \equiv C_{9} d^{\alpha} \\
\mathrm{II}_{2} \leq \pi d \int_{\tan ^{-1} d / 2 a}^{\frac{\pi}{2}} \frac{1}{\theta} d \theta \leq \pi d\left(\ln \frac{\pi}{2}-\ln \frac{d}{2 a}\right) \leq C_{10} d^{\alpha},
\end{gathered}
$$

for some constant $C_{10}$. Hence

$$
\begin{equation*}
|\mathrm{II}| \leq 2\left\|p_{0}\right\|\left(C_{9}+C_{10}\right) d^{\alpha} \equiv K_{15}\left\|p _ { 0 } \left|\left\|| | H_{1}-H_{2}\right\|^{\alpha} .\right.\right. \tag{4.13}
\end{equation*}
$$

It remains to estimate III. In $D_{U}$, both $g_{1}(s, t)$ and $g_{2}(s, t)$ are positive. They fall in the range in which $p_{0}(\cdot)$ is differentiable. Using $(R 1)$, we see that $\left|g_{1}(s, t)-g_{2}(s, t)\right|<1$. Hence we may use Lemma 4.6 to obtain $\left|p_{0}\left(g_{1}(s, t)\right)-p\left(g_{2}(s, t)\right)\right| \leq\left\|p_{0}^{\prime}\right\| K_{7}\left|h_{1}-h_{2}\right|^{\beta}$. Consequently, there is a constant $K_{10}$ such that

$$
\begin{equation*}
|\mathrm{III}| \leq K_{7} K_{10}| | p_{0}^{\prime}| |\left|h_{1}-h_{2}\right|^{\beta} . \tag{4.14}
\end{equation*}
$$

Define

$$
\begin{aligned}
& \bar{u}_{3}^{1}(x, y)-\bar{u}_{3}^{2}(x, y)-\left(\bar{u}_{3}^{1}(x, \bar{y})-\bar{u}_{3}^{2}(x, \bar{y})\right) \\
& =\iint_{D_{U}}\left(p_{0}\left(g_{1}\right)-p_{0}\left(g_{2}\right)\right) \frac{(y-\bar{y})(s-x)(y+\bar{y}-2 t) d s d t}{s+\left((x-s)^{2}+(y-t)^{2}\right)\left((x-s)^{2}+(\bar{y}-t)^{2}\right)} \\
& \quad+\iint_{D_{M}}\left(p_{0}\left(g_{1}\right)-p_{0}\left(g_{2}\right)\right) \frac{(y-\bar{y})(s-x)(y+\bar{y}-2 t) d s d t}{\left((x-s)^{2}+(y-t)^{2}\right)\left((x-s)^{2}+(\bar{y}-t)^{2}\right)} \\
& \equiv \mathrm{IV}+\mathrm{V} .
\end{aligned}
$$

By Proposition 3.3 there is a constant $K_{11}$ such that

$$
|\mathrm{IV}| \leq\left\|p_{0}^{\prime}\left|\|\left|\left|g_{1}-g_{2}\right|\right| K_{11}\right| y-\bar{y} \mid(|\ln | y-\bar{y} \|+1)\right.
$$

By the proof of (4.13), there is a constant $K_{12}$ such that

$$
\begin{equation*}
|\mathrm{V}| \leq\left\|p_{0}| || | H_{1}-H_{2}\right\|^{\alpha} K_{12}|y-\bar{y}|(|\ln | y-\bar{y} \|+1) . \tag{4.15}
\end{equation*}
$$

Finally, using (4.9),

$$
\begin{equation*}
|\mathrm{IV}| \leq\left\|p_{0}^{\prime}\left|\| \| h_{1}-h_{2} \|^{\beta} K_{13}\right| y-\bar{y} \mid(|\ln | y-\bar{y} \|+1)\right. \tag{4.16}
\end{equation*}
$$

for some constant $K_{13}$. With these estimates of (4.12) through (4.16), the quantity $\left\|\bar{u}_{3}^{1}-\bar{u}_{3}^{2}\right\|$ has been bounded by the right-hand side of (4.10). The other terms in the decomposition of $\bar{u}^{1}-\bar{u}^{2}$ and $\bar{v}^{1}-\bar{v}^{2}$ could be bounded in the same way, since they are more regular than $\bar{u}_{3}^{1}-\bar{u}_{3}^{2}$. This completes the proof.

As a consequence of Propositions 4.3 and 4.7 we have Corollary 4.8.
Corollary 4.8. The mapping $T$ is continuous in $\mathcal{A}$.
Proof. Inserting estimates (4.1), (4.2) into (4.10) and (4.11), we see that the mapping $T$ is continuous in $\mathcal{A}$.

Proposition 4.9. There are constants $C_{6}, K_{14}$ such that

$$
\|\bar{u}\|+\|\bar{v}\| \leq 2 a C_{6}\left\|p_{0}\right\|+8 a\left\|p_{0}\right\|+2 a K_{14}\left\|p_{0}\right\| .
$$

Proof. By the definition of $\bar{u}_{3}$, since $p(s, t)$ is supported in $[0, a] \times[-2 a, 2 a]$,

$$
\bar{u}_{3}(x, y)=\int_{0}^{a} \int_{-2 a}^{2 a} p(s, t) k_{7}(x-s, y-t) d t d s
$$

For those $(x, y)$ such that $(y-t)^{2}+(x-s)^{2}>a^{2}$ for all $(s, t)$ in $[0, a] \times[-2 a, 2 a]$ we have

$$
\begin{aligned}
\left|\bar{u}_{3}(x, y)\right| & \leq\left\|p_{0}\right\| \int_{0}^{a} \int_{-2 a}^{2 a} \frac{|s-x|}{2 \pi\left((y-t)^{2}+(x-s)^{2}\right)} d s d t \\
& \leq\left\|p_{0}\right\| \int_{0}^{a} \int_{-2 a}^{2 a} \frac{1}{a \pi} d s d t \leq 4 a\left\|p_{0}\right\| .
\end{aligned}
$$

Otherwise, using the polar coordinate centered at $(x, y)$,

$$
\begin{equation*}
\left|\bar{u}_{3}(x, y)\right| \leq\left\|p_{0}\right\| \int_{0}^{4 a} \int_{-\pi}^{\pi} \frac{1}{2 \pi} d \theta d r=4 a\left\|p_{0}\right\| . \tag{4.17}
\end{equation*}
$$

In either case, we conclude that

$$
\begin{equation*}
\left|\bar{u}_{3}(x, y)\right| \leq 4 a| | p_{0} \| . \tag{4.18}
\end{equation*}
$$

Similarly, there is a constant $K_{14}$ such that

$$
\begin{gather*}
\left|\bar{u}_{1}(x, y)-\bar{u}_{3}(x, y)\right| \leq a K_{14}\left\|p_{0}\right\|  \tag{4.19}\\
\left|\bar{u}_{2}(x, y)\right| \leq a K_{14}\left\|p_{0}\right\| . \tag{4.20}
\end{gather*}
$$

Applying Proposition 3.3, we achieve

$$
\begin{equation*}
|\bar{u}(x, y)-\bar{u}(x, \bar{y})|+|\bar{v}(x, y)-\bar{v}(x, \bar{y})| \leq 2 a C_{6}\left\|p_{0}|\| y-\bar{y}|(|\ln | y-\bar{y} \|+1) .\right. \tag{4.21}
\end{equation*}
$$

By inequalities (4.18), (4.19), (4.20), and (4.21) the proof is complete.
In the next section, Proposition 4.9 will be used to show that $T$ is self-mapping from $\mathcal{B}$ into $\mathcal{B}$. With Corollary 4.8 concerning the continuity of the mapping $T$, the Schauder fixed-point theorem will be applied to obtain the fixed point of $T$.
5. Proof of Theorem 2.1. First we show that $T$ is a self-mapping on $\mathcal{B}$. Letting $(u, v) \in \mathcal{B}$, we construct $h\left(x, y_{0}\right), H(x)=h(x, 0), g(x, y)$ to obtain $p(x, y)=$ $p_{0}(g(x, y))=T_{1}(u, v)$. We must show that the pair $(\bar{u}, \bar{v})=T_{2}(p)$ is in $\mathcal{B}$.

By Proposition 4.9 and choosing $a$ small enough so that

$$
\begin{equation*}
2 a C_{6}\left\|p_{0}\right\|+8 a\left\|p_{0}\right\|+2 a K_{14}\left\|p_{0}\right\| \leq \frac{1}{4} \tag{R3}
\end{equation*}
$$

for a given $\left\|p_{0}\right\|$, it follows that $T(\mathcal{B}) \subset \mathcal{B}$. The continuity of the mapping $T$ is verified by the Corollary 4.8. To apply the Schauder fixed-point theorem, $T$ must be a compact mapping from $\mathcal{B}$ into $\mathcal{B}$. To this end, we must show that any sequence in the image of $T$ has a convergent subsequence. Given a sequence $\left(u^{j}, v^{j}\right)$ in $\mathcal{B}$, through the mapping $T_{1}$, we have $p_{j}, h_{j}\left(x, y_{0}\right), H_{j}(x)$, and $g_{j}(x, y)$; then through the mapping $T_{2}$, we end up with the sequence ( $\bar{u}^{j}, \bar{v}^{j}$ ). By the definitions of $h_{j}\left(x, y_{0}\right)$ and $H_{j}(x)$, it is easy to obtain

$$
\begin{gathered}
\left|H_{j}(x)-H_{j}(\bar{x})\right| \leq C_{11}|x-\bar{x}|, \\
\left|h_{j}\left(x, y_{0}\right)-h_{j}\left(\bar{x}, \bar{y}_{0}\right)\right| \leq C_{12}\left(|x-\bar{x}|+\left|y-\bar{y}_{0}\right|\right)
\end{gathered}
$$

for some constants $C_{11}, C_{12}$ independent of $\mathbf{j}$. Thus $\left\{H_{j}(x)\right\}$ and $\left\{h_{j}\left(x, y_{0}\right)\right\}$ are equicontinuous families. Since $[0, a]$ is compact, by the Arzela-Ascoli theorem, there is a convergent subsequence $H_{k}(x)$ in $C[0, a]$. For the sequence $h_{k}\left(x, y_{0}\right)$, by the same argument, there is a convergent subsequence $h_{l}\left(x, y_{0}\right)$ in $C([0, a] \times[-2 a, 2 a])$. Therefore $\left\{H_{l}(x)\right\}$ and $\left\{h_{l}\left(x, y_{0}\right)\right\}$ are Cauchy sequences in the spaces $C[0, a]$, and $C([0, a] \times[-2 a, 2 a])$, respectively. Now we show that the sequence $\left(\bar{u}^{l}, \bar{v}^{l}\right)$ is Cauchy in $\mathcal{B}$. Let $R=[0, a] \times[-2 a, 2 a]$. Applying Proposition 4.7, we have

$$
\begin{aligned}
\left\|\bar{u}^{l+m}-\bar{u}^{l}\right\| \leq & K_{15}\left\|p_{0}\right\|\left\|| | H_{l+m}-H_{l}\right\|^{\alpha}+K_{7} K_{10}\left\|p_{0}^{\prime}\right\| \sup _{R}\left|h_{l+m}-h_{l}\right|^{\beta} \\
& +K_{12}\left\|p_{0}\right\|\left\|H_{l+m}-H_{l}\right\|^{\alpha}+K_{13}\left\|p_{0}^{\prime}\right\| \sup _{R}\left|h_{l+m}-h_{l}\right|^{\beta}
\end{aligned}
$$

$$
\begin{aligned}
\left\|\bar{v}^{l+m}-\bar{v}^{l}\right\| \leq & K_{15}\left\|p_{0}\right\|\left\|| | H_{l+m}-H_{l}\right\|^{\alpha}+K_{7} K_{10}\left\|p_{0}^{\prime}\right\| \sup _{R}\left|h_{l+m}-h_{l}\right|^{\beta} \\
& +K_{12}\left\|p_{0}\left|\left\|H_{l+m} H_{l}\right\|^{\alpha}+K_{13}\left\|p_{0}^{\prime}\right\| \sup _{R}\right| h_{l+m}-\left.h_{l}\right|^{\beta} .\right.
\end{aligned}
$$

Hence ( $\bar{u}^{l}, \bar{v}^{l}$ ) is Cauchy in $\mathcal{B}$. Thus $T$ is a continuous compact mapping from $\mathcal{B}$ into $\mathcal{B}$, if $a$ is sufficiently small so that (R1), (R2), and (R3) are fulfilled. The Schauder fixed-point theorem completes the proof.
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#### Abstract

This article considers an obstacle problem for quasilinear elliptic equations of $p$ Laplacian type. It is shown, under certain smoothness assumptions on the obstacle, that the solution to the corresponding obstacle problem has interior Hölder continuous derivatives.
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1. Introduction. In this paper we consider solutions to an obstacle problem for the following partial differential equation in a bounded domain $\Omega$ of Euclidean $n$ space $\left(\mathbb{R}^{n}\right)$ :

$$
\begin{equation*}
\operatorname{div}\left(|\nabla w|^{p-2} \nabla w\right)=\hat{b}(x, w, \nabla w) \tag{1.1}
\end{equation*}
$$

when $1<p<\infty$. Here, $\nabla w$ denotes the gradient of $w$. The left-hand side of this equation is the so-called $p$ Laplacian, and is interesting from a partial differential equation (P.D.E.) standpoint, essentially because of its degeneracy. Thus to obtain the results in this paper we cannot directly apply standard obstacle theorems for uniformly elliptic equations of divergence type.

As for our results, under certain regularity assumptions on $\hat{b}$ and the obstacle $\hat{\psi}$, we shall show that a bounded solution to the obstacle problem for (1.1) has Hölder continuous derivatives on compact subsets of $\Omega$. These results generalize work of Fuchs [2], Lindqvist [6], and Norando [9], who obtained similar regularity results for an obstacle problem corresponding to (1.1) under more restrictive assumptions.

Indeed, Lindqvist assumes $\Omega \subset \mathbb{R}^{2}$ and uses quasi-conformal mapping techniques. Fuchs and Norando consider only the case when $p>2, \hat{b} \equiv 0$, and $\hat{\psi}$ has essentially bounded distributional second partials in $\mathscr{R}^{n}\left[\hat{\psi} \in W_{2, \infty}\left(\mathbb{R}^{n}\right)\right]$. Moreover, their methods do not appear extendable to the case when $1<p<2$. In contrast we assume
(a) $1<p<\infty$,
(b) $\hat{\psi}$ has distributional second partials on $\mathbb{R}^{n}$ which are $q$ th power integrable for some $q>n$, i.e.,

$$
\begin{equation*}
\hat{\psi} \in W_{2, q}\left(\mathbb{R}^{n}\right), \tag{1.2}
\end{equation*}
$$

(c) For some $c_{1}>0, \hat{b}$ satisfies the structure conditions:

$$
\begin{equation*}
|\hat{b}(x, z, h)| \leqq c_{1}\left(f(x)+|h|^{p}\right), \tag{1.3}
\end{equation*}
$$

when $x \in \Omega$ and $(z, h) \in \mathbb{R} \times \mathbb{R}^{n}$. Here, $f \geqq 0$ is measurable and $q$ th power integrable on $\mathbb{R}^{n}$ for some $q>n$, i.e.,

$$
\begin{equation*}
f \in L_{q}\left(\mathbb{R}^{n}\right) . \tag{1.4}
\end{equation*}
$$

(a)-(c) are well known to be optimal in the classical case, $p=2$.

[^52]Our results are new even for weak subsolutions to (1.1) (so no obstacle is present). Previously DiBenedetto [1] has shown regularity of weak subsolutions to (1.1) when either $f \equiv 0$ in (1.3), or when $|h|^{p}$ in (1.3) is deleted and $f \in L_{p^{\prime} n}(\Omega), p^{\prime}=p /(p-1)$. Also, Tolksdorf [11] obtained regularity as above when $f \equiv 1$ in (1.3).

To get our results we use, among other things, an improved version of a method originally used by Lewis in [5]. We essentially show that a certain function of the gradient of our solution (say $\nabla \hat{u}$ ) is a subsolution to a uniformly elliptic equation in divergence form, whose right-hand side involves terms in $\hat{\psi}, f$, and a function which satisfies an inequality of reverse Hölder type on balls contained in $\Omega$. Using elliptic theory, we then get an integral inequality for $|\nabla \hat{u}|$ which can be iterated to get Hölder continuity of $\nabla \hat{u}$.

We remark that, as this paper was in preparation, Bill Ziemer informed the authors that Jun Mu has an independent and quite different proof of regularity for the obstacle problem corresponding to (1.1) when $1<p<\infty, \hat{\psi} \in W_{2, \infty}\left(\mathbb{R}^{n}\right)$, and $\hat{b} \equiv 0$. Next, we remark that our arguments apply to more general partial differential equations than (1.1). For example, if $|\nabla w|^{p-2} \nabla w$ is replaced in (1.1) by $A(x, w, \nabla w), A=\left(A_{1}, \cdots, A_{n}\right)$ and $A$ satisfies the conditions in either [1] or [11], then solutions to the corresponding obstacle problem have the same regularity as for the $p$ Laplacian. Moreover, the proof we give can be adapted to equations with the same principal part as in [3] and [7]. Finally, we emphasize that the ultimate generality of the structure assumptions on $\hat{b}$ in (1.3) forces us to assume our solutions are bounded and makes it considerably difficult to follow more or less standard P.D.E. procedure in approximating by smooth solutions and establishing $L_{\infty}$ bounds on the gradient.

To be more specific, recall that $\hat{u}$ is a solution to the obstacle problem for (1.1) with obstacle $\hat{\psi}$, provided $\hat{u} \in W_{1, p}(\Omega)$,

$$
\begin{equation*}
\hat{u}(x) \geqq \hat{\psi}(x), \quad x \in \Omega \text { a.e. } \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Omega}\left[\left(|\nabla \hat{u}|^{p-2} \nabla \hat{u}\right) \cdot \nabla \eta+\hat{b}(x, \hat{u}, \nabla \hat{u}) \eta\right] d x \geqq 0, \tag{1.6}
\end{equation*}
$$

whenever $\eta \in C_{0}^{\infty}(\Omega)$ with $\hat{u}+\eta \geqq \hat{\psi}$ (almost everywhere in $\Omega$ ), and so in particular when $\eta \geqq 0$. We prove the following theorem.

Theorem 1. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain and $E$ a given compact subset of $\Omega$. For fixed $p, 1<p<\infty$, suppose $\hat{u}, \hat{\psi}, \hat{b}, f$, satisfy (1.2)-(1.6), and

$$
\begin{equation*}
|\hat{u}(x)| \leqq c_{2}<\infty, \quad x \in \Omega . \tag{1.7}
\end{equation*}
$$

Then $\hat{u}$ has a representative in $W_{1, p}(\Omega)$ with continuous derivatives and for this representative: Given $E$, a compact subset of $\Omega$, there exists $\alpha \in(0,1)$, and $c<\infty$, depending only on $p, n, q, c_{1}, c_{2},\|\hat{\psi}\|_{2, q},\|f\|_{q}$, and the distance from $E$ to the boundary of $\Omega$ such that

$$
\begin{aligned}
& \max _{x \in E}|\nabla \hat{u}(x)| \leqq c, \\
& |\nabla \hat{u}(x)-\nabla \hat{u}(y)| \leqq c|x-y|^{\alpha}, \quad x, y \in E .
\end{aligned}
$$

In Theorem $1,\|\cdot\|_{2, q}$ and $\|\cdot\|_{q}$, denote the norm in $W_{2, q}\left(\mathbb{R}^{n}\right)$ and $L_{q}\left(\mathbb{R}^{n}\right)$, respectively. In the sequel, we shall let $c$ denote a positive constant, with the same dependence as in Theorem 1, not necessarily the same at each occurrence. We say that $c$ depends on the data. Also $a$ denotes a positive constant depending only on $p$ and $n$, not necessarily the same at each occurrence. As for our proof, let $\delta\left(F_{1}, F_{2}\right)$ denote the
distance between the sets $F_{1}, F_{2}$, and $B(x, R)=\{y:|y-x|<R\}$. If $0<\varepsilon \leqq$ $1 / 10 \min [\delta(E, \partial \Omega), 1]$ then we first consider functions $u=u(\cdot, \varepsilon), \psi=\psi(\cdot, \varepsilon)$, such that $\psi \in C^{\infty}\left(\mathbb{R}^{n}\right)$, where (1.2), (1.5) hold with $\hat{u}, \hat{\psi}$ replaced by $u$, $\psi$, and $\Omega$ by $B=B\left(x_{0}, R_{0}\right)$. Also, $x_{0} \in E$ and $0<R_{0} \leqq 1 / 10 \mathrm{~min}[\delta(E, \partial \Omega), 1]$. Moreover,

$$
\begin{equation*}
\|\psi\|_{2, q} \leqq c\|\hat{\psi}\|_{2, q} \tag{1.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{B}\left[\left(\varepsilon+|\nabla u|^{2}\right)^{(p / 2-1)} \nabla u \cdot \nabla \eta+b_{\varepsilon}(x, u, \nabla u) \eta\right] d x \geqq 0 \tag{1.9}
\end{equation*}
$$

whenever $\eta \in \dot{W}_{1, p}(\Omega)$ with $u+\eta \geqq \psi$ almost everywhere in $B$. Here $\dot{W}_{1, p}(\Omega)$ denotes the closure of $C_{0}^{\infty}(\Omega)$ in the norm of $W_{1, p}(\Omega)$, and

$$
\begin{equation*}
\left|b_{\varepsilon}(x, z, h)\right| \leqq 2 c_{1} \min \left[\frac{1}{\varepsilon}, f(x)+|h|^{p}\right] \tag{1.10}
\end{equation*}
$$

when $(x, z, h) \in \Omega \times \mathbb{R} \times \mathbb{R}^{n}\left(c_{1}\right.$ as in (1.3)). Next we suppose for fixed $\varepsilon$ as above,

$$
\begin{equation*}
|u(x)| \leqq c_{3}, \quad x \in B \tag{1.11}
\end{equation*}
$$

where $c_{3}$ depends only on the data.
We note that (1.9) is easier to work with than (1.6), since $u=u(\cdot, \varepsilon)$ is a supersolution to a nondegenerate elliptic equation. In § 2 we make some preliminary remarks concerning Hölder continuity of $u, \hat{u}$, and point out that a difference quotient argument of Tolksdorf can be used to show for fixed $\sigma, 0<\sigma<1, \varepsilon$, and $R_{0}$ as above that $u \in W_{2,2}\left[B\left(x_{0}, \sigma R_{0}\right)\right]$ and $|\nabla u| \in L_{\infty}\left[B\left(x_{0}, \sigma R_{0}\right)\right]$. In $\S 3$, we obtain $L_{\infty}$ estimates on $|\nabla u|$ in $B\left(x_{0}, \sigma R_{0}\right)$ which depend only on $\sigma, R_{0}$, and the data (i.e., the same quantities as $c$ in Theorem 1). Thus our estimates are independent of $\varepsilon, 0<\varepsilon<$ $1 / 10 \mathrm{~min}[1, \delta(E, \partial \Omega)]$. In $\S \S 4$ and 5 we use the argument of Lewis, mentioned earlier, to obtain Theorem 1 with $\hat{u}$ replaced by $u(\cdot, \varepsilon), \Omega=B, E=B\left(x_{0}, \sigma R_{0}\right)$, and constants which depend only on $\sigma, R_{0}$ and the data. In § 6 we show the existence of $u=u(\cdot, \varepsilon)$ for $R_{0}>0$ sufficiently small (depending only on the data). We then let $\varepsilon \rightarrow 0$ and get Theorem 1 from local uniqueness type arguments and our previous work.
2. Preliminary reductions. Let $u=u(\cdot, \varepsilon), b=b_{\varepsilon}$, and $\psi=\psi(\cdot, \varepsilon)$ be as in $\S 1$ for fixed $\varepsilon, R_{0}$, with $0<\varepsilon, R_{0}<1 / 10 \min [1, \delta(E, \partial \Omega)]$ and $p, 1<p<\infty$. Then $u \in W_{1, p}(B)$ and $u, \psi$, satisfy (1.2), (1.5), with $\hat{u}$, $\hat{\psi}$, replaced by $u, \psi$, and also (1.8)-(1.11). For $\hat{u}$ in Theorem 1 we claim there exists $c, \bar{\lambda}>0$, depending only on the data, such that $\hat{u}$ has a representative in $W_{1, p}(\Omega)$ with

$$
\begin{equation*}
|\hat{u}(x)-\hat{u}(y)| \leqq c|x-y|^{\bar{\lambda}} \tag{2.1a}
\end{equation*}
$$

whenever

$$
\max [\delta(\{x\}, E), \delta(\{y\}, E)] \leqq \frac{1}{2} \delta(E, \partial \Omega)
$$

We also claim for $\varepsilon>0$ as above and fixed $\sigma, 0<\sigma<1$, that there exists $d, \lambda>0$ depending only on $\sigma, R_{0}$, and the data such that

$$
\begin{equation*}
|u(x)-u(y)| \leqq d|x-y|^{\lambda} \tag{2.1b}
\end{equation*}
$$

whenever $x, y \in B_{1}=B\left(x_{0}, R_{1}\right)$. Here, $R_{1}=(1 / 100)(99+\sigma) R_{0}$. To prove (2.1) observe from Sobolev's theorem that

$$
\begin{equation*}
|\nabla \psi(x)-\nabla \psi(y)| \leqq c\|\psi\|_{2, q}|x-y|^{(1-n / q)} \tag{2.2}
\end{equation*}
$$

$x, y \in \mathbb{R}^{n}$. Inequality (2.1) now follows from (2.2) and the argument in [8] with slight modification. Essentially the modification consists in using the estimates for bounded sub- and supersolutions in [12] rather than those in [10]. We omit the details. We assume, as we may, that $0<\lambda, \bar{\lambda}<\min \left[\frac{1}{4}, 1-(n / q)\right]$. In the rest of this section and $\S \S 3-5, \sigma$ and $R_{0}$ will be fixed. We let $d$ denote a positive constant which may depend only on $\sigma, R_{0}$, and the same quantities as $c$ in Theorem 1 (the data), not necessarily the same at each occurrence.

With $\varepsilon$ still fixed as above, let $K=\{x: u(x)=\psi(x)\}$, and observe from (2.1b) that $K$ is relatively closed in $B$. For fixed $e$ in $\mathbb{R}^{n}$ with $|e|=1, h>0$, and $g$ a function on $\mathbb{R}^{n}$, put

$$
\begin{aligned}
& \tau_{h} g(x)=[g(x+h e)-g(x)] / h, \\
& \tau_{\bar{h}} g(x)=[g(x-h e)-g(x)] / h, \\
& x \in \mathbb{R}^{n}, \\
&
\end{aligned}
$$

Let $\xi(\gamma)=\left(\varepsilon+|\gamma|^{2}\right)^{(p / 2-1)} \gamma, \gamma \in \mathbb{R}^{n}$, and note that

$$
\begin{equation*}
\left(\xi(\gamma)-\xi\left(\gamma^{\prime}\right)\right) \cdot\left(\gamma-\gamma^{\prime}\right) \geqq a\left(\varepsilon+|\gamma|+\left|\gamma^{\prime}\right|\right)^{(p-2)}\left|\gamma-\gamma^{\prime}\right|^{2} \tag{2.3}
\end{equation*}
$$

when $\gamma, \gamma^{\prime} \in \mathbb{R}^{n}$, where $a=a(p, n)$ depends only on $p$ and $n$. Next, let $\phi \in C_{0}^{\infty}[B]$ and put $A^{+}=\max (A, 0)$. Since, $(u-\psi-\beta)^{+} \phi$ vanishes in a neighborhood of $K \cap \bar{B}$ for each $\beta>0$, we see upon letting $\beta \rightarrow 0$ that equality holds in (1.9) for $\eta=(u-\psi) \phi$. If $0<h<((1-\sigma) / 400) R_{0}$, it follows from this observation and (1.9) that

$$
\begin{equation*}
\int_{B}\left\{\tau_{h}[\xi(\nabla u)] \cdot \nabla \tau_{h}(\eta)+\tau_{\bar{h}}\left[\tau_{h}(\eta)\right] b\right\} d x \leqq 0 \tag{2.4}
\end{equation*}
$$

Using this inequality, (2.3), and arguing as in Tolksdorf [11, § 2.2] we deduce first that $u \in W_{2,2}$ [ $\left.B_{1}\right]$ for $p \geqq 2$ and $u \in W_{2, p}\left[B_{1}\right]$ for $1<p \leqq 2$. Second, it follows as in [11, § 2.3] that $\nabla u \in L_{\infty}\left[B_{1}\right]$ for $1<p<\infty$ and thereupon that $u \in W_{2,2}\left(B_{1}\right)$ for $1<p<\infty$. Here the norm of $u, \nabla u$, in each space may depend in addition to $R_{0}, \sigma$, and the data, on $\varepsilon$, the smoothness of $\psi$, and $\|b\|_{\infty}$. Additional terms in the iteration due to the obstacle are easily handled using the smoothness of $\psi$. Again we omit the details.

From the above facts and (1.9) we see that

$$
\begin{equation*}
\nabla \cdot[\xi(\nabla u(x))]-b(x, u, \nabla u)=0 \quad \text { for a.e. } x \in B_{1}-K . \tag{2.5}
\end{equation*}
$$

Let $g_{e}=\nabla g \cdot e, e \in \mathbb{R}^{n},|e|=1$. Then from (2.5) and integration by parts we get

$$
\begin{equation*}
\int[\xi(\nabla u)]_{e} \cdot \nabla \eta d x=\int(\nabla \cdot \bar{\xi}) \eta_{e} d x=\int_{B_{1}-K} b \eta_{e} d x+\int_{K}(\nabla \cdot \bar{\xi}) \eta_{e} d x \tag{2.6}
\end{equation*}
$$

where $\bar{\xi}(x)=\xi(\nabla u(x))$ in the last two integrals and $\eta \in \dot{W}_{1,2}\left[B_{1}\right]$. For almost every $x \in B_{1}$ we note that the $i$ th component of $\bar{\xi}_{e}$ at $x$ is

$$
\begin{equation*}
\left(\bar{\xi}_{e}\right)_{i}=a_{i j}(\nabla u)\left(u_{e}\right)_{x_{j}}, \quad 1 \leqq i \leqq n \tag{2.7}
\end{equation*}
$$

where repeated indexes denote summation from 1 to $n$ and

$$
\begin{equation*}
a_{i j}(\gamma)=\left(\varepsilon+|\gamma|^{2}\right)^{(p / 2-2)}\left[(p-2) \gamma_{i} \gamma_{j}+\delta_{i j}\left(\varepsilon+|\gamma|^{2}\right)\right] \tag{2.8}
\end{equation*}
$$

for $1 \leqq i, j \leqq n, \gamma \in \mathbb{R}^{n}$. In (2.8), $\delta_{i j}$ is the Kronnecker $\delta$. Also for $\mu=\left(\mu_{1}, \cdots, \mu_{n}\right) \in \mathbb{R}^{n}$,

$$
\begin{equation*}
a_{1}\left(\varepsilon+|\gamma|^{2}\right)^{(p / 2-1)}|\mu|^{2} \leqq a_{i j}(\gamma) \mu_{i} \mu_{j} \leqq a_{2}\left(\varepsilon+|\gamma|^{2}\right)^{(p / 2-1)}|\mu|^{2} \tag{2.9}
\end{equation*}
$$

for some $a_{1}=a_{1}(p, n), a_{2}=a_{2}(p, n)>0$.
3. $L_{\infty}$ estimates on $|\nabla u|$. Let $R_{2}=(1 / 25)(24+\sigma) R_{0}$ and put $B_{2}=B\left(x_{0}, R_{2}\right)$. In this section we prove the following lemma.

Lemma 1. For $R_{0}, \varepsilon, \sigma, p$ fixed as in $\S 2$,

$$
\begin{equation*}
\underset{x \in B_{2}}{\text { ess. } \max _{2}}|\nabla u(x)| \leqq d \tag{3.1}
\end{equation*}
$$

To prove (3.1) we use Moser iteration. We will need some notation. Let $\bar{E}, \partial E,|E|$, denote, respectively, the closure, boundary, and outer Lebesgue measure of $E$. If $g$ is a function on $B(x, r), r>0$, put

$$
\begin{aligned}
& f_{B(x, r)} g d x=|B(x, r)|^{-1} \int_{B(x, r)} g d x \\
& M(r, g)=M(r, g, x)=\underset{y \in B(x, r)}{\operatorname{ess} . \max } g(y)
\end{aligned}
$$

The proof consists of two parts. In the first part we essentially estimate $M\left(R_{2},|\nabla u|\right)$ in terms of the $L_{\mu}$ norm of $\nabla u$ over $B_{3}=B\left(x_{0}, R_{3}\right)$, where $R_{3}=(1 / 50)(49+\sigma) R_{0}$. Here, $\mu=\mu(p, n)$. The second part of the proof consists of estimating this norm in terms of the $L_{p}$ norm of $|\nabla u|$ and ultimately in terms of the Hölder norm of $u$ in $B_{1}$. Since the proof is more or less standard (see $[1, \S 3]$ or $[11, \S 3]$ ), we will omit many details. Let $\left.0<R<\left((1-\sigma) R_{0}\right) / 1,000\right), z \in B\left(x_{0}, R_{2}\right), 16 R<\rho<t<32 R, \phi \in C_{0}^{\infty}[B(z, t)]$, and $\phi \equiv 1$ on $B(z, \rho)$ with $|\nabla \phi| \leqq 1,000 /(t-\rho)$. Let $w(x)=\left(\varepsilon+|\nabla u|^{2}\right)(x), x \in B$, and let $\theta \geqq 0$ be a nondecreasing Lipschitz function on $\mathbb{R}$. We put $\eta(x)=u_{e}(x) \theta[w(x)] \phi^{2}(x)$ in (2.6) and use (2.7)-(2.9) with $e=e(k), 1 \leqq k \leqq n$, where $\{e(k), 1 \leqq k \leqq n\}$ is an orthonormal set of coordinate vectors. Summing, we get

$$
\begin{align*}
I_{1} & =\int w^{(p / 2-1)}\left[\sum_{i}\left|\nabla u_{x_{i}}\right|^{2} \theta(w)+\theta^{\prime}(w)|\nabla w|^{2}\right] \phi^{2} d x \\
& \leqq a \int w^{(p / 2-1)} \theta(w)\left|u_{x_{i}}\right|\left(\sum_{j}\left|u_{x_{i} x_{j}}\right|\right)|\nabla \phi| \phi d x  \tag{3.2}\\
& \quad+a c_{1} \int w^{p / 2}|\nabla \eta| d x+a c_{1} \int f|\nabla \eta| d x+a \int_{K}|\nabla \cdot \xi||\nabla \eta| d x=I_{2}
\end{align*}
$$

where $a=a(p, n)$ and we have used (1.10). We first let $\theta(w)=w^{s}, s \geqq \frac{1}{2}(p+1)$ in (3.2). From

$$
\begin{array}{r}
w^{p / 2}|\nabla \eta| \leqq w^{p / 2}\left\{\left[\left|u_{x_{i} x_{i}}\right| w^{s}+s w^{(s-1)}|\nabla u||\nabla w|\right] \phi^{2}+2|\nabla u| w^{s} \phi|\nabla \phi|\right\} \\
\leqq\left(4 a c_{1}\right)^{-1} w^{(p / 2-1)}\left[s w^{(s-1)}|\nabla w|^{2}+\left(\sum_{i}\left|\nabla u_{x_{i}}\right|^{2}\right) w^{s}\right] \phi^{2}  \tag{3.3}\\
+a\left(c_{1}+1\right)\left[(s+1) w^{(p / 2+s+1)} \phi^{2}+w^{(p / 2+s)}|\nabla \phi|^{2}\right]
\end{array}
$$

and Hölder's inequality, it follows that for $a$ large enough

$$
\begin{align*}
& I_{2}-\frac{1}{2} I_{1} \leqq c\left[\int\left(|\nabla \phi|^{2}+(s+1) w \phi^{2}\right) w^{(p / 2+s)} d x\right]+c(s+1)\left(\int f^{2} w^{(s-p / 2+1)} \phi^{2} d x\right) \\
& +\operatorname{csM}\left(R_{0}, 1+|\nabla \psi|^{2}\right)^{s+p / 2}\left\|\sum_{i, j} \psi_{x_{i} x_{j}} \phi\right\|_{2}^{2}=I_{3} . \tag{3.4}
\end{align*}
$$

In the last term of (3.4), the maximum of $1+|\nabla \psi|^{2}$ is relative to $B\left(x_{0}, R_{0}\right)$. Also,

$$
\begin{equation*}
I_{1} \geqq a s \int w^{(s+p / 2-2)}|\nabla w|^{2} \phi^{2} d x \geqq a s^{-1}\left(\int\left|\nabla w^{(s / 2+p / 4)}\right|^{2} \phi^{2} d x\right) \tag{3.5}
\end{equation*}
$$

Combining (3.2), (3.4), and (3.5), we get

$$
\begin{equation*}
\left\|\nabla\left[w^{(s / 2+p / 4)} \phi\right]\right\|_{2}^{2} \leqq c(s+1) I_{3} \tag{3.6}
\end{equation*}
$$

Let $2^{*}=2 n /(n-2)$, when $n>2$. Then it follows from (3.6) and Sobolev's theorem when $n>2$ that

$$
\begin{equation*}
\left\|w^{(s / 2+p / 4)} \phi\right\|_{2^{*}} \leqq c(s+1)^{1 / 2} I_{3}^{1 / 2} . \tag{3.7}
\end{equation*}
$$

Let $\tilde{q}=\min (q, n /(1-\lambda))$ and $\bar{q}=2 \tilde{q} /(\tilde{q}-2)<2^{*}$. Now using Hölder's inequality again we see from (3.7) that for $n>2$ and $s \geqq(p+1) / 2$,

$$
\begin{align*}
c(s+1)^{-1 / 2} & R^{-n / 2^{*}}\left\|w^{(s / 2+p / 4)} \phi\right\|_{2^{*}} \\
& \leqq J(\rho, t, R)\left[\int_{B(z, t)} w^{(p / 4+s / 2) \bar{q}} d x\right]^{1 / \bar{q}}+c^{(p / 4+s / 2)} k(R) \tag{3.8}
\end{align*}
$$

where $\bar{f}=f+1$,

$$
k(R)=c\left[R^{(\tilde{q}-n)} \int_{B(z, 32 R)}\left\{\bar{f}^{\tilde{q}}+\sum_{i, j}\left|\psi_{x_{i} x_{j}}\right|^{\tilde{q}}\right\} d x\right]^{1 / \bar{q}}
$$

and

$$
J(\rho, t, R)=c R\left\{(t-\rho)^{-1}+\left[\int_{B(z, 32 R)} w^{\tilde{q} / 2} d x\right]^{1 / \tilde{q}}\right\}+k(R)
$$

If $n=2$ put $2^{*}=2 \bar{q}$. Then $w^{(p / 4+s / 2)} \phi$ is of bounded mean oscillation in $\mathbb{R}^{2}(\mathrm{BMO})$ with BMO norm less than or equal to $a\left\|\nabla\left[w^{(p / 4+s / 2)} \phi\right]\right\|_{2}$. Using this fact and arguments similar to the above, we find that (3.8) is still true. We note from our assumptions on $\rho, t$ that

$$
\begin{equation*}
k(R) \leqq c R^{(1-n / \tilde{q})} \leqq c R_{0}^{(1-n / \tilde{q})}=d \tag{3.9}
\end{equation*}
$$

From (3.9) it follows for properly chosen $\rho$, $t$, that (3.8) can be iterated in the usual way starting with $s=(p+1) / 2$. Doing this we get

$$
\begin{equation*}
M(16 R, w) \leqq\left[1+\left(\int_{B(z, 32 R)} w^{\tilde{q} / 2} d x\right)^{1 / \tilde{q}}\right]^{c}\left[\int_{B(z, 20 R)}(w+d)^{\tau} d x\right]^{1 / \tau}, \tag{3.10}
\end{equation*}
$$

where $\tau=\left(p+\frac{1}{2}\right) \bar{q} / 2$. From (3.10) we see that in order to prove (3.1) it suffices to show there exists $R=R(d)>0$ such that

$$
\begin{equation*}
\left(f_{B(z, 20 R)} w^{\alpha} d x\right)^{1 / \alpha} \leqq d(R)^{(2 \lambda-2)} \tag{3.11}
\end{equation*}
$$

where $\alpha=\max [\tilde{q} / 2, \tau]$. Indeed, from our choice of $\tilde{q}$, we then get

$$
\int_{B(z, 20 R)} w^{\tilde{q} / 2} d x \leqq d R^{[(\lambda-1) \tilde{q}+n]} \leqq d .
$$

To prove (3.11) we need to estimate the term $\int w^{p / 2+s+1} \phi^{2} d x$ in (3.4) in a different way. To do this we consider two cases depending on whether (A) B(z,64R) $\cap K \neq\{\phi\}$ or (B) $B(z, 64 R) \cap K=\{\phi\}$. If (A) holds we put $\eta=(u-\psi) \sigma(w) \phi^{2}$ in (1.9) where $\sigma(w)=\left(w^{s+1}-1\right)^{+}$, and use Hölder continuity of $u, \psi$, as well as Hölder's inequality, to get for $\tilde{w}=\max (w, 1), 0<s \leqq \alpha$, and $R=R(d)>0$ small enough that

$$
\begin{gather*}
L_{1}=\int \tilde{w}^{(p / 2+s+1)} \phi^{2} d x \leqq d R^{2 \lambda} \tilde{I}_{1}+d R^{2 \lambda} \int_{\{w \geqq 1\}} f^{2} w^{(s+1-p / 2)} \phi^{2} d x \\
+\left[d R^{2 \lambda}(t-\rho)^{-2}+d\right]\left(\int_{B(z, t)} \tilde{w}^{(p / 2+s)} d x\right)+d R^{n} \tag{3.12}
\end{gather*}
$$

where $\quad \tilde{I}_{1}=\int_{\{w \geqq 1\}} w^{(p / 2+s-2)}|\nabla w|^{2} \phi^{2} d x$. Next put $\theta(w)=\left[w^{s}-1\right]^{+}$in (3.2), $(p / 2)\left(\left(2^{*} / 2\right)-1\right) \leqq s \leqq \alpha$. Arguing as in (3.2), (3.4), (3.5), and using (3.12), it follows for $R=R(d)>0$ small enough that

$$
\begin{aligned}
& \int\left|\nabla\left[\tilde{w}^{(s / 2+p / 4)} \phi\right]\right|^{2} d x \leqq d(t-\rho)^{-2}\left(\int_{B(z, t)} \tilde{w}^{(p / 2+s)} d x\right) \\
&+d {\left[\int(f \phi)^{2} \tilde{w}^{(p / 2+s)} d x\right] } \\
&+d {\left[\int_{B(z, t)} \sum_{i, j}\left(\psi_{x_{i} x_{j}}\right)^{2} d x\right]+d R^{n} . }
\end{aligned}
$$

This inequality and Sobolev's and Hölder's inequalities imply as in (3.8) that for $(p / 2)\left(\left(2^{*} / 2\right)-1\right) \leqq s \leqq \alpha$,

$$
\begin{align*}
& R^{-n / 2^{*}}\left\|\tilde{w}^{(s / 2+p / 4)} \phi\right\|_{2^{*}} \\
& \leqq k(R)\left[f \phi^{\tilde{q}} \tilde{w}^{(p / 4+s / 2) \bar{q}} d x\right]^{1 / \tilde{q}} \\
& \quad+d R(t-\rho)^{-1}\left[f_{B(z, t)} \tilde{w}^{(s+p / 2)} d x\right]^{1 / 2}+k(R)  \tag{3.14}\\
& \leqq d R(t-\rho)^{-1}\left[\int_{B(z, t)} \tilde{w}^{(s+p / 2)} d x\right]^{1 / 2}+k(R)
\end{align*}
$$

for $R$ small, since (3.9) holds and $\bar{q}<2^{*}$. Now iterate (3.14), starting with $s=$ $\left(\left(2^{*} / 2\right)-1\right)(p / 2)$. After at most $N=N(c)$ times, we obtain

$$
\begin{equation*}
\left(f_{B(z, 20 R)} \tilde{w}^{\alpha} d x\right)^{1 / \alpha} \leqq d\left[f_{B(z, 22 R)} \tilde{w}^{\left(2^{*} p / 4\right)} d x\right]^{4 /\left(2^{*} p\right)}+d k(R) . \tag{3.15}
\end{equation*}
$$

Finally to estimate the right-hand side of (3.15) let

$$
\begin{array}{ll}
\bar{u}_{x_{k}}=\left[u_{x_{k}}-(4 n)^{-1}\right]^{+}, & 1 \leqq k \leqq n, \\
u_{x_{k}}^{*}=\left[-u_{x_{k}}-(4 n)^{-1}\right]^{+}, & 1 \leqq k \leqq n .
\end{array}
$$

First put $\eta=\bar{u}_{x_{k}} \phi^{2}$ in (2.6). By using (2.7)-(2.9) and summing, it follows that (3.2) is valid with $\theta(w) \equiv 1$ and $u_{x_{k}}$ replaced by $\bar{u}_{x_{k}}$. Let $\bar{I}_{1}$ denote the left-hand side of (3.2) in this case. Using (3.2), (3.3), we get (3.4) with $s=0$ and $w$ replaced by $\tilde{w}$. To estimate, $\int \tilde{w}^{p / 2+1} \phi^{2} d x$, on the right-hand side of (3.4), put $(u-\psi)\left(\bar{u}_{x_{k}}\right)^{2} \phi^{2}, 1 \leqq k \leqq n$, in (1.9). Summing, we obtain an inequality analogous to (3.12) with $\tilde{I}_{1}, L_{1}$, replaced by $\bar{I}_{1}$ and

$$
\bar{L}_{1}=\sum_{k=1}^{n} \int w^{p / 2}\left(\bar{u}_{x_{k}}\right)^{2} \phi^{2} d x .
$$

Carrying out the same program for $u_{x_{k}}^{*}$, we obtain similar inequalities for $L_{1}^{*}, I_{1}^{*}$, which we define as above with $\bar{u}_{x_{k}}$ replaced by $u_{x_{k}}^{*}$. Now if $w>1,0<\varepsilon<\frac{1}{4}$, then for some $k$ either $\bar{u}_{x_{k}}>(1 / 4 n) w^{1 / 2}$ or $u_{x_{k}}^{*}>(1 / 4 n) w^{1 / 2}$. From this fact and the above inequalities it follows that

$$
\begin{aligned}
& \int \tilde{w}^{(p / 2+1)} \phi^{2} d x \leqq c\left(R^{n}+\bar{L}_{1}+L_{1}^{*}\right) \\
& \leqq d R^{2 \lambda}\left(\bar{I}_{1}+I_{1}^{*}\right)+\left[d R^{2 \lambda}(t-\rho)^{-2}+d\right]\left(\int_{B(z, t)} \tilde{w}^{p / 2} d x\right) \\
&+d R^{2 \lambda}\left(\int f^{2} \tilde{w}^{(s+p / 2)} \phi^{2} d x\right)+d R^{n} .
\end{aligned}
$$

Using this inequality in the new versions of (3.2), we find that (3.13) is valid with $s=0$. From Sobolev's inequality, we conclude for properly chosen $\phi$ and $R=R(d)>0$ small enough that

$$
\begin{equation*}
\left[f_{B(z, 22 R)} \tilde{w}^{\left(2^{*} p\right) / 4} d x\right]^{1 / 2^{*}} \leqq d\left[f_{B(z, 24 R)} \tilde{w}^{p / 2} d x\right]^{1 / 2} \tag{3.16}
\end{equation*}
$$

The right-hand side of (3.16) can be estimated using $\eta=(u-\psi) \phi^{p}$ in (1.9). Doing this we deduce

$$
\begin{equation*}
\left(f \tilde{w}^{p / 2} d x\right)^{1 / 2} \leqq d R^{p(1-\lambda) / 2} \tag{3.17}
\end{equation*}
$$

Clearly (3.17), (3.16), and (3.15) imply (3.11) in case A. A similar proof holds in case B. We omit the details. The proof of Lemma 1 is now complete.
4. Reverse Hölder inequalities. In this section and §5, we use a modification of the argument in [5, §§ 2-3]. The reader is advised to have this paper on hand, as we will often refer to it. We continue with the same notation as in $\S \$ 2$ and 3. Let $m=\max [p / 2,1], s=m+p / 2$, and put $v=w^{s}$. Let

$$
\begin{equation*}
b_{i j}(\gamma)=\left(\varepsilon+|\gamma|^{2}\right)^{(1-p / 2)} a_{i j}(\gamma), \quad \gamma \in \mathfrak{R}^{n}, \tag{4.1}
\end{equation*}
$$

$1 \leqq i, j \leqq n$, where $a_{i j}$ is as in (2.8). We also put $\bar{\xi}(x)=\xi(\nabla u)(x)$ as in $\S 2$ and

$$
g_{0}(x)=(2 s)\left[w^{m}\left(\bar{\xi}_{x_{k}} \cdot \nabla u_{x_{k}}\right)+m w^{m-1} u_{x_{k}}\left(\bar{\xi}_{x_{k}} \cdot \nabla w\right)\right]
$$

where repeated indices denote summation from 1 to $n$. Next put

$$
\begin{aligned}
& g_{1}(x)=(2 s)\left[b \chi_{\cdot\left(B_{1}-K\right)}+(\nabla \cdot \bar{\xi}) \chi_{\cdot K}\right]\left(u_{x_{x_{1}},} w^{m}+m u_{x_{1}} w_{x_{1}} w^{(m-1)}\right) \\
& g_{l+1}(x)=(2 s)\left[b \chi_{\cdot\left(B_{1}-K\right)}+(\nabla \cdot \bar{\xi}) \chi_{\cdot K}\right]\left(u_{x_{i}} w^{m}\right), \quad 1 \leqq l \leqq n .
\end{aligned}
$$

Here, $\chi \cdot E$ denotes the characteristic function of $E$. From (2.9) we see that

$$
\begin{equation*}
a^{-1} w^{(s-1)}\left(\sum_{i}\left|\nabla u_{x_{i}}\right|^{2}\right) \leqq g_{0} \leqq a w^{(s-1)}\left(\sum_{i}\left|\nabla u_{x_{i}}\right|^{2}\right) \tag{4.2}
\end{equation*}
$$

for some $a=a(p, n)$. We prove the following lemma.
Lemma 2. If $\phi \in W_{1,2}\left(B_{1}\right)$ and $\bar{b}_{i j}(x)=b_{i j}(\nabla u(x))$, then

$$
\begin{equation*}
\int \bar{b}_{i j} v_{x_{j}} \phi_{x_{i}} d x=\int\left(-g_{0}+g_{1}\right) \phi d x+\sum_{k=1}^{n} \int \phi_{x_{k}} g_{k+1} d x \tag{4.3}
\end{equation*}
$$

To prove (4.3) we put $\eta=u_{x_{k}} w^{m} \phi$ in (2.6) and choose $e=e(k)$ as in §3. Summing, we find that

$$
\begin{align*}
J_{1} & =\int\left[w^{m}\left(\bar{\xi}_{x_{k}} \cdot \nabla u_{x_{k}}\right)+m w^{(m-1)} u_{x_{k}}\left(\bar{\xi}_{x_{k}} \cdot \nabla w\right)\right] \phi d x \\
& =-\int\left(u_{x_{k}} w^{m}\right)\left(\bar{\xi}_{x_{k}} \cdot \nabla \phi\right) d x+\int_{B_{1}-K} b\left(\sum_{k} \eta_{x_{k}}\right) d x+\int_{K}(\nabla \cdot \bar{\xi})\left(\sum_{k} \eta_{x_{k}}\right) d x  \tag{4.4}\\
& =J_{2}+J_{3}+J_{4} .
\end{align*}
$$

Now,

$$
\begin{equation*}
\int g_{0} \phi d x=(2 s) J_{1} \tag{4.5}
\end{equation*}
$$

Next observe that if $\overline{a_{i j}}(x)=a_{i j}(\nabla u(x))$, then

$$
\bar{b}_{i j} v_{x_{j}}=2 s w^{(s-1)} u_{x_{k}}\left(\bar{b}_{i j} u_{x_{k} x_{j}}\right)=2 s w^{(s-p / 2)} u_{x_{k}}\left(\overline{a_{i j}} u_{x_{k} x_{j}}\right)=2 s w^{m} u_{x_{k}}\left(\bar{\xi}_{x_{k}}\right)_{i},
$$

where $\left(\bar{\xi}_{x_{k}}\right)_{i}$ denotes the $i$ th component of $\bar{\xi}_{x_{k}}$. Using this observation, we obtain

$$
\begin{equation*}
-2 s J_{2}=\int \overline{b_{i j}} v_{x_{j}} \phi_{x_{i}} d x \tag{4.6}
\end{equation*}
$$

Also,

$$
\sum_{k} \eta_{x_{k}}=u_{x_{k} x_{k}} w^{m} \phi+m u_{x_{k}} w_{x_{k}} w^{(m-1)} \phi+u_{x_{k}} w^{m} \phi_{x_{k}} .
$$

We put the right-hand side of this equality in the integrals defining $J_{3}, J_{4}$. Using (4.5), (4.6), and rearranging terms, we get Lemma 2. Next let $v_{k}=u_{x_{k}} w^{(s-1 / 2)}, 1 \leqq k \leqq n$. We shall also need the following lemma.

Lemma 3. If $\phi \in \dot{W}_{1,2}\left(B_{1}\right)$, then for $1 \leqq k \leqq n$

$$
\begin{equation*}
\left|\int \overline{b_{i j}}\left(v_{k}\right)_{x_{j}} \phi_{x_{i}} d x \leqq a \int\left(g_{0}+G_{0}\right)\right| \phi\left|d x+a \int\right| \nabla \phi \mid G d x \tag{4.7}
\end{equation*}
$$

Here $G_{0}(x)=\left(|b|_{\chi \cdot\left(B_{1}-K\right)}+|\nabla \cdot \bar{\xi}| \chi_{\cdot K}\right)\left(w^{m} \sum_{i, j}\left|u_{x_{i} x_{j}}\right|\right)$,

$$
G(x)=\left[|b|_{\chi_{\left(B_{1}-K\right)}}+|\nabla \cdot \bar{\xi}| \chi_{\cdot K}\right] w^{m+1 / 2} .
$$

The proof of Lemma 3 is similar to the proof of Lemma 2. We omit the details. Next we prove Lemma 4.

Lemma 4. There exists $\beta=\beta(c), 0<\beta<\frac{1}{4} \min (q / n-1,1)$ with the property: If $0<R<((1-\sigma) / 1,000) R_{0}, z \in B_{2}$, then

$$
\begin{equation*}
f_{B(z, R)} g_{0}^{1+\beta} d x \leqq c\left(f_{B(z, 2 R)} g_{0} d x\right)^{1+\beta}+c f_{B(z, 2 R)} E^{1+\beta} d x \tag{4.8}
\end{equation*}
$$

where $E=\tilde{w}^{(m-p / 2+1)}\left\{|b|^{2}+\sum_{i, j}\left(\psi_{x_{i} x_{j}}\right)^{2}\right\}$.
Proof. In Lemma 4, $\tilde{w}=\max (w, 1)$ as usual. We begin by choosing orthonormal vectors $e_{1}, \cdots, e_{n-1}$ such that

$$
\begin{equation*}
\int_{B(z, 3 R / 2)} w^{(m / 2+p / 4-1 / 2)} u_{e_{k}} d x=0, \quad 1 \leqq k \leqq n-1 \tag{4.9}
\end{equation*}
$$

This choice is possible since if $A_{k}$ denotes the integral in (4.9) with $e_{k}$ replaced by $x_{k}$, $1 \leqq k \leqq n$, then the solutions to $A_{i} y_{i}=0$ span at least an $(n-1)$-dimensional plane. Now if $e \in\left\{e_{k}\right\}$ we have as in (3.2) and (4.4) for $\eta=u_{e} w^{m} \phi^{2}, \phi \in C_{0}^{\infty}[B(z, 3 R / 2)]$,

$$
\begin{align*}
H_{1}=\int & w^{m}\left(\bar{\xi}_{e} \cdot \nabla u_{e}\right) \phi^{2} d x \leqq\left|\int m w^{(m-1)} u_{e}\left(\bar{\xi}_{e} \cdot \nabla w\right) \phi^{2} d x\right| \\
& +\left|2 \int \phi u_{e} w^{m}\left(\bar{\xi}_{e} \cdot \nabla \phi\right) d x\right|+\left|\int_{B_{1}-K} b \eta_{e} d x\right|+\left|\int_{K}(\nabla \cdot \bar{\xi}) \eta_{e} d x\right|=H_{2} . \tag{4.10}
\end{align*}
$$

We estimate $H_{2}$ slightly different than $I_{2}$ in § 3. Indeed, using Hölder's inequality once again, we deduce for given $\tau, 0<\tau<\frac{1}{4}$,

$$
\begin{align*}
H_{2}-\frac{1}{2} H_{1} \leqq a \tau \int & g_{0} \phi^{2} d x+a \tau^{(1-2 m)} \int\left|u_{e}\right|^{2 m} w^{(p / 2-1)}\left|\nabla u_{e}\right|^{2} \phi^{2} d x \\
& +a \int w^{(s-1)}\left(u_{e}\right)^{2}|\nabla \phi|^{2} d x+c \tau^{-1} \int E \phi^{2} d x=H_{3} . \tag{4.11}
\end{align*}
$$

Using (4.10), (4.11), and summing, we find that

$$
\begin{equation*}
\bar{H}_{1}=\sum_{k=1}^{n-1} \int w^{(s-1)}\left|\nabla u_{e_{k}}\right|^{2} \phi^{2} d x \leqq \bar{H}_{3}, \tag{4.12}
\end{equation*}
$$

where $\bar{H}_{3}$ is obtained from $H_{3}$ by summing over $e \in\left\{e_{k}\right\}$. If $e_{n}$ is orthogonal to $\left\{e_{k}: 1 \leqq k \leqq n-1\right\}$ and of unit length, then from (4.2) we get

$$
\begin{equation*}
\int g_{0} \phi^{2} d x \leqq a \bar{H}_{1}+a \int w^{(s-1)}\left(u_{e_{n} e_{n}}\right)^{2} \phi^{2} d x \tag{4.13}
\end{equation*}
$$

Now for almost every $x \in B_{1}-K$ we see from (2.5) that

$$
w^{(s-1)}\left(u_{e_{n} e_{n}}\right)^{2} \leqq a w^{(m+1-p / 2)}|b|^{2}+a w^{(s-1)} \sum_{i=1}^{n} \sum_{j=1}^{n-1}\left(u_{e_{i} e_{j}}\right)^{2},
$$

while if $x \in K$,

$$
w^{(s-1)}\left(u_{e_{n} e_{n}}\right)^{2} \leqq c \sum_{i, j}\left(\psi_{x_{i} x_{j}}\right)^{2}
$$

These inequalities and (4.13) imply that

$$
\int g_{0} \phi^{2} d x \leqq a \bar{H}_{1}+c \int E \phi^{2} d x
$$

Putting this inequality in (4.12) we see for $\tau=\tau(a)>0$ small enough that

$$
\begin{align*}
\int g_{0} \phi^{2} d x \leqq c \tau^{(1-2 m)} \sum_{k=1}^{n-1} \int\left|u_{e}\right|^{2 m} w^{(p / 2-1)}\left|\nabla u_{e}\right|^{2} \phi^{2} d x \\
\cdot \sum_{k=1}^{n-1} c \int w^{(s-1)}\left(u_{e}\right)^{2}|\nabla \phi|^{2} d x+c \tau^{-1} \int E \phi^{2} d x . \tag{4.14}
\end{align*}
$$

With $\tau=\tau(a)$ now fixed we can estimate the first term on the right-hand side of (4.14) by first putting $\eta=\left[\left(u_{e}\right)^{+}\right]^{(2 m+1)} \phi^{2}$ in (2.6) and then $\eta=\left[\left(-u_{e}\right)^{+}\right]^{(2 m+1)} \phi^{2}$ in (2.6). Using the resulting estimate in (4.14), we conclude

$$
\begin{equation*}
\int g_{0} \phi^{2} d x \leqq c \sum_{k=1}^{n-1} \int w^{(s-1)}\left(u_{e_{k}}\right)^{2}|\nabla \phi|^{2} d x+c \tau^{-1} \int E \phi^{2} d x \tag{4.15}
\end{equation*}
$$

From (4.15), (4.9), it follows as in [5, Lemma 1] that Lemma 4 is true. We omit the details.
5. Hölder continuity of $\boldsymbol{\nabla} \boldsymbol{u}(\cdot, \boldsymbol{\varepsilon})$. In this section we use Lemmas 1-4 to prove the following lemma for $\varepsilon, R_{0}, \sigma$, fixed as in $\S 1$.

Lemma 5. There exists $\alpha=\alpha(d)>0$ such that

$$
\begin{equation*}
|\nabla u(x)-\nabla u(y)| \leqq d|x-y|^{\alpha}, \quad x, y \in B\left(x_{0}, \sigma R_{0}\right) \tag{5.1}
\end{equation*}
$$

Proof. Let $v_{k}, 1 \leqq k \leqq n$, be as in Lemma 3, and put $v_{0}=v, v$ as in Lemma 2. Note from (4.1), (2.9) that the eigenvalues of $\left(\overline{b_{i j}}\right)$ are uniformly bounded above and below. Suppose $z \in \bar{B}\left(x_{0}, \sigma R_{0}\right)$, and $0<r \leqq((1-\sigma) / 10,000) R_{0}$. Then $v_{k} \in W_{1,2}\left(B_{1}\right)$, so by the usual variational argument there exists $h_{k}=h_{k}(\cdot, 4 r), 0 \leqq k \leqq n$ with $h_{k} \in W_{1,2}[B(z, 4 r)]$, $h_{k}=v_{k}$ on $\partial B(z, 4 r)$ in the $W_{1,2}$ sense, and

$$
\begin{equation*}
L h_{k}=\left(\overline{b_{i j}} h_{x_{j}}\right)_{x_{i}}=0, \quad 0 \leqq k \leqq n \tag{5.2}
\end{equation*}
$$

weakly in $B(z, 4 r)$. Since $v_{k}-h_{k} \in \dot{W}_{1,2}[B(z, 4 r)], 0 \leqq k \leqq n$, we have

$$
\int_{B(z, 4 r)} \bar{b}_{i j}\left(h_{k}\right)_{x_{i}}\left(v_{k}-h_{k}\right)_{x_{j}} d x=0
$$

so from (4.1), (2.9),

$$
\begin{align*}
\int_{B(z, 4 r)}\left|\nabla h_{k}\right|^{2} d x & \leqq a \int_{B(z, 4 r)}\left|\nabla v_{k}\right|^{2} d x  \tag{5.3}\\
& \leqq a \int_{B(z, 4 r)} \bar{b}_{i j}\left(v_{k}\right)_{x_{i}}\left(v_{k}\right)_{x_{j}} d x .
\end{align*}
$$

From (5.3) and well-known ellipticity theory (see [5, (2.12)]), we find for $t<4 r$

$$
\begin{align*}
t^{2-n}\left(\sum \int_{B(z, t)}\left|\nabla h_{k}\right|^{2} d x\right) & \leqq a\left(\frac{t}{r}\right)^{2 \mu}\left[r^{(2-n)}\left(\sum \int_{B(z, 4 r)}\left|\nabla h_{k}\right|^{2} d x\right)\right]  \tag{5.4}\\
& \leqq a\left(\frac{t}{r}\right)^{2 \mu}\left[\sum \int_{B(z, 4 r)}\left|\nabla v_{k}\right|^{2} d x\right] r^{2-n}
\end{align*}
$$

for some $\mu, 0<\mu<1$, depending on the ellipticity constants. If $F_{k}=h_{k}-v_{k}$ in $B(z, 4 r)$ and $F_{k}=0$ otherwise in $\Re^{n}$, we see from Lemmas 2 and 3,

$$
\begin{align*}
\sum_{k=0}^{n}\left(\int\left|\nabla F_{k}\right|^{2} d x\right) \leqq & a \int \overline{b_{i j}}\left(h_{k}-v_{k}\right)_{x_{i}}\left(F_{k}\right)_{x_{j}} d x \\
=- & a \int\left(\overline{b_{i j}}\right)\left(v_{k}\right)_{x_{i}}\left(F_{k}\right)_{x_{j}} d x \leqq a \int\left(g_{0}+G_{0}\right)\left(\sum_{k=0}^{n}\left|F_{k}\right|\right) d x \\
& +a \int G\left(\sum_{k=0}^{n}\left|\nabla F_{k}\right|\right) d x  \tag{5.5}\\
\leqq & a \int g_{0}\left(\sum_{k=0}^{n}\left|F_{k}\right|\right) d x+a M\left(4 r, v_{0}\right) \int_{B(z, 4 r)} E d x \\
& +a \int_{B(z, 4 r)} G^{2} d x+\frac{1}{2} \sum_{k=0}^{n}\left(\int\left|\nabla F_{k}\right|^{2} d x\right)
\end{align*}
$$

where $E$ is as in Lemma 4 and we have used that fact that $M\left(4 r, F_{k}\right) \leqq 2 M\left(4 r, v_{0}\right)$, to estimate $G_{0}$. Let $\tau=(1+\beta) / \beta$ be the conjugate exponent to $1+\beta$ in Lemma 4. Then from Lemma 4 we have for $0 \leqq k \leqq n, R=4 r$,

$$
\begin{align*}
f_{B(z, 4 r)} g_{0}\left|F_{k}\right| d x & \leqq\left[f_{B(z, 4 r)} g_{0}^{1+\beta} d x\right]^{1 / 1+\beta}\left(f\left|F_{k}\right|^{\tau} d x\right)^{1 / \tau}  \tag{5.6}\\
& \leqq c\left(f_{B(z, 8 r)} g_{0} d x\right)\left(f\left|F_{k}\right|^{\tau} d x\right)^{1 / \tau}+c Q_{1}
\end{align*}
$$

where

$$
\begin{equation*}
Q_{1} \leqq a M\left(4 r, v_{0}\right)\left[\int_{B(z, 16 r)} E^{1+\beta} d x\right]^{1 / 1+\beta} \leqq a M\left(4 r, v_{0}\right) r^{-n / \tilde{q}}\|E X\|_{\tilde{q}} \leqq d r^{-n / \tilde{q}} . \tag{5.7}
\end{equation*}
$$

Here, $\tilde{q}=\min (n, q / 2), \chi=\chi_{\cdot B_{2}}$, and we have used Lemma 1. Using (5.6), (5.7), and the definition of $G$ in (5.5), we deduce for $0<t \leqq 4 r$,

$$
\begin{align*}
\sum_{k=0}^{n}\left(\int_{B(z, t)}\left|\nabla F_{k}\right|^{2} d x\right) & \leqq \sum_{k=0}^{n}\left(\int_{B(z, 4 r)}\left|\nabla F_{k}\right|^{2} d x\right)  \tag{5.8}\\
& \leqq d\left(\int_{B(z, 16 r)} g_{0} d x\right)\left(f\left|F_{k}\right|^{\tau} d x\right)^{1 / \tau}+d r^{(n-2+\delta)}
\end{align*}
$$

where $\delta=2-(n / \tilde{q})>0$. Also as in [5, (3.11), (3.12)] we find that

$$
\begin{equation*}
M\left(8 r, v_{0}\right)^{-1}\left[\sum_{k=0}^{n} f\left|F_{k}\right|^{\tau} d x\right]^{1 / \tau} \leqq d\left[1-\frac{M\left(2 r, v_{0}\right)}{M\left(8 r, v_{0}\right)}+\frac{r^{1-n / 2 \tilde{q}}}{M\left(8 r, v_{0}\right)}\right]^{1 / \tau} \tag{5.9}
\end{equation*}
$$

Next let $\delta_{1}=\frac{1}{4} \min (\delta, 2 \mu)$ and suppose that

$$
\begin{equation*}
M\left(4 r, v_{0}\right)>d_{1} r^{\delta_{1}} . \tag{5.10}
\end{equation*}
$$

If $d_{1}$ is large enough, it follows from ellipticity theory and an argument similar to [5, (3.9)] that

$$
\begin{equation*}
M\left(8 r, v_{0}\right)\left(\int_{B(z, 8 r)} g_{0} d x\right) \leqq a\left(\sum_{k=0}^{n} \int_{B(z, 16 r)}\left|\nabla v_{k}\right|^{2} d x\right)+d r^{\left(n-2+\delta_{1}\right)} . \tag{5.11}
\end{equation*}
$$

Using (5.9) and (5.11) in (5.8) we obtain

$$
\begin{align*}
\sum_{k=0}^{n} \int_{B(z, t)}\left|\nabla F_{k}\right|^{2} d x \leqq c & {\left[\sum_{k=0}^{n} \int_{B(z, 16 r)}\left|\nabla v_{k}\right|^{2} d x\right] }  \tag{5.12}\\
& \cdot\left[1-\frac{M\left(2 r, v_{0}\right)}{M\left(8 r, v_{0}\right)}+d r^{\left(n-2+\delta_{1}\right)}\right]^{1 / \tau}+d r^{\left(n-2+\delta_{1}\right)}
\end{align*}
$$

provided (5.10) is true. Multiplying (5.12) by $t^{2-n}$ and adding the resulting inequality to (5.4) we obtain an inequality which can be iterated as in [5, p. 857], even though we now must also consider the case when (5.10) is false. Doing this and using Poincaré's inequality we find (see [5, 3.22]) that

$$
\begin{equation*}
\sum_{k=0}^{n} f_{B(z, \rho)}\left(v_{k}-\eta_{k}\right)^{2} d x \leqq d\left(\frac{\rho}{R_{0}}\right)^{\delta_{2}} \tag{5.13}
\end{equation*}
$$

for some $\delta_{2}=\delta_{2}(d)>0$ and $0<\rho<((1-\sigma) / 1,000) R_{0}$. Since $z \in B\left(x_{0}, \sigma R_{0}\right)$ is arbitrary it follows from (5.13) and Lemma 1, in a well-known way, that Lemma 5 is valid.
6. Proof of Theorem 1. We now construct $u(\cdot, \varepsilon)$ for $0<\varepsilon<1 / 10 \times$ $\min [1, \delta(E, \partial \Omega)]$ and show for sufficiently small $R_{0}>0$ that $\{u(\cdot, \varepsilon)\}$ satisfies (1.9) and (1.11). To do so, let $\phi \in C_{0}^{\infty}\left(\mathfrak{R}^{n}\right)$ with $\int \phi d x=1$. Put $\phi_{t}(x)=t^{-n} \phi(x / t), x \in \mathfrak{R}^{n}$, and let

$$
\psi(x, \varepsilon)=\int_{\mathfrak{R}^{n}} \hat{\psi}(x-y) \phi_{\varepsilon}(y) d y=\hat{\psi} * \phi_{\varepsilon}(x), \quad x \in \mathfrak{R}^{n}
$$

Then $\psi \in C^{\infty}\left(\Re^{n}\right)$ and (1.8) is valid. As in Tolksdorf [11, § 5] we let

$$
\bar{b}(x, z, h)=\operatorname{sgn} \hat{b}(x, \hat{u}(x), \nabla \hat{u}(x)) \min \left\{|\hat{b}(x, \hat{u}(x), \nabla \hat{u}(x))|, 2 c_{1}\left[|h|^{p}+f(x)\right]\right\}
$$

for $(x, z, h) \in B \times \mathfrak{R} \times \mathfrak{R}^{n}$, where $c_{1}, f$ are as in (1.3). Now put

$$
b_{\varepsilon}(x, z, h)=\operatorname{sgn} \bar{b}(x, z, h) \min \left\{|\bar{b}(x, z, h)|, \frac{1}{\varepsilon}\right\}
$$

for $(x, z, h) \in B \times \mathfrak{R} \times \mathfrak{R}^{n}$. Clearly, (1.10) holds. We claim there exists a solution $u=$ $u(\cdot, \varepsilon)$ to (1.9) with $u-\hat{u} * \phi_{\varepsilon} \in \dot{W}_{1, p}(B), u \geqq \psi$ in $B$, almost everywhere, and $u \leqq A<\infty$. The existence of $u(\cdot, \varepsilon)$ follows from standard ellipticity theory using the boundedness of $b_{\varepsilon}$ (see [4, Chap. 10]). Next we prove the following lemma.

Lemma 6. There exists $\rho_{1}=\rho_{1}(c)>0, \mu=\mu(c)>0$, depending only on the data such that if $0<R_{0} \leqq \rho_{1}$, then

$$
\begin{gather*}
|u(x)| \leqq c, \quad x \in B  \tag{6.1}\\
\left(\int_{B}|\nabla u|^{p} d x\right)^{1 / p} \leqq c\left(\|\hat{u}\|_{1, p}+1\right)  \tag{6.2}\\
\underset{B}{\operatorname{osc}(u)} \leqq c R_{0}^{\mu} \tag{6.3}
\end{gather*}
$$

To prove Lemma 6 let $\beta=M\left(R_{0}, \hat{u} * \phi_{\varepsilon}\right)$ and put $\eta=e^{\gamma(u-\beta)^{+}}-1$. Then $\eta \in \dot{W}_{1, p}(B)$ and for this $\eta$ equality holds in (1.9), since $\hat{u} * \phi_{\varepsilon} \geqq \psi(\cdot, \varepsilon)$ in $B$. Hence,

$$
\begin{array}{r}
\gamma \int_{\{u \geqq \beta\}}|\nabla u|^{p} e^{\gamma(u-\beta)^{+}} d x \leqq \int_{B}\left|b_{\varepsilon}\right| \eta d x+\gamma \int_{B}(\eta+1) d x \\
\leqq 2 c_{1} \int_{\{u \geqq \beta\}}|\nabla u|^{p} e^{\gamma(u-\beta)^{+}} d x  \tag{6.4}\\
\\
+\left(2 c_{1}+\gamma\right) \int_{B} \bar{f}(|\eta|+1) d x,
\end{array}
$$

where again $\bar{f}=f+1$. If $\gamma \geqq 4 c_{1}$, then from (6.4) we conclude

$$
\begin{align*}
\int_{\{u \geqq \beta\}}\left|\nabla e^{(\gamma / p)(u-\beta)^{+}}\right|^{p} d x & \leqq c \gamma^{p} \int_{B} \bar{f}(|\eta|+1) d x \\
& \leqq c \gamma^{p}\left(\int_{B} \bar{f}(x)^{q} d x\right)^{1 / q}\left[\int_{B} e^{\bar{\gamma} \gamma(u-\beta)^{+}} d x\right]^{1 / \bar{q}} \tag{6.5}
\end{align*}
$$

where $\bar{q}=q /(q-1)<n /(n-1)$.
We now consider the following cases (a) $p>n$, (b) $1<p<n$, (c) $p=n$. In case (a), it follows from Sobolev's theorem and (6.5) that

$$
\begin{aligned}
\left\|e^{(\gamma / p)(u-\beta)^{+}}-1\right\|_{\infty} & \leqq a\left[\int_{B}\left|\nabla e^{(\gamma / p)(u-\beta)^{+}}\right|^{p} d x\right]^{1 / p} R_{0}^{1-n / p} \\
& \leqq c \gamma\left\|e^{(\gamma / p)\left(u-\beta^{+}\right)}\right\|_{\infty} R_{0}^{\xi}
\end{aligned}
$$

where $\xi=1-(n / p)+(n / \bar{q} p)$. If $\gamma=4 c_{1}$ in the above inequality, then we first deduce that $(u-\beta)^{+} \leqq c$ for $\rho_{1}$ small enough and second for $p>n$ that

$$
\begin{equation*}
u(x) \leqq \beta+c R_{0}^{\xi}, \quad x \in B \tag{6.6}
\end{equation*}
$$

If $1<p<n$, we use Sobolev's theorem again to deduce for $p^{*}=n p /(n-p)$,

$$
\begin{equation*}
\left[\int_{B}\left(e^{(\gamma / p)(u-\beta)^{+}}-1\right)^{p^{*}} d x\right]^{1 / p^{*}} \leqq c \gamma R_{0}^{\sigma}\left[\int_{B} e^{\gamma \bar{q}(u-\beta)^{+}} d x\right]^{1 / \bar{q} p} \tag{6.7}
\end{equation*}
$$

where $\sigma=(n / \bar{q} p)-\left(n / p^{*}\right)>0$, since $\left(p^{*} / p\right)>\bar{q}$. If $p=n$, then $e^{(\gamma / p)(u-\beta)^{+}}-1 \in$ BMO ( $\mathfrak{R}^{n}$ ) with BMO norm bounded by the $W_{1, n}$ norm of this function. Using this fact, we see that (6.7) remains valid with $p^{*}=2 \bar{q} n$. If $w=e^{\bar{q}(u-\beta)^{+}}, \alpha=p^{*} /(p \bar{q})>1$, then from (6.7) we deduce for $1<p \leqq n$ and $\gamma \geqq 4 c_{1}$,

$$
\left[f_{B} w^{\gamma \alpha} d x\right]^{1 / \alpha \gamma} \leqq c\left(\gamma^{1 / \gamma}\right)^{p \bar{q}}\left[f_{B} w^{\gamma} d x\right]^{1 / \gamma}
$$

Iterating this inequality we conclude

$$
M\left(R_{0}, w\right) \leqq c\left[f_{B} w^{\gamma_{0}} d x\right]^{1 / \gamma_{0}}
$$

where $\gamma_{0}=4 c_{1}$. By using (6.7) again, it follows that

$$
M\left(R_{0}, w\right)^{1 / p} \leqq c \gamma_{0} R_{0}^{\sigma} M\left(R_{0}, w\right)^{1 / p}+c,
$$

and hence

$$
\begin{equation*}
(u-\beta)^{+} \leqq c \tag{6.8}
\end{equation*}
$$

for $R_{0} \leqq \rho_{1}$ in cases (b) and (c). To prove an analogue of (6.6) for $1<p \leqq n$, we use (6.8). If $v=e^{\gamma_{0}(u-\beta)^{+}}-1, \eta=v^{s}, s \geqq 1$, then as in (6.4), (6.5), we deduce using (6.8),

$$
\int_{B}\left|\nabla v^{(s-1) / p+1}\right|^{p} d x \leqq c s^{p}\left[\int_{B} v^{(s-1) \bar{q}} d x\right]^{1 / \bar{q}} .
$$

From this inequality we see that the argument following (6.5) can be repeated to get

$$
M\left(R_{0}, v\right) \leqq c\left[\int_{B} v^{s_{0}} d x\right]^{1 / 2 s_{0}} R_{0}^{(1 / 2) \sigma_{1}}+c R_{0}^{\sigma_{1}} \leqq c M\left(R_{0}, v\right)^{1 / 2} R_{0}^{(1 / 2) \sigma_{1}}+c R_{0}^{\sigma_{1}}
$$

for some $s_{0}=s_{0}(c), \sigma_{1}=\sigma_{1}(c)>0$. Clearly, this inequality implies for $\rho_{1}>0$ small enough that

$$
\begin{equation*}
u(x) \leqq \beta+c R_{0}^{\sigma_{1}}, \quad x \in B \tag{6.9}
\end{equation*}
$$

when $1 \leqq p \leqq n$. Next put $\delta=\min _{B}\left(\hat{u} * \phi_{\varepsilon}\right)$ and let $\eta=e^{\gamma(\delta-u)^{+}}-1 \in \dot{W}_{1, p}(B)$. Using (1.9) it follows that for $\gamma \geqq 4 c_{1}$,

$$
\int_{B}\left|\nabla e^{(\gamma / p)(\delta-u)^{+}}\right|^{p} d x \leqq c \gamma^{p}\left[\int_{B} e^{\bar{q}(\delta-u)^{+}} d x\right]^{1 / \bar{q}} .
$$

Repeating the argument following (6.5) we first get (6.6) with $u$ replaced by $-u$ and $\beta$ by $-\delta$, for $p>n$. Second, we find $(\delta-u)^{+} \leqq c$ for $1 \leqq p \leqq n$. Using this fact, putting $\eta=\left(e^{(\delta-u)^{+}}-1\right)^{s}$ in (1.9), and arguing as in the proof of (6.9) we deduce that (6.9) holds with $u$ replaced by $-u$ and $\beta$ by $-\delta$ when $1<p \leqq n$. Combining these inequalities and using (1.5), (2.1a) we conclude first that

$$
M\left(R_{0},|u|\right) \leqq M\left(R_{0},\left|\hat{u} * \phi_{\varepsilon}\right|\right)+c R_{0}^{\mu} \leqq c
$$

and second that

$$
\underset{B}{\operatorname{osc}}(u) \leqq \operatorname{osc}_{B}\left(\hat{u} * \phi_{\varepsilon}\right)+C R_{0}^{\mu} \leqq c R_{0}^{\mu},
$$

where $\mu=\min \left(\sigma_{1}, \bar{\lambda}, \xi\right)$. Thus (6.1) and (6.3) of Lemma 6 are true for $\rho_{1}$ small enough.
To prove (6.2) put $\eta=\hat{u} * \phi_{\varepsilon}-u$ in (1.9). If $\bar{u}=\hat{u} * \phi_{\varepsilon}$ it follows from (6.3), (1.5), and the definition of $b_{\varepsilon}$ that

$$
\begin{aligned}
J_{1} & =\int_{B}\left(\varepsilon+|\nabla u|^{2}\right)^{(p / 2-1)}|\nabla u|^{2} d x \\
& \leqq c \int_{B}\left(\varepsilon+|\nabla u|^{2}\right)^{(p / 2-1 / 2)}|\nabla \bar{u}| d x+\int\left|b_{\varepsilon}\right||\eta| d x \\
& \leqq \frac{1}{2} J_{1}+c \int_{B}\left(|\nabla \bar{u}|^{p}+1\right) d x+c R^{\mu} \int_{B}\left(|\nabla \bar{u}|^{p}+|\nabla \hat{u}|^{p}+f\right) d x .
\end{aligned}
$$

Since, $\int_{B}|\nabla \bar{u}|^{p} \leqq a \int_{\Omega}|\nabla \hat{u}|^{p} d x$, we see from the above inequality that (6.2) also holds when $\rho_{1}=\rho_{1}(c)>0$ is small enough. This completes the proof of Lemma 6.

We now prove Theorem 1. From Lemma 6, we see there is a subsequence $u_{j}=u\left(\cdot, \varepsilon_{j}\right)$ of $\{u(\cdot, \varepsilon)\}$ such that $u_{j}$ converges weakly to a function $v$ with $v-\hat{u}$ in $\dot{W}_{1, p}(B)$. Also from (6.1) we see that Lemmas 1 and 5 can be used to deduce that $u_{j}, \nabla u_{j}$, converge uniformly to $v, \nabla v$ on compact subsets of $B$ and that these functions are also Hölder continuous on compact subsets of $B$. We now show there exists $\rho_{2}<\rho_{1}$ depending only on the data such that if $0<R_{0} \leqq \rho_{2}$, then $v=\hat{u}$. To do this, suppose $v+\zeta \geqq \hat{\psi}$, where $\zeta \in \dot{W}_{1, p}(B)$ is continuous and vanishes in a neighborhood of $\partial B$. Put

$$
\bar{\zeta}_{j}(x)=\max \left[\psi\left(x, \varepsilon_{j}\right)-u\left(x, \varepsilon_{j}\right), \zeta(x)\right], \quad x \in B
$$

$j=1,2, \cdots$. Then supp. $\bar{\zeta}_{j} \subset$ (supp. $\left.\zeta \cap B\right), j=1,2, \cdots$, since $\psi(\cdot, \varepsilon) \leqq u(\cdot, \varepsilon)$ in $B$. Also, $\bar{\zeta}_{j} \in \dot{W}_{1, p}(B)$ and (1.9) holds with $\varepsilon=\varepsilon_{j}, \eta=\bar{\zeta}_{j}, j=1,2, \cdots$. Using these facts and uniform convergence of $\nabla u_{j}, u_{j}$, to $\nabla v, v$ on compact subsets of $B$, we see that

$$
\begin{equation*}
\int\left[|\nabla v|^{(p-2)} \nabla v \cdot \nabla \zeta+\bar{b}(x, v, \nabla v) \zeta\right] d x \geqq 0 \tag{6.10}
\end{equation*}
$$

Suppose now that $\zeta_{j} \in C_{0}^{\infty}(B)$ and $\left\|\zeta_{j}+v-\hat{u}\right\|_{1, p} \rightarrow 0$ as $j \rightarrow \infty$. Let $\bar{\zeta}_{j}=$ $\min \left[\max \left(\hat{\psi}-v, \zeta_{j}\right), 2 c\right]$, where $c$ is chosen so large that $\|v-\hat{u}\|_{\infty} \leqq c$. Then $\bar{\zeta}_{j} \rightarrow \hat{u}-v$ in the norm of $W_{1, p}(B)$, and $\left\|\bar{\zeta}_{j}\right\|_{\infty} \leqq c, j=1,2, \cdots$. Since $\left\{b_{\varepsilon}\right\}$ is Lebesgue dominated by an integrable function, we deduce from these facts and (6.10) with $\zeta=\bar{\zeta}_{j}, j=1,2, \cdots$, that

$$
\begin{align*}
& \int_{B}\left[|\nabla v|^{(p-2)} \nabla v \cdot \nabla(\hat{u}-v)+\bar{b}(x, v, \nabla v)(\hat{u}-v)\right] d x  \tag{6.11}\\
&=\lim _{j \rightarrow \infty} \int\left[|\nabla v|^{(p-2)} \nabla v \cdot \nabla \bar{\zeta}_{j}+\bar{b}(x, v, \nabla v) \bar{\zeta}_{j}\right] d x \geqq 0 .
\end{align*}
$$

Interchanging the roles of $\hat{u}$ and $v$, we also get

$$
\begin{equation*}
\int_{B}|\nabla \hat{u}|^{(p-2)} \nabla \hat{u} \cdot \nabla(v-\hat{u})+\hat{b}(x, \hat{u}, \nabla \hat{u})(v-\hat{u}) d x \geqq 0 . \tag{6.12}
\end{equation*}
$$

By using (6.11), (6.12), it follows that

$$
\begin{align*}
\int_{B}(\mid \nabla \hat{u} & +|\nabla v|)^{(p-2)}|\nabla \hat{u}-\nabla v|^{2} d x \\
& \leqq a \int_{B}\left[|\nabla \hat{u}|^{(p-2)} \nabla \hat{u}-|\nabla v|^{(p-2)} \nabla v\right] \cdot \nabla(\hat{u}-v) d x  \tag{6.13}\\
& \leqq a \int_{B}|\bar{b}(x, v, \nabla v)-\hat{b}(x, \hat{u}, \nabla \hat{u})||\hat{u}-v| d x \\
& \leqq c R_{0}^{\mu} \int_{B}|\bar{b}(x, v, \nabla v)-\hat{b}(x, \hat{u}, \nabla \hat{u})| d x
\end{align*}
$$

where we have used Lemma 6 in the last inequality. Now $\hat{b}(x, \hat{u}(x), \nabla \hat{u}(x))=$ $\bar{b}(x, v(x), \nabla v(x))$ for $x \in B$ unless

$$
2 c_{1}\left(f(x)+|\nabla v(x)|^{p}\right)<\hat{b}(x, \hat{u}(x), \nabla \hat{u}(x)) \leqq c_{1}\left(f(x)+|\nabla \hat{u}(x)|^{p}\right)
$$

thanks to (1.3). Thus

$$
f(x)+|\nabla v(x)|^{p} \leqq \frac{1}{2}\left(f(x)+|\nabla u(x)|^{p}\right),
$$

and so for $x \in B$,

$$
|\hat{b}(x, \hat{u}(x), \nabla \hat{u}(x))-\bar{b}(x, v(x), \nabla v(x))| \leqq a|\nabla \hat{u}(x)-\nabla v(x)|^{2}\left(|\nabla \hat{u}(x)|+(|\nabla v(x)|)^{(p-2)} .\right.
$$

Putting this inequality in (6.13), we find that

$$
\left.\int_{B}|\nabla \hat{u}|+|\nabla v|\right)^{p-2}|\nabla \hat{u}-\nabla v|^{2} d x \leqq \frac{1}{2} \int_{B}|\nabla \hat{u}-\nabla v|^{2}(|\nabla \hat{u}|+|\nabla v|)^{(p-2)} d x,
$$

provided $0<R_{0} \leqq \rho_{2}$, and $\rho_{2}(c)>0$ is sufficiently small. Hence, $\nabla \hat{u}=\nabla v$ almost everywhere in $B$. Since $\hat{u}-v \in \dot{W}_{1, p}(B)$ we conclude $\hat{u} \equiv v$. Finally to get Theorem 1 take $R_{0}=\rho_{2}(c)$ and put $\sigma=\frac{1}{2}$ in Lemmas 1 and 5 . Then all constants depend only on the data and since $\hat{u}, \nabla \hat{u}$, are uniform limits on compact subsets of $u(\cdot, \varepsilon), \nabla u(\cdot, \varepsilon)$, respectively, we see that Theorem 1 holds in $B\left(x_{0}, \frac{1}{2} R_{0}\right) \cap E$. Since $E$ can be covered by at most $N=N(c)$ such balls, we conclude that Theorem 1 is true.
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# HOMOGENIZATION WITH SMALL PERFORATIONS OF INCREASINGLY COMPLICATED SHAPES* 
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#### Abstract

The limit case for a domain perturbed with many small and periodically distributed inclusions (holes or cracks) with increasingly complicated shapes is studied for the Poisson problem. On each "perforation" the boundary condition relates the value of the unknown function, assumed to be constant, with the total flux of the same unknown.

The limit problem involves an extra term of order zero whose coefficient depends on all the parameters, in particular the capacity of the normalized inclusion and the measure of its boundary (or their behaviors as the size of the mesh goes to zero). Some examples involving fractal sets and cracks are given.
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Introduction. A well-known application of homogenization theory consists in replacing a partial differential equation which has highly oscillatory coefficients or is posed on an oscillatory perturbation of a fixed domain by a smooth partial differential equation on a fixed domain (see, for example, De Giorgi and Spagnolo [12], Tartar [20], Sanchez-Palencia [19], Bensoussan, Lions, and Papanicolaou [3]).

In this paper we study the limit case for a perforated domain with many small and periodically distributed holes with increasingly complicated shapes. More precisely, we consider a domain $\Omega$, perforated in an $\varepsilon$-periodic fashion by holes or cracks of size $r_{\varepsilon}$, similar to a reference hole or crack $T_{\varepsilon}$ of unit size.

For simplicity, we consider the Poisson equation with homogeneous Dirichlet condition on the boundary $\Omega$. On each perforation, we consider a boundary condition relating the total flux of the unknown to its value on the perforation (see (1.2)-(1.3)). This is the usual variational formulation on the boundary of a conductor in electrostatics. The purpose here is to consider holes and cracks with very complicated shapes, including some fractal behaviors (see § 6).

We prove that in general the limit problem is posed in the whole of $\Omega$, with an extra term of order zero appearing in the limit equation, whose constant coefficient depends on all the parameters (see Theorem 4.1 and Remark 4.2), in particular on the limit behavior of the capacity of $T_{\varepsilon}$ and of the measure of its boundary.

This problem was first introduced in Kaïzu [15], where a first partial answer is proposed. If the reference hole or crack $T_{\varepsilon}$ does not vary with respect to $\varepsilon$ (i.e., $T_{\varepsilon} \equiv T$ ), the similar problem with pointwise Dirichlet or Robin condition on the boundary of the perforations has already been studied by many authors (see Marchenko and Hruslov [17], Rauch and Taylor [18], Carbone and Colombini [5], Dal Maso and Longo [9], Cioranescu and Murat [7], Attouch and Picard [2], Conca [8], Cioranescu and Donato [6], Brillard [4], Kaïzu [14]).

[^53]Our method could be generalized to Robin conditions in the case of varying perforations only if the norm of the exterior trace operator on $\partial T_{\varepsilon}$ and the exterior Wirtinger-Poincaré constant associated to $T_{\varepsilon}$ are bounded with respect to $\varepsilon$. This seems to be false in the most interesting case, i.e., in the fractal construction of $T_{\varepsilon}$.

The plan of this paper is as follows. Section 1 gives notation and position of the problem; § 2 gives an approximation lemma; § 3 gives some auxiliary results; § 4 gives the asymptotic behavior; § 5 is a summary of the results; § 6 gives some fractal examples.

1. Notation and position of the problem. In what follows we will use the following notation:
$\varepsilon=$ a positive parameter taking values in a sequence going to zero.
$r_{\varepsilon}=$ a positive parameter such that $r_{\varepsilon}<\varepsilon / 2$.
$\Omega=$ a bounded open set of $\mathbb{R}^{N}, N \geqq 2$.
$B_{r}=$ the ball of $\mathbb{R}^{N}$ of radius $r$ centered at the origin.
$B_{\eta_{\varepsilon}}^{k}=B_{\eta_{\varepsilon}}+2 \varepsilon k, k \in Z^{N}$, for $0<\eta_{\varepsilon} \leqq \varepsilon$.
$\mathscr{K}_{\varepsilon}=\left\{k \in Z^{N} \mid \overline{B_{2 r_{\varepsilon}}^{k}} \subset \Omega\right\}$.
$N(\varepsilon)=\operatorname{card} \mathscr{K}_{\varepsilon}$.
$\mathscr{B}_{\eta_{\varepsilon}}=\bigcup_{k \in \mathscr{H}_{\varepsilon}} B_{\eta_{e}}^{k}$.
$T_{\varepsilon}=$ an open set in $B_{1}$ with Lipschitz boundary $\partial T_{\varepsilon}$.
$T_{\varepsilon}^{k}=r_{\varepsilon} T_{\varepsilon}+2 \varepsilon k, k \in Z^{N}$.
$\mathscr{T}_{\varepsilon}=\bigcup_{k \in \mathscr{H}_{\varepsilon}} T_{\varepsilon}^{k}$.
$\Omega_{\varepsilon}=\Omega \backslash \mathscr{T}_{\varepsilon}$.
$\chi_{A}=$ the characteristic function of $A$.
$f_{A} f$ denotes the mean value of $f$ over the set $A$.
We will suppose in the following that

$$
\begin{equation*}
r_{\varepsilon}<\frac{\varepsilon}{2}, \quad \frac{r_{\varepsilon}}{\varepsilon} \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0 . \tag{1.1}
\end{equation*}
$$

Thus, $\Omega_{\varepsilon}$ denotes the perforated domain obtained removing the set $\mathscr{T}_{\varepsilon}$ of the "holes" from the domain $\Omega$.

The holes are then periodically distributed in $\Omega$ with $2 \varepsilon$-periodicity and, for every $\varepsilon$, each hole is $r_{\varepsilon}$-homothetic to the unitary hole $T_{\varepsilon}$. See Fig. 1.

By (1.1) the size of the holes is of order smaller than the period. So, when $\varepsilon \rightarrow 0$, the number of the holes $N(\varepsilon) \rightarrow \infty$ as $\varepsilon^{-N}$ and the $N$-dimensional measure of $\mathscr{T}_{\varepsilon} \rightarrow 0$ while the shape of the holes varies in general with $\varepsilon$.


Fig. 1. The set $\Omega_{\varepsilon}$ together with the normalized $T_{\varepsilon}$.

Now let $a_{\varepsilon} \in\left[0,+\infty\left[\right.\right.$ and $f \in L^{2}(\Omega)$ and set for $p \in[1,+\infty]$

$$
V^{p}=W_{0}^{1, p}(\Omega), \quad V=V^{2}
$$

$$
V_{\varepsilon}^{p}=\left\{u \in V^{p} \mid u \text { constant on each } T_{\varepsilon}^{k}, k \in \mathscr{K}_{\varepsilon} \text { in } T_{\varepsilon}\right\}, \quad V_{\varepsilon}=V_{\varepsilon}^{2} .
$$

It is easy to check that $V_{\varepsilon}^{p}$ is a closed subspace of $V^{p}$, and consequently a Banach space when endowed with the $W_{0}^{1, p}(\Omega)$-norm.

Consider the problem:

$$
\begin{align*}
& -\Delta u_{\varepsilon}=f \text { in } \Omega_{\varepsilon}, \\
& u_{\varepsilon}=0 \text { on } \partial \Omega, \\
& \int_{\partial T_{\varepsilon}^{k}}\left(\frac{\partial u_{\varepsilon}}{\partial n}+a_{\varepsilon} u_{\varepsilon}\right) d \sigma=0 \quad \forall k \in \mathscr{K}_{\varepsilon},  \tag{1.2}\\
& u_{\varepsilon}=V_{\varepsilon},
\end{align*}
$$

where $n$ denotes the outward unit normal to $\Omega_{\varepsilon}$.
The variational formulation of problem (1.2) is

$$
\text { Find } u_{\varepsilon} \in V_{\varepsilon} \text { such that }
$$

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}} \nabla u_{\varepsilon} \nabla \varphi d x=-\int_{\partial \mathscr{T}_{\varepsilon}} a_{\varepsilon} u_{\varepsilon} \varphi d \sigma+\int_{\Omega_{\varepsilon}} f \varphi d x \quad \forall \varphi \in V_{\varepsilon} \tag{1.3}
\end{equation*}
$$

The existence and uniqueness of the solution of (1.3) follows from Lax-Milgram's theorem, observing that

$$
\begin{equation*}
\left\|u_{\varepsilon}\right\|_{V_{\varepsilon}} \leqq C(V)\left\|\nabla u_{\varepsilon}\right\|_{L^{2}\left(\Omega_{\varepsilon}\right)} \leqq C(V)\left\|u_{\varepsilon}\right\|_{V_{\varepsilon}} \tag{1.4}
\end{equation*}
$$

where $C(V)$ is the Poincaré constant of $V$.
Our purpose is to study the asymptotic behavior of the solutions $u_{\varepsilon}$ as $\varepsilon \rightarrow 0$. It is clear from (1.3), (1.4) that $u_{\varepsilon}$ is bounded in $V$, so that, by extraction of a subsequence, we can assume that there exists a $u$ in $V$ such that

$$
\begin{equation*}
u_{\varepsilon} \rightharpoonup u \text { weakly in } V . \tag{1.5}
\end{equation*}
$$

We are left with the task of identifying such $u$ 's, and determining the corresponding "limit problems," which is the aim of the remaining sections of this paper.
2. An approximate lemma. The following lemma shows that $V$ is the proper variational space for the possible limit problems (see Kaïzu [15]).

Lemma 2.1. For every $p<\infty$ and $v \in V^{p}$, there exists a sequence $\left\{v_{\varepsilon}\right\}$ such that:
(i) For all $\varepsilon, v_{\varepsilon} \in V_{\varepsilon}^{p}$,
(ii) $v_{\varepsilon} \rightarrow v$ strongly in $V^{p}$,
(iii) If $v \in C^{0}(\bar{\Omega})$, then $v_{\varepsilon} \rightarrow v$ strongly in $C^{0}(\bar{\Omega})$.

Proof. Let $\varphi \in \mathscr{D}\left(B_{2}\right)$ be such that $\varphi \equiv 1$ on $B_{1}$, and set

$$
\begin{equation*}
v_{\varepsilon}(x)=v(x)-\sum_{k \in \mathscr{H}_{\varepsilon}} \varphi\left(\frac{x-k}{r_{\varepsilon}}\right)\left(v(x)-f_{B_{r_{\varepsilon}}^{k}} v\right) . \tag{2.1}
\end{equation*}
$$

By the definition of $\mathscr{K}_{\varepsilon}$ we deduce that $v_{\varepsilon}$ belongs to $V_{\varepsilon}$. We have

$$
\begin{array}{r}
\left\|\nabla\left(v_{\varepsilon}-v\right)\right\|_{L^{p}(\Omega)}^{p} \leqq \sum_{k \in \mathscr{S}_{\varepsilon}}\left[\frac{1}{r_{\varepsilon}^{p}}\|\nabla \varphi\|_{L^{\infty}\left(B_{2}\right)}^{p}\left\|v-\int_{B_{r_{\varepsilon}}^{k}} v\right\|_{L^{p}\left(B_{\left.2_{r_{e}}\right)}^{k}\right.}^{p}\right.  \tag{2.2}\\
\left.+\|\varphi\|_{L^{\infty}\left(B_{2}\right)}^{p}\|\nabla v\|_{L^{\infty}\left(B_{\left.2_{r}\right)}^{k}\right)}^{p}\right] .
\end{array}
$$

A straightforward modification of the classical Wirtinger-Poincaré-Friedrichs inequality for $W^{1, p}\left(B_{2}\right)$ yields a constant $C\left(B_{2}, B_{1}\right)$ such that

$$
\begin{equation*}
\forall \psi \in W^{1, p}\left(B_{2}\right) \quad \int_{B_{2}}\left[\psi-f_{B_{1}} \psi\right]^{p} d x \leqq C\left(B_{2}, B_{1}\right) \int_{B_{2}}|\nabla \psi|^{p} d x . \tag{2.3}
\end{equation*}
$$

It follows that for every $u$ in $V^{p}$ satisfying $\oint_{B_{r_{e}}^{k}} u=0$ we have

$$
\begin{align*}
\int_{B_{2 r_{\varepsilon}}^{k}} u^{p} d x & =r_{\varepsilon}^{N} \int_{k+B_{2}} u^{p}\left(r_{\varepsilon} y\right) d y \\
& \leqq r_{\varepsilon}^{N} C\left(B_{2}, B_{1}\right) \int_{k+B_{2}}\left|\nabla_{y} u\left(r_{\varepsilon} y\right)\right|^{p} d y  \tag{2.4}\\
& \leqq r_{\varepsilon}^{p} C\left(B_{2}, B_{1}\right) \int_{B_{2 r_{\varepsilon}}^{k}}|\nabla u|^{p} d x .
\end{align*}
$$

By (2.2) and (2.4), it follows that

$$
\begin{equation*}
\left\|\nabla\left(v_{\varepsilon}-v\right)\right\|_{L^{p}(\Omega)}^{p} \leqq C\|\nabla v\|_{L^{p}\left(\mathscr{B}_{2_{r} r_{e}}\right.}^{p} . \tag{2.5}
\end{equation*}
$$

A similar calculation shows that

$$
\begin{equation*}
\left\|v_{\varepsilon}-v\right\|_{L^{p}(\Omega)}^{p} \leqq C r_{\varepsilon}^{p}\|\nabla v\|_{L^{p}\left(\mathscr{B}_{2 r_{e}}\right)}^{p} . \tag{2.6}
\end{equation*}
$$

Since by (1.1), the measure of $\mathscr{B}_{2 r_{\varepsilon}} \rightarrow 0$ as $\varepsilon \rightarrow 0$, this implies (i) and (ii) of Lemma 2.1, while (iii) follows easily from the definition of $v_{\varepsilon}$, making use of the modulus of uniform continuity of $v$.

Remark 2.2. In the case where $r_{\varepsilon}$ is of the same order as $\varepsilon$, (2.5) and (2.6) still show the weak convergence of $v_{\varepsilon}$ to $v$ in $V^{p}$.

In this case, however, strong convergence does not hold for nonconstant $v$. Indeed if $\nabla v_{\varepsilon}$ converges strongly in $L^{p}(\Omega)$, then $\chi_{\mathscr{I}_{\varepsilon}} \nabla v_{\varepsilon}=0$ in $\Omega$ together with the fact that $\chi_{\mathscr{T}_{\varepsilon}}$ converges to a nonzero constant weakly star in $L^{p^{\prime}}(\Omega)$ implies that $\nabla v=0$.

Remark 2.3. Actually, Lemma 2.1 yields the convergence of $V_{\varepsilon}$ to $V$ in the classical sense of Kuratowski [16].

Remark 2.4. We constructed the $v_{\varepsilon}$ 's to be constant in the balls $\mathscr{B}_{r_{\varepsilon}}$ in order to avoid the difficulty of estimating the Wirtinger-Poincaré constant of $T_{\varepsilon}$.
3. Some auxiliary results. In this section we introduce an auxiliary problem in order to construct test functions used in the process of passing to the limit in problem (1.2) as $\varepsilon \rightarrow 0$.

By (1.1) it follows that $\overline{T_{\varepsilon}} \subset B_{\varepsilon / r_{\varepsilon}}$. Consider the problem:

$$
\begin{align*}
& -\Delta W_{\varepsilon}=0 \text { in } B_{\varepsilon / r_{\varepsilon}} \overline{T_{\varepsilon}}, \\
& W_{\varepsilon}=0 \text { on } \partial B_{\varepsilon / r_{\varepsilon}}, \\
& \int_{\partial T_{\varepsilon}}\left(\frac{\partial W_{\varepsilon}}{\partial n}+r_{\varepsilon} a_{\varepsilon}\left(W_{\varepsilon}-1\right)\right) d \sigma=0,  \tag{3.1}\\
& W_{\varepsilon} \text { constant on } T_{\varepsilon}, \\
& W_{\varepsilon} \in H^{1}\left(B_{\varepsilon / r_{\varepsilon}}\right) .
\end{align*}
$$

Set

$$
\begin{equation*}
A_{\varepsilon}=r_{\varepsilon} a_{\varepsilon}\left|\partial T_{\varepsilon}\right| \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{cap}_{\varepsilon}=\operatorname{cap}\left(T_{\varepsilon}, B_{\varepsilon / r_{\varepsilon}}\right) \tag{3.3}
\end{equation*}
$$

where the capacity is in the $H^{1}$-sense, i.e.,
For all $A \subset B$ in $\mathbb{R}^{N}$

$$
\begin{equation*}
\operatorname{cap}(A, B)=\inf _{V}\left\{\int_{\mathbb{R}^{N}}|\nabla v|^{2} d y, \forall v \in H_{0}^{1}(B), v \equiv 1 \text { on } A \text { in the } H^{1} \text {-sense }\right\} . \tag{3.4}
\end{equation*}
$$

Remark 3.1. If $N \geqq 3$, then

$$
\begin{equation*}
\operatorname{cap}_{\varepsilon} \leqq \operatorname{cap}\left(B_{1}, B_{2}\right)<\infty \tag{3.5}
\end{equation*}
$$

Moreover, if there exists $\beta>0$ such that for all $\varepsilon, T_{\varepsilon}$ contains a disk (of codimension one) $D_{\beta}$ of radius $\beta$, then

$$
\begin{equation*}
\operatorname{cap}_{\varepsilon} \geqq \operatorname{cap}\left(D_{\beta}, \mathbb{R}^{N}\right)>0 \tag{3.6}
\end{equation*}
$$

hence $\operatorname{cap}_{\varepsilon}$ is bounded below away from 0 .
If $N=2$, we have

$$
\begin{equation*}
\operatorname{cap}_{\varepsilon} \leqq \operatorname{cap}\left(B_{1}, B_{\varepsilon / r_{\varepsilon}}\right)=\frac{2 \pi}{\ln \left(\varepsilon / r_{\varepsilon}\right)} \tag{3.7}
\end{equation*}
$$

so that $\operatorname{cap}_{\varepsilon} \rightarrow 0$ as $\varepsilon \rightarrow 0$. However, if there exists $\beta>0$ such that for all $\varepsilon, T_{\varepsilon}$ contains a segment $S_{\beta}$ of length $\beta$, then (cf. Attouch and Picard [2, Prop. A3]): ${ }^{1}$

$$
\begin{equation*}
\operatorname{cap}_{\varepsilon} \geqq \operatorname{cap}\left(S_{\beta}, B_{\varepsilon / r_{\varepsilon}}\right) \simeq \frac{2 \pi}{\ln \left(\varepsilon / \beta r_{\varepsilon}\right)} \simeq \frac{2 \pi}{\ln \left(\varepsilon / r_{\varepsilon}\right)}, \tag{3.8}
\end{equation*}
$$

which proves that, in this case, for $N=2, \operatorname{cap}_{\varepsilon}$ is equivalent to $2 \pi / \ln \left(\varepsilon / r_{\varepsilon}\right)$.
We denote by $\psi_{\varepsilon}$ the capacitory potential of $T_{\varepsilon}$ in $B_{\varepsilon / r_{\varepsilon}}$, i.e., the function achieving the minimum in (3.4) for $A=T_{\varepsilon}$ and $B=B_{\varepsilon / r_{\varepsilon}}$. Then $\psi_{\varepsilon}$ satisfies

$$
\begin{align*}
& -\Delta \psi_{\varepsilon}=0 \quad \text { in } B_{\varepsilon / r_{\varepsilon}} \overline{T_{\varepsilon}}, \\
& \psi_{\varepsilon}=0 \quad \text { on } B_{\varepsilon / r_{\varepsilon}},  \tag{3.9}\\
& \psi_{\varepsilon}=1 \quad \text { on } \partial T_{\varepsilon}, \\
& \psi_{\varepsilon} \in H^{1}\left(B_{\varepsilon / r_{\varepsilon}}\right) .
\end{align*}
$$

The following lemma holds.
Lemma 3.2. There exists a unique solution $W_{\varepsilon}$ for problem (3.1) and

$$
\begin{equation*}
W_{\varepsilon}=\lambda_{\varepsilon} \psi_{\varepsilon} \tag{3.10}
\end{equation*}
$$

with $\lambda_{\varepsilon} \in[0,1]$ given by

$$
\begin{equation*}
\lambda_{\varepsilon}=\frac{A_{\varepsilon}}{A_{\varepsilon}+\operatorname{cap}_{\varepsilon}} \tag{3.11}
\end{equation*}
$$

where $A_{\varepsilon}$ and cap $_{\varepsilon}$ are defined by (3.2) and (3.3).
Proof. By uniqueness of the solution (3.1), there exists $\lambda_{\varepsilon}$ such that (3.10) holds. To identify $\lambda_{\varepsilon}$, observe that

$$
\begin{equation*}
\operatorname{cap}_{\varepsilon}=\int_{B_{\varepsilon / r_{\varepsilon}}}\left|\nabla \psi_{\varepsilon}\right|^{2} d y=\int_{\partial T_{\varepsilon}} \frac{\partial \psi_{\varepsilon}}{\partial n} d \sigma \tag{3.12}
\end{equation*}
$$

[^54]Using (3.10) in (3.1), we get

$$
\begin{equation*}
\lambda_{\varepsilon} \operatorname{cap}_{\varepsilon}+r_{\varepsilon} a_{\varepsilon}\left(\lambda_{\varepsilon}-1\right)\left|\partial T_{\varepsilon}\right|=0 \tag{3.13}
\end{equation*}
$$

where $\left|\partial T_{\varepsilon}\right|$ denotes the ( $N-1$ )-Lebesgue measure of $\partial T_{\varepsilon}$. By (3.13), we deduce (3.11) and, consequently, the uniqueness of $W_{\varepsilon}$.

For $x \in B_{\varepsilon}$ set

$$
\begin{equation*}
w_{\varepsilon}(x)=W_{\varepsilon}\left(\frac{x}{r_{\varepsilon}}\right), \tag{3.14}
\end{equation*}
$$

and extend $w_{\varepsilon}$ by periodicity of period $\varepsilon Z^{N}$ to obtain an element of $H_{\text {loc }}^{1}\left(\mathbb{R}^{N}\right)$ still denoted as $w_{\varepsilon}$, which satisfies

$$
\begin{align*}
& -\Delta w_{\varepsilon}=0 \quad \text { in } \underset{k \in \mathcal{Z}^{N}}{\cup}\left\{B_{\varepsilon}^{k} \backslash \overline{T_{\varepsilon}^{k}}\right\}, \\
& w_{\varepsilon}=0 \quad \text { in } \mathbb{R}^{N} \bigcup_{k \in Z^{N}}^{\cup} B_{\varepsilon}^{k}, \\
& \int_{\partial T_{\varepsilon}^{k}}\left(\frac{\partial w_{\varepsilon}}{\partial n}+a_{\varepsilon}\left(w_{\varepsilon}-1\right)\right) d \sigma=0 \quad \forall k \in Z^{N},  \tag{3.15}\\
& w_{\varepsilon} \text { constant on each } \partial T_{\varepsilon}^{k}, k \in Z^{N} .
\end{align*}
$$

Remark 3.3. Since $0 \leqq \psi_{\varepsilon} \leqq 1$, Lemma 3.2 with (3.14) implies that

$$
\begin{array}{ll}
0 \leqq W_{\varepsilon} \leqq \lambda_{\varepsilon} \leqq 1 & \text { a.e. in } B_{\varepsilon / r_{\varepsilon}}, \\
0 \leqq w_{\varepsilon} \leqq \lambda_{\varepsilon} \leqq 1 & \text { a.e. in } \Omega .
\end{array}
$$

Proposition 3.4. Assume that

$$
\begin{equation*}
\frac{r_{\varepsilon}^{N-2}}{\varepsilon^{N}} \operatorname{cap}_{\varepsilon} \lambda_{\varepsilon}^{2} \quad \text { is bounded as } \varepsilon \rightarrow 0 \tag{3.16}
\end{equation*}
$$

then

$$
\begin{equation*}
w_{\varepsilon} \rightharpoonup 0 \quad \text { weakly in } H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N}\right) \tag{3.17}
\end{equation*}
$$

Furthermore, the following equivalence holds:

$$
\begin{equation*}
w_{\varepsilon} \rightarrow 0 \quad \text { strongly in } H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N}\right) \Leftrightarrow \frac{r_{\varepsilon}^{N-2}}{\varepsilon^{N}} \operatorname{cap}_{\varepsilon} \lambda_{\varepsilon}^{2} \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0 \tag{3.18}
\end{equation*}
$$

Proof. By Remark 3.3 for any smooth bounded open set $\mathcal{O}$ in $\mathbb{R}^{N}$ we have

$$
\begin{equation*}
\left\|w_{\varepsilon}\right\|_{L^{2}(\mathcal{O})} \leqq C(\mathcal{O}) \tag{3.19}
\end{equation*}
$$

where $C(\mathscr{O})$ is independent of $\varepsilon$.
On the other hand, Lemma 3.2 together with (3.5) yields

$$
\begin{align*}
\int_{\mathscr{O}}\left|\nabla w_{\varepsilon}\right|^{2} d x & \simeq \frac{|\mathcal{O}|}{\varepsilon^{N}} \int_{B_{\varepsilon}}\left|\nabla w_{\varepsilon}\right|^{2} d x \\
& \simeq \frac{|\mathcal{O}|}{\varepsilon^{N}} \int_{B_{\varepsilon / r_{\varepsilon}}} \frac{1}{r_{\varepsilon}^{2}}\left|\nabla_{y} W_{\varepsilon}(y)\right|^{2} r_{\varepsilon}^{N} d y  \tag{3.20}\\
& \simeq|\mathcal{O}| \frac{r_{\varepsilon}^{N-2}}{\varepsilon^{N}} \operatorname{cap}_{\varepsilon} \lambda_{\varepsilon}^{2} .
\end{align*}
$$

Hence, if (3.16) is satisfied, $w_{\varepsilon}$ is bounded hence weakly relatively compact in $H^{1}(\mathbb{O})$. Observe that

$$
w_{\varepsilon} X_{\left(O \backslash \cup_{k \in \mathcal{Z}^{N}} \overline{B_{\varepsilon}^{k}}\right)}=0 \quad \text { a.e. in } \mathbb{O}
$$

Since $\chi_{\left(\mathcal{O} \backslash \cup_{k \in \mathcal{Z}^{N B}} \overline{B_{e}^{k}}\right.}$ converges weakly star in $L^{\infty}(\mathcal{O})$ to some strictly positive constant, the whole sequence $w_{\varepsilon}$ converges weakly to zero in $H^{1}(\mathbb{O})$. Finally, (3.18) is a direct consequence of (3.20).

We now introduce some measures supported on the boundaries of the $\mathscr{B}_{\varepsilon}$ and $\mathscr{T}_{\varepsilon}$. Set

$$
\begin{align*}
& \mu_{\varepsilon}^{*}=-\left.\frac{\partial w_{\varepsilon}}{\partial n}\right|_{\partial \mathscr{B}_{\varepsilon}} \delta_{\partial \mathscr{B}_{\varepsilon}},  \tag{3.21}\\
& \mu_{\varepsilon}=-\left.\frac{\partial w_{\varepsilon}}{\partial n}\right|_{\partial \mathscr{T}_{\varepsilon}} \delta_{\partial \mathscr{T}_{\varepsilon}} \tag{3.22}
\end{align*}
$$

where $n$ denotes the outward unit normal to $\partial \mathscr{B}_{\varepsilon}$ and $\partial \mathscr{T}_{\varepsilon}$ respectively, and where $\delta$ denotes the ( $N-1$ )-dimensional surface measure. We now want to investigate the strong compactness of $\mu_{\varepsilon}^{*}$ in $H^{-1}(\Omega)$.

Proposition 3.5. If there exists a constant $c$ independent of $\varepsilon$ such that

$$
\begin{array}{ll}
\frac{\lambda_{\varepsilon}}{\varepsilon^{2} \ln \left(\varepsilon / r_{\varepsilon}\right)} \leqq c & \text { if } N=2, \\
\frac{r_{\varepsilon}^{N-2}}{\varepsilon^{N}} \lambda_{\varepsilon} \leqq c & \text { if } N \geqq 3, \tag{3.23}
\end{array}
$$

then $\left\{\mu_{\varepsilon}^{*}\right\}$ is a compact set of $H^{-1}(\Omega)$.
If further there exists a nonnegative constant $\alpha$ such that

$$
\begin{equation*}
\frac{r_{\varepsilon}^{N-2}}{\varepsilon^{N}} \operatorname{cap}_{\varepsilon} \lambda_{\varepsilon} \rightarrow \alpha \quad \text { as } \varepsilon \rightarrow 0 \tag{3.24}
\end{equation*}
$$

then

$$
\begin{equation*}
\mu_{\varepsilon}^{*} \rightarrow \alpha d x \quad \text { strongly in } H^{-1}(\Omega) \tag{3.25}
\end{equation*}
$$

Remark 3.6. From (3.5) and (3.7) of Remark 3.1 it follows that (3.23) implies the boundedness of $\left(r_{\varepsilon}^{N-2} / \varepsilon^{N}\right) \operatorname{cap}_{\varepsilon} \lambda_{\varepsilon}$. The converse is true for $N \geqq 3$ (respectively, $N=2$ ) if and only if $\operatorname{cap}_{\varepsilon}$ (respectively $\operatorname{cap}_{\varepsilon} \ln \left(\varepsilon / r_{\varepsilon}\right)$ ) is bounded below away from zero. Thus (3.6) and (3.8) give sufficient conditions for this to occur.

Remark 3.7. If (3.24) holds, using (3.2) and (3.11) we obtain the following explicit formula:

$$
\begin{equation*}
\alpha=\lim _{\varepsilon \rightarrow 0} \frac{r_{\varepsilon}^{N-1}}{\varepsilon^{N}} \frac{a_{\varepsilon}\left|\partial T_{\varepsilon}\right| \operatorname{cap}_{\varepsilon}}{a_{\varepsilon} r_{\varepsilon}\left(\partial T_{\varepsilon} \mid+\operatorname{cap}_{\varepsilon}\right.} \tag{3.26}
\end{equation*}
$$

which shows that all the parameters of the problem appear in the definition of $\alpha$. In $\S 6$ we will show examples where (3.23) or (3.24) hold.

Proof of Proposition 3.5. We make use of test functions and a comparison lemma introduced by Cioranescu and Murat in [7].

Let $\varpi_{\varepsilon}$ satisfy

$$
\begin{align*}
& -\Delta \boldsymbol{\sigma}_{\varepsilon}=0 \text { in } \mathscr{B}_{\varepsilon} \backslash \overline{\mathscr{B}_{r_{\varepsilon}}}, \\
& \boldsymbol{\varpi}_{\varepsilon}=0 \text { in } \Omega \backslash \overline{\mathscr{B}_{\varepsilon}}, \\
& \boldsymbol{\varpi}_{\varepsilon}=1 \text { in } \mathscr{B}_{r_{\varepsilon}},  \tag{3.27}\\
& \boldsymbol{\varpi}_{\varepsilon} \in H^{1}(\Omega) .
\end{align*}
$$

By the maximum principle $w_{\varepsilon} \leqq \lambda_{\varepsilon} \sigma_{\varepsilon}$, so

$$
0 \leqq-\frac{\partial w_{\varepsilon}}{\partial n} \delta_{\partial \mathscr{B}_{\varepsilon}} \leqq-\lambda_{\varepsilon} \frac{\partial \boldsymbol{\varpi}_{\varepsilon}}{\partial n} \delta_{\partial \mathscr{B}_{\varepsilon}} .
$$

By Lemma 2.8 of [7], the relative compactness of $\mu_{\varepsilon}^{*}$ is implied by that of $-\lambda_{\varepsilon}\left(\partial \varpi_{\varepsilon} / \partial n\right) \delta_{\partial B_{\varepsilon}}$. On the other hand, Lemma 2.3 of [7] shows that

$$
\lambda_{\varepsilon} \frac{\partial \varpi_{\varepsilon}}{\partial n} \simeq \begin{aligned}
& \lambda_{\varepsilon} \frac{r_{\varepsilon}^{N-2}}{\varepsilon^{N-1}} \\
& \frac{\lambda_{\varepsilon}}{\varepsilon \ln \left(\varepsilon / r_{\varepsilon}\right)}
\end{aligned} \quad \text { if } N \geqq 3
$$

and that $\varepsilon \delta_{\partial \mathscr{B}_{\varepsilon}}$ is relatively compact in $H^{-1}(\Omega)$. Hence (3.23) implies the relative compactness of $\mu_{\varepsilon}^{*}$. To show (3.25) let $\mu^{*}$ be a limit point in $H^{-1}(\Omega)$ of $\left\{\mu_{\varepsilon}\right\}$ as $\varepsilon \rightarrow 0$. From the $\varepsilon$-periodicity of $\mu_{\varepsilon}^{*}$, it follows that $\mu^{*}$ is itself invariant under translations, which implies that it is a multiple of the Lebesgue measure.

From (3.2), (3.11), and (3.15), we have

$$
\begin{aligned}
f_{\Omega} d \mu_{\varepsilon}^{*} & =\frac{1}{|\Omega|} \int_{\partial \mathscr{B}_{\varepsilon}}-\frac{\partial w_{\varepsilon}}{\partial n} d \sigma \simeq \frac{1}{|\Omega| \varepsilon^{N}} \int_{\partial B_{\varepsilon}}-\frac{\partial w_{\varepsilon}}{\partial n} d \sigma \\
& =\frac{1}{|\Omega| \varepsilon^{N}} \int_{\partial T_{\varepsilon}}-\frac{\partial w_{\varepsilon}}{\partial n} d \sigma=\frac{1}{|\Omega| \varepsilon^{N}} \int_{\partial T_{\varepsilon}} a_{\varepsilon}\left(1-w_{\varepsilon}\right) d \sigma \\
& =\frac{r_{\varepsilon}^{N-1}}{|\Omega| \varepsilon^{N}} a_{\varepsilon}\left(1-\lambda_{\varepsilon}\right)\left|\partial T_{\varepsilon}\right|=\frac{r_{\varepsilon}^{N-2}}{|\Omega| \varepsilon^{N}} \lambda_{\varepsilon} \operatorname{cap}_{\varepsilon},
\end{aligned}
$$

which implies that $\mu^{*}=\alpha d x_{\left.\right|_{\Omega}}$.
Remark 3.8. The above proof shows that if $\operatorname{cap}_{\varepsilon}$ (respectively, $\operatorname{cap}_{\varepsilon} \ln \left(\varepsilon / r_{\varepsilon}\right)$ ) is bounded below away from zero for $N \geqq 3$ (respectively, $N=2$ ), then the boundedness of $\mu_{\varepsilon}^{*}$ in the space of measures on $\Omega$ implies its relative compactness in $H^{-1}(\Omega)$.

Corollary 3.9. Under (3.23), a necessary and sufficient condition for $\mu_{\varepsilon}$ to converge strongly in $H^{-1}(\Omega)$ is that $\left(r_{\varepsilon}^{N-2} / \varepsilon^{N}\right) \operatorname{cap}_{\varepsilon} \lambda_{\varepsilon}^{2} \rightarrow 0$ as $\varepsilon \rightarrow 0$.

Proof. It is enough to note that $\mu_{\varepsilon}^{*}-\mu_{\varepsilon}=\Delta w_{\varepsilon}$ in $H^{-1}(\Omega)$ and to apply (3.18) with Proposition 3.5.
4. The asymptotic behavior of problem (1.2). Set

$$
\begin{gather*}
X_{\varepsilon}=\frac{\operatorname{cap}_{\varepsilon} r_{\varepsilon}^{N-2}}{\varepsilon^{N}}, \quad Y_{\varepsilon}=\frac{a_{\varepsilon} r_{\varepsilon}^{N-1}\left|\partial T_{\varepsilon}\right|}{\varepsilon^{N}},  \tag{4.1}\\
X_{\varepsilon}^{\prime}= \begin{cases}\frac{r_{\varepsilon}^{N-2}}{\varepsilon^{N}} & \text { for } N \geqq 3, \\
\frac{2 \pi}{\varepsilon^{2} \ln \left(\varepsilon / r_{\varepsilon}\right)} & \text { for } N=2,\end{cases}
\end{gather*}
$$

and

$$
Y_{\varepsilon}^{\prime}= \begin{cases}\frac{a_{\varepsilon} r_{\varepsilon}^{N-1}\left|\partial T_{\varepsilon}\right|}{\varepsilon^{N} \operatorname{cap}_{\varepsilon}} & \text { for } N \geqq 3  \tag{4.3}\\ \frac{2 \pi a_{\varepsilon} r_{\varepsilon}\left|\partial T_{\varepsilon}\right|}{\varepsilon^{2} \ln \left(\varepsilon / r_{\varepsilon}\right) \operatorname{cap_{\varepsilon }}} & \text { for } N=2\end{cases}
$$

We note that conditions (3.23) and (3.24) are equivalent to $X_{\varepsilon}^{\prime} Y_{\varepsilon}^{\prime} /\left(X_{\varepsilon}^{\prime}+Y_{\varepsilon}^{\prime}\right)$ bounded, and $\lim _{\varepsilon \rightarrow 0} X_{\varepsilon} Y_{\varepsilon} /\left(X_{\varepsilon}+Y_{\varepsilon}\right)=\alpha$, respectively. Our main result can now be stated as follows.

Theorem 4.1. Suppose that (3.23) and (3.24) hold, namely, $X_{\varepsilon}^{\prime} Y_{\varepsilon}^{\prime} /\left(X_{\varepsilon}^{\prime}+Y_{\varepsilon}^{\prime}\right)$ is bounded, and $\lim _{\varepsilon \rightarrow 0} X_{\varepsilon} Y_{\varepsilon} /\left(X_{\varepsilon}+Y_{\varepsilon}\right)=\alpha$, as $\varepsilon \rightarrow 0$. Then the solutions $u_{\varepsilon}$ of problem (1.2) converge weakly in $V$ to the unique solution $u$ of the following problem:

$$
\begin{align*}
& -\Delta u+\alpha u=f \text { in } \Omega,  \tag{4.4}\\
& u=0 \quad \text { on } \partial \Omega .
\end{align*}
$$

Proof. By the uniqueness of the solution of (4.4) and referring to (1.5), it is enough to show that any weak limit point of $\left\{u_{\varepsilon}\right\}$ is a solution of (4.4).

Let $\varphi$ be in $\mathscr{D}(\Omega)$ and let $\varphi_{\varepsilon} \in V_{\varepsilon}^{p}$ be the sequence given by Lemma 2.1 such that

$$
\begin{equation*}
\forall p \in\left[1,+\infty\left[, \quad \varphi_{\varepsilon} \rightarrow \varphi \text { strongly in } V^{p} .\right.\right. \tag{4.5}
\end{equation*}
$$

Choosing $\varphi_{\varepsilon} w_{\varepsilon}$ as test function in (1.3) yields

$$
\begin{equation*}
\int_{\Omega} w_{\varepsilon} \nabla u_{\varepsilon} \nabla \varphi_{\varepsilon} d x+\int_{\Omega} \varphi_{\varepsilon} \nabla u_{\varepsilon} \nabla w_{\varepsilon} d x+\int_{\partial \mathscr{T}_{\varepsilon}} a_{\varepsilon} u_{\varepsilon} \varphi_{\varepsilon} w_{\varepsilon} d \sigma=\int_{\Omega} f_{\varphi_{\varepsilon}} w_{\varepsilon} \chi_{\Omega_{\varepsilon}} d x \tag{4.6}
\end{equation*}
$$

Also, multiplying (3.15) by $\varphi_{\varepsilon} u_{\varepsilon}$ and integrating by parts gives

$$
\begin{align*}
\int_{\mathscr{B}_{\varepsilon} \backslash \mathscr{T}_{\varepsilon}} & u_{\varepsilon} \nabla w_{\varepsilon} \nabla \varphi_{\varepsilon} d x+\int_{\mathscr{B}_{\varepsilon} \backslash \mathscr{T}_{\varepsilon}} \varphi_{\varepsilon} \nabla w_{\varepsilon} \nabla u_{\varepsilon} d x  \tag{4.7}\\
\quad= & \int_{\partial \mathscr{B}_{\varepsilon}} \frac{\partial w_{\varepsilon}}{\partial n} u_{\varepsilon} \varphi_{\varepsilon} d \sigma+\int_{\partial \mathscr{T}_{\varepsilon}} a_{\varepsilon}\left(1-w_{\varepsilon}\right) u_{\varepsilon} \varphi_{\varepsilon} d \sigma .
\end{align*}
$$

Combining (4.6) and (4.7), and since $w_{\varepsilon}=0$ in $\Omega \backslash \mathscr{B}_{\varepsilon}$, we obtain

$$
\begin{align*}
& \int_{\Omega} w_{\varepsilon} \nabla u_{\varepsilon} \nabla \varphi_{\varepsilon} d x-\int_{\Omega} u_{\varepsilon} \nabla \varphi_{\varepsilon} \nabla w_{\varepsilon} d x+\int_{\partial B_{\varepsilon}} \frac{\partial w_{\varepsilon}}{\partial n} u_{\varepsilon} \varphi_{\varepsilon} d \sigma+\int_{\partial \mathscr{T}_{\varepsilon}} u_{\varepsilon} \varphi_{\varepsilon} a_{\varepsilon} d \sigma  \tag{4.8}\\
& \quad=\int_{\Omega} \varphi_{\varepsilon} w_{\varepsilon} \chi_{\Omega_{\varepsilon}} d x .
\end{align*}
$$

On the other hand, we can apply Proposition 3.4, which states that $w_{\varepsilon}$ converges weakly to zero in $H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N}\right)$ because (3.24) is satisfied and $\lambda_{\varepsilon} \leqq 1$. In order to go to the limit as $\varepsilon \rightarrow 0$ in the first two terms of (4.8), we choose $p$ such that $1 / p+1 / q+\frac{1}{2}=1$, for some $q<2 N /(N-2)$ (respectively, $q<\infty$ for $N=2$ ), namely $p>N$, and use the fact that $u_{\varepsilon}$ and $w_{\varepsilon}$ converge strongly in $L^{q}(\Omega)$, the latter going to zero.

Consequently, because the right-hand side of (4.8) converges to zero, we obtain the following convergence for the remaining terms:

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left|\int_{\partial \mathscr{T}_{\varepsilon}} a_{\varepsilon} u_{\varepsilon} \varphi_{\varepsilon} d \sigma-\left\langle\mu_{\varepsilon}^{*}, u_{\varepsilon} \varphi_{\varepsilon}\right\rangle\right|=0 \tag{4.9}
\end{equation*}
$$

On the other hand, by Lemma 2.1, $\varphi_{\varepsilon}$ converges to $\varphi$ in $C^{0}(\Omega)$ and $\nabla \varphi_{\varepsilon}$ converges strongly to $\nabla \varphi$ in $L^{p}(\Omega)$ so that $u_{\varepsilon} \varphi_{\varepsilon}$ converges to $u \varphi$ weakly in $V$. By Proposition 3.5, $\mu^{*}$ converges strongly to $\alpha d x$ in $H^{-1}(\Omega)$, so

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{\partial \mathscr{I}_{\varepsilon}} a_{\varepsilon} u_{\varepsilon} \varphi_{\varepsilon} d \sigma=\alpha \int_{\Omega} u \varphi d x . \tag{4.10}
\end{equation*}
$$

Finally, using $\varphi_{\varepsilon}$ as a test function in (1.3) yields

$$
\int_{\Omega_{\varepsilon}} \nabla u_{\varepsilon} \nabla \varphi_{\varepsilon} d x=-\int_{\partial \mathscr{T}_{\varepsilon}} a_{\varepsilon} u_{\varepsilon} \varphi_{\varepsilon} d \sigma+\int_{\Omega_{\varepsilon}} f \varphi_{\varepsilon} d x \quad \forall \varphi \in V_{\varepsilon},
$$

which, together with (4.10), gives as $\varepsilon \rightarrow 0$

$$
\int_{\Omega} \nabla u \nabla \varphi d x+\alpha \int_{\Omega} u \varphi d x=\int_{\Omega} f \varphi d x
$$

for all $\varphi \in \mathscr{D}(\Omega)$. This is the variational formulation of (4.4), and the proof is complete.

Remark 4.2. In Theorem 4.1, we assume that the holes are modeled after an open set $T_{\varepsilon}$. However, it is easy to see that all the definitions and statements of the previous sections remain valid in the case of cracks, i.e., when $T_{\varepsilon}$ is a piecewise $C^{1}$ set of codimension 1 (possibly with branchpoints), provided the following changes are performed:
$-\partial T_{\varepsilon}=T_{\varepsilon}, \partial \mathscr{T}_{\varepsilon}=\mathscr{T}_{\epsilon}$,

- The variational formulation (1.3) is preserved and in (1.2) the boundary condition is replaced by

$$
\int_{T_{\varepsilon}^{k}}\left(-\left[\frac{\partial u_{\varepsilon}}{\partial n}\right]_{n}+a_{\varepsilon} u_{\varepsilon}\right) d \sigma=0
$$

where $\left[\partial u_{\varepsilon} / \partial n\right]_{n}$ denotes the jump of $\nabla u_{\varepsilon} \cdot n$ across the crack along the unit normal $n$ (which is independent of the orientation chosen for $n$ ). An example of this situation is given in § 6.
5. Summary of the results. To present the results of the previous paragraph in a synthetic form we will combine them into Table 1, in which we use the following

Table 1

|  | $Y^{\prime}=0$ | $0<Y^{\prime}<+\infty$ | $Y^{\prime}=+\infty$ |
| :---: | :---: | :---: | :---: |
| $X^{\prime}=0$ | $X=Y=0$ | $X=0$ | $X=0$ |
|  | $\alpha=0$ | $\alpha=0$ | $\alpha=0$ | | $X=0$ |
| :---: |
| $0<X^{\prime}<+\infty$ |$\quad$| $X=+\infty$ |
| :---: |
|  |
| $X^{\prime}=+\infty$ |

Note 1. If $\gamma>0$, then $X^{\prime}=+\infty \Rightarrow X=+\infty$ and $Y^{\prime}=+\infty \Rightarrow Y=+\infty$ so $\alpha=Y$ or $\alpha=X$, respectively.

Note 2. If $\gamma>0$, then $\alpha=+\infty$ can be obtained by a comparison method which is standard in the theory of $\Gamma$-convergence (see Di Giorgi [10], [11], Attouch [1]). Here $\alpha=+\infty$ means that the limit $u$ is identically zero. However, we should note that the case of $\gamma=0$ can occur from two distinct possibilities: either a misjudgment of the values of $r_{\varepsilon}$ (which may have been chosen too big, whereas $\gamma_{\varepsilon} \rightarrow 0$ leading to an indetermination), or a true difficulty for the case where $r_{\varepsilon}$ is adjusted in such a way as to keep $T_{\varepsilon}$ exactly inside a ball of unit radius and inside no smaller ball. In the latter case, the problem remains open.
notation to denote the "normalized" capacity of $T_{\varepsilon}$ :

$$
\gamma_{\varepsilon}= \begin{cases}\operatorname{cap}_{\varepsilon} & \text { for } N \geqq 3  \tag{5.1}\\ \frac{\operatorname{cap}_{\varepsilon}}{\left(2 \pi / \ln \left(\varepsilon / r_{\varepsilon}\right)\right)} & \text { for } N=2\end{cases}
$$

Note that from (3.5) and (3.7), $\gamma_{\varepsilon}$ is bounded with respect to $\varepsilon$.
We assume (possibly taking subsequences) that the following convergences occur in $[0,+\infty]$ :

$$
\begin{gather*}
\lim _{\varepsilon \rightarrow 0} X_{\varepsilon}=X, \quad \lim _{\varepsilon \rightarrow 0} Y_{\varepsilon}=Y,  \tag{5.2}\\
\lim _{\varepsilon \rightarrow 0} X_{\varepsilon}^{\prime}=X^{\prime}, \quad \lim _{\varepsilon \rightarrow 0} Y_{\varepsilon}^{\prime}=Y^{\prime},  \tag{5.3}\\
\lim _{\varepsilon \rightarrow 0} \gamma_{\varepsilon}=\gamma<+\infty \tag{5.4}
\end{gather*}
$$

Clearly from (4.1)-(4.3) and provided the following operations make sense in [0, $+\infty$ ] we have

$$
X=X^{\prime} \gamma \quad \text { and } \quad Y=Y^{\prime} \gamma .
$$

In this setting, conditions (3.23) and (3.24), which appear as the hypotheses of Theorem 4.1, are respectively equivalent to $\min \left(X^{\prime}, Y^{\prime}\right)<+\infty$ and $\alpha=(X Y /(X+Y)$. The results of Theorem 4.1 are summarized in Table 1, where the main entries are $X^{\prime}$ and $Y^{\prime}$ and the conclusions bear on $X, Y$, and $\alpha$. We only remark that the results of Theorem 4.1 can be applied in a more general setting without assuming the existence of the individual limits $X, X^{\prime}, Y$, and $Y^{\prime}$.
6. Some fractal examples. In this section we give some examples involving some fractal sets, namely, the ones which can be defined as limits of recursive sequences of "normal" sets with a specific geometrical operation involved in the inductive step. Therefore, the limit set is self-similar. We refer to Falconer [13, Chap. 8] for a detailed presentation of such sets and the determination of their Hausdorff dimension.

In these constructions, it is more natural to use as a main parameter the induction index, an integer $n$ which goes to $\infty$, and to consider three sequences $\left\{\varepsilon_{n}\right\},\left\{a_{n}\right\}$, and $\left\{r_{n}\right\}$, in place of $\varepsilon, a_{\varepsilon}$, and $r_{\varepsilon}$, respectively. The normalized shape is then denoted $T_{n}$ rather than $T_{\varepsilon}$.

In each construction, there is a number $\kappa>0$ which determines the boundary measure of $\partial T_{n}$ as a function of $n$ :

$$
\left|\partial T_{n+1}\right|=\kappa\left|\partial T_{n}\right| ;
$$

this number is intimately connected to the Hausdorff dimension of the boundaries of the limits of the $T_{n}$ 's.

Following the notation of the previous section, we set $\gamma_{n}, X_{n}, Y_{n}, X_{n}^{\prime}$, and $Y_{n}^{\prime}$ in place of $\gamma_{\varepsilon}, X_{\varepsilon}$, etc. For simplicity we consider examples for which $\gamma_{n}$ converges to a nonzero $\gamma$. Then the values of $X$ and $Y$ are obtained as the following limits:

$$
\begin{gathered}
X=\gamma \lim _{n \rightarrow \infty} \frac{r_{n}^{N-2}}{\varepsilon_{n}^{N}}(N>2), \quad X=\gamma \lim _{n \rightarrow \infty} \frac{2 \pi}{\varepsilon_{n}^{2} \ln \left(\varepsilon_{n} / r_{n}\right)} \quad(N=2), \\
Y=\lim _{n \rightarrow \infty} \frac{a_{n} r_{n}^{N-1} \kappa^{n}\left|\partial T_{0}\right|}{\varepsilon_{n}^{N}} .
\end{gathered}
$$

In these formulas，both the capacity and the coefficient $\kappa$ appear explicitly to give the limit coefficient $\alpha$ ．

For a first example we take the twisted curve in the plane for which $\kappa=2$ and whose boundary is of Hausdorff dimension 1．5．It is clear that $\gamma$ is the normalized capacity of the limit of the sequence of sets $T_{n}$ and is larger than zero．The first four iterations are given in Fig． 2.

Our second example concerns a set $T_{n}$ in the plane which becomes more and more disconnected（see Fig．3）．It is not very hard to check that in this case also $\gamma$ is not zero for any scaling factor $q, q \in\left(0, \frac{1}{2}\right)$ ．Then，$\kappa=4 q$ and the Hausdorff dimension is $\ln 4 / \ln (1 / q)$ ．In Fig． $3, q=\frac{1}{3}$ so that $\kappa=\frac{4}{3}$ and the Hausdorff dimension is $\ln 4 / \ln 3$ ．

The third example is based on the well－known Koch curve in the plane，for which $\kappa=\frac{4}{3}$ and the Hausdorff dimension is $\ln 4 / \ln 3$（see Fig．4）．

The fourth example（Fig．5）corresponds to the situation of a fractal cracks，with a similarity factor $q$ and a given number of branches $\nu$ ．Then $\kappa=1+(\nu-1) q$ and the Hausdorff dimension of the tips is $\ln \nu /-\ln q$ ．

Each of these examples can be generalized to higher dimensions．In Fig．6，we show the extension of the Koch curve to three dimensions，for which $\kappa=\frac{3}{2}$ and the Hausdorff dimension is $\ln 6 / \ln 2$.


Fig．2．Twisted curve．Hausdorff dimension：1．5，$\kappa=2$ ．
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Fig．3．Hausdorff dimension： $\ln 4 / \ln 3, \kappa=\frac{4}{3}$ ．


Fig. 4. The Koch snowflake. Hausdorff dimension: $\ln 4 / \ln 3, \kappa=\frac{4}{3}$.


Fig. 5. A fractal crack. Hausdorff dimension: $\simeq \ln 3 / \ln 2.5, \kappa \simeq 1.8$.


Fig. 6. A three-dimensional Koch snowflake surface. Hausdorff dimension: $\ln 6 / \ln 2, \kappa=\frac{3}{2}$.
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# THE BIFURCATIONS OF COUNTABLE CONNECTIONS FROM A TWISTED HETEROCLINIC LOOP* 

BO DENG $\dagger$


#### Abstract

Codimension-two bifurcation phenomena associated with nondegenerate heteroclinic loops are studied. The bifurcation curves of homoclinic orbits in the parameter space are characterized by the twist structure of the heteroclinic loops at the bifurcation points. Among other things, it is shown that heteroclinic orbits with any given winding number around a doubly twisted heteroclinic loop must bifurcate. Applications of these bifurcation phenomena are also discussed.
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1. Introduction. A heteroclinic loop takes place for a vector field $F$ when there exist two heteroclinic orbits $z_{1}^{*}(t)$ and $z_{2}^{*}(t)$, with $z_{1}^{*}$ connecting an equilibrium point $a_{1}$, to another one $a_{2}$, and $z_{2}^{*}$ connecting $a_{2}$ to $a_{1}$. To be precise,

$$
z_{i}^{*}(t) \rightarrow a_{i} \quad \text { as } t \rightarrow-\infty \quad \text { and } \quad z_{i}^{*}(t) \rightarrow a_{j} \quad \text { as } t \rightarrow+\infty
$$

for $i, j=1,2$ and $i \neq j$. Figures 1.1 and 1.2 heuristically illustrate what could happen to two structurally different loops when a planar vector field $F$ is perturbed slightly. In Fig. 1.1, either a homoclinic orbit or a periodic orbit would possibly bifurcate from the loop, while in Fig. 1.2 a heteroclinic orbit winding around the original loop for any finite times before reaching its destinations in both backward and forward evolutions would also be possible under perturbation. The very structure distinguishing the second loop from the first one is that a given heteroclinic orbit arises from and tends to the equilibria from different "sides" of the other heteroclinic orbit. The purpose of this paper is to study the bifurcations of a generic two-parameter family of vector fields in $\mathbb{R}^{d}, d \geqq 2$ which exhibit the above heteroclinic phenomena.

The first obvious generalization is to assume that the equilibria $a_{i}$ of the equation

$$
\begin{equation*}
\dot{z}=F(z) \tag{1.1}
\end{equation*}
$$





Fig. 1.1




Fig. 1.2

[^55]have the same dimension, $m \geqq 1$, for the stable manifolds $W_{i}^{s}$ and the same unstable dimension, $n=d-m \geqq 1$, for the unstable manifolds $W_{i}^{u}$ for both $i=1$ and 2. Moreover, the $a_{i} s$ are simple saddlepoints in the sense that
(1.2) There exist principal eigenvalues $\lambda_{i}<0<\mu_{i}$ for the linearization $D_{z} F\left(a_{i}\right)$ and constants $\bar{\lambda}_{i}<0<\bar{\mu}_{i}$ such that for any other eigenvalue $\nu$ of $D_{z} F\left(a_{i}\right)$ either $\operatorname{Re} \nu<\bar{\lambda}_{i}<\lambda_{i}$ or $\operatorname{Re} \nu>\bar{\mu}_{i}>\mu_{i}$, for $i=1$ and 2.

Not as a generalization but as a generic restriction to all the cases, we assume that both equilibria are relatively contractive:

$$
\begin{equation*}
\lambda_{i}+\mu_{i}<0 \quad \text { for } i=1 \text { and } 2 . \tag{1.3}
\end{equation*}
$$

That is, the principal attraction of $a_{i}$ dominates the principal repelling.
Concerning the structure on the intersection of the unstable manifold $W_{i}^{u}$ of $a_{i}$ and the stable manifold $W_{j}^{s}$ of $a_{j}$ which must be nontransverse along the heteroclinic orbit $\Gamma_{i}:=\left\{z_{i}^{*}(t): t \in \mathbb{R}\right\}$, we assume that they are in general position:

$$
\begin{equation*}
\operatorname{codim} T_{z_{i}^{*}(t)}=1 \quad \text { for all } t \in \mathbb{R} \tag{1.4}
\end{equation*}
$$

where

$$
T_{z_{\hat{*}}^{*}(t)}:=T_{z_{\hat{*}}^{*}(t)} W_{i}^{u}+T_{z_{i}^{*}(t)} W_{j}^{s}
$$

and $T_{p} W$ means the tangent space of a given manifold $W$ at a base point $p \in W$. Also, motivated by the strong $\lambda$-lemma from Deng (1989), the following strong inclination property, as another assumption, is also generic:

$$
\begin{align*}
& \lim _{t \rightarrow-\infty} T_{z_{\hat{i}}^{*}(t)}=T_{a_{i}} W_{i}^{u}+T_{a_{i}} W_{i}^{s s}, \\
& \lim _{t \rightarrow+\infty} T_{z_{i}^{*}(t)}=T_{a_{j}} W_{j}^{u u}+T_{a_{j}} W_{j}^{s} . \tag{1.5}
\end{align*}
$$

Here, $W_{i}^{s s}$ and $W_{i}^{u u}$ are the strong stable and strong unstable manifolds of $a_{i}$, respectively. See Fig. 1.3. If the vector field $F$ is $C^{r}$, then $W^{s}$ and $W^{u}$ are $C^{r}$ as well (see, e.g., Shub (1987)). But, in general, $W^{s s}$ and $W^{u u}$ are proved to be $C^{r-3}$ instead (see Deng (1989)). Moreover, $W^{s s}$ and $W^{u u}$ are ( $m-1$ )- and ( $n-1$ )-dimensional, respectively, characterized by the fact that the limits

$$
\begin{array}{ll}
\lim _{t \rightarrow-\infty} \frac{z(t)-a}{\|z(t)-a\|} \neq 0 & \text { for } z(0) \in W^{u} \backslash W^{u u},  \tag{1.6}\\
\lim _{t \rightarrow+\infty} \frac{z(t)-a}{\|z(t)-a\|} \neq 0 & \text { for } z(0) \in W^{s} \backslash W^{s s}
\end{array}
$$

exist and are equal to unit eigenvectors for the principal unstable eigenvalue and principal stable eigenvalue, respectively. The strong inclination property is a generic property provided $F$ is $C^{r}$ with $r \geqq 7$. See Deng (1989) for the proof.

The last structural assumption reads

$$
\begin{equation*}
\Gamma_{i} \subset\left(W_{i}^{u} \backslash W_{i}^{u u}\right) \cap\left(W_{j}^{s} \backslash W_{j}^{s s}\right) \quad \text { for } i, j=1,2 \text { and } i \neq j \tag{1.7}
\end{equation*}
$$

That is, by virtue of (1.6) this hypothesis says that the heteroclinic orbits arise from and tend to the equilibria along principal eigendirections. It is certainly a generic condition.

The assumptions (1.4), (1.5), and (1.7) together are referred to as nondegeneracy. They lead to our classifications of heteroclinic orbits into twisted and nontwisted as follows.


Fig. 1.3. (a) a nontwisted loop, (b) a single twisted loop, (c) a double twisted loop.
Let

$$
\begin{align*}
& e_{j}^{+}=\lim _{t \rightarrow+\infty}\left(z_{i}^{*}(t)-a_{j}\right) /\left\|z_{i}^{*}(t)-a_{j}\right\|, \\
& e_{i}^{-}=\lim _{t \rightarrow-\infty}\left(z_{i}^{*}(t)-a_{i}\right) /\left\|z_{i}^{*}(t)-a_{i}\right\| . \tag{1.8}
\end{align*}
$$

By (1.6) and (1.7), they are unit principal eigenvectors. See Fig. 1.3. Choose $p_{i} \in$ $\Gamma_{i} \cap W_{i \text { loc }}^{u}$ sufficiently close to the equilibrium $a_{i}$ and $q_{j} \in \Gamma_{i} \cap W_{j \text { loc }}^{s}$ sufficiently close to the other equilibrium $a_{j}$. Let $p_{i}=z_{i}^{*}(0)$ and $q_{j}=z_{i}^{*}(T)$ for a large $T \geqq 0$. Because of the strong inclination property (1.5) and the principal asymptotic tangency (1.8), choosing $p_{i}$ and $q_{j}$ close enough to $a_{i}$ and $a_{j}$, respectively, implies

$$
\begin{array}{ll}
e_{i}^{+} \notin T_{p_{i}}, & \mathbb{R}^{d}=T_{p_{i}}+\operatorname{span}\left(e_{i}^{+}\right), \\
e_{j}^{-} \notin T_{q_{j}}, & \mathbb{R}^{d}=T_{q_{j}}+\operatorname{span}\left(e_{j}^{-}\right) \tag{1.9}
\end{array}
$$

Since $T_{z^{*}(t)}, 0 \leqq t \leqq T$, defines a homotopy from $T_{p_{i}}$ to $T_{q_{j}}$, the following definition is justified (see Fig. 1.3).

Definition 1.1. Let $\Gamma_{i}$ be a nondegenerate heteroclinic orbit connecting two simple saddles. $\Gamma_{i}$ is said to be twisted if $e_{i}^{+}$and $e_{j}^{-}$point to opposite sides of $T_{p_{i}}$ and $T_{q_{j}}$, respectively. Otherwise, it is nontwisted.

For the heteroclinic loop, $\mathrm{cl}\left(\Gamma_{1} \cup \Gamma_{2}\right)=\left\{a_{1}, a_{2}\right\} \cup \Gamma_{1} \cup \Gamma_{2}$, it is called double twisted if both $\Gamma_{1}$ and $\Gamma_{2}$ are twisted, single twisted if and only if one of them is twisted, and nontwisted if otherwise.

As the last assumption we assume

$$
\begin{align*}
& F: \mathbb{R}^{d} \times \mathbb{R}^{2} \rightarrow \mathbb{R}^{d} \text { is a generic } C^{r} \text { vector field with two parameters } \alpha=  \tag{1.10}\\
& \left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{R}^{2}, \text { having a nondegenerate heteroclinic loop at } \alpha=0 \text {. Here, the } \\
& \text { regularity } r \geqq 8 \text {. }
\end{align*}
$$

By genericity we mean that our results will hold for a residual subset of $C^{r}\left(\mathbb{R}^{d} \times \mathbb{R}^{2}, \mathbb{R}^{d}\right)$ in the weak Whitney topology of $C^{k}$-convergence (see, e.g., Hirsch (1976)). To be more precise, we include the following as equivalent conditions for (1.10):
(1.10a) The continuation of $\Gamma_{i}$ : Given the fact that the heteroclinic orbit is a codimension 1 object by (1.4), we assume for every ( $\alpha_{1}, 0$ ) there exists a heteroclinic orbit $\Gamma_{2}\left(\alpha_{1}\right)=\left\{z_{2}^{*}\left(t, \alpha_{1}\right): t \in \mathbb{R}\right\}$ from $a_{2}$ to $a_{1}$ such that $z_{2}^{*}$ is a $C^{r}$ two-dimensional surface in the phase space. Similarly, $z_{1}^{*}\left(t, \alpha_{2}\right)$ forms a $C^{r}$ surface in $\mathbb{R}^{d}$ as $\left(t, \alpha_{2}\right)$ takes all values from $\mathbb{R}^{2}$ and each of the $t$-curves is a heteroclinic orbit from $a_{1}$ to $a_{2}$;
(1.10b) The transverse crossing of the stable and unstable manifolds along $\Gamma_{i}$ :

$$
\lim _{\alpha_{1} \rightarrow 0} \frac{d_{1}\left(\alpha_{1}, 0\right)}{\left|\alpha_{1}\right|} \neq 0 \quad \text { and } \quad \lim _{\alpha_{2} \rightarrow 0} \frac{d_{2}\left(0, \alpha_{2}\right)}{\left|\alpha_{2}\right|} \neq 0
$$

where $d_{1}\left(\alpha_{1}, \alpha_{2}\right)$ denotes the continuously varying distance of $W_{1}^{u}(\alpha) \cap \Sigma$ and $W_{2}^{s}(\alpha) \cap \Sigma$ with $d_{1}(0,0)=0$ and $\Sigma$ is an arbitrarily chosen Poincaré cross section to $\Gamma_{1}$. A similar description applies for $d_{2}$.

Note that since the Poincaré mapping introduced between any pair of two cross sections is diffeomorphism, the nonzero limiting property in (1.10b) above is independent of the choice of the cross section $\Sigma$.

Finally, to state our main theorems we need a few more terms. Let $\mathscr{U}$ be a small tubular neighborhood of the heteroclinic loop $\mathrm{cl}\left(\Gamma_{1} \cup \Gamma_{2}\right)$. A $k$-periodic ( $k$-per) orbit is a periodic orbit which is contained in $U$ and has winding number $k$ in $U$. Similarly, the closure of a $k$-homoclinic ( $k$-hom) orbit has winding number $k$ in $U$. Accordingly, a $k$-heteroclinic ( $k$-het ${ }_{1}$ ) orbit $\Gamma$ from $a_{1}$ to $a_{2}$ is such a heteroclinic orbit that $\mathrm{cl}\left(\Gamma \cup \Gamma_{2}\right)$ has winding number $k+1$. Similarly, we define a $k$-heteroclinic ( $k$-het ${ }_{2}$ ) orbit from $a_{2}$ to $a_{1}$. Thus, $\Gamma_{1}$ and $\Gamma_{2}$ themselves are zero-heteroclinic orbits. Note that as long as $\mathscr{U}$ is chosen small enough, the above definition is independent of any particular choice of $\mathscr{U}$. Also, the terminology extends canonically to small perturbations of the vector field $F(\cdot, 0)$.

The first theorem, except for the directions of bifurcation and the $k$-heteroclinic orbits, is taken from Chow, Deng, and Terman (1990).

Theorem A. Suppose Fis a generic two-parameter family of vector fields having a nondegenerate heteroclinic loop connecting two relatively contractive and simple saddle equilibria at $\alpha=0$, i.e., (1.2)-(1.5), (1.7), and (1.10a, b) are satisfied. Then there exists a small tubular neighborhood $\mathscr{U}$ of the heteroclinic loop $\mathrm{cl}\left(\Gamma_{1} \cup \Gamma_{2}\right)$ and a neighborhood
$\Omega$ of the bifurcation point $\alpha=0$ in the parameter space such that up to a nonsingular and differentiable change of the parameters, which leaves the axes invariant as sets, the following is satisfied (cf. the bifurcation diagram Fig. 1.4):
(i) There exists a $C^{r-7}$ curve $\alpha_{2}=\operatorname{hom}_{1}\left(\alpha_{1}\right)$ with $\alpha_{1}>0$ in $\Omega$ such that there exists a homoclinic orbit to $a_{1}$ in $U$ if and only if $\alpha \in$ hom $_{1}$. Moreover, hom $_{1}$ is asymptotically tangent to the positive $\alpha_{1}$-axis as $\alpha_{1} \rightarrow 0^{+}$and the direction of the bifurcation is determined by the twist of the heteroclinic orbit $\Gamma_{2}$ as follows:

$$
\operatorname{hom}_{1} \begin{cases}>0 & \text { if } \Gamma_{2} \text { is twisted, } \\ <0 & \text { otherwise } .\end{cases}
$$

(ii) There does not exist any $k$-heteroclinic orbit from $a_{2}$ to $a_{1}$ for $k \geqq 1$ if $\Gamma_{2}$ is not twisted and there exists at least one 1-heteroclinic orbit from $a_{2}$ to $a_{1}$ on a $C^{r-7}$ curve; $\alpha_{2}=1-$ het $_{2}\left(\alpha_{1}\right)$ for $\alpha_{1}>0$ otherwise. Moreover, 1-het ${ }_{2}$ is asymptotically tangent to the $\alpha_{1}$-axis as $\alpha_{1} \rightarrow 0^{+}$.
(iii) Analogous statements hold for homoclinic orbits to $a_{2}$ and $k$-heteroclinic orbits from $a_{1}$ to $a_{2}$.
(iv) Let $\Lambda=\left\{\left(\alpha_{1}, \alpha_{2}\right): \alpha_{2}>\operatorname{hom}_{1}\left(\alpha_{1}\right)\right.$ if $\alpha_{1}>0$ or $\alpha_{1}>\operatorname{hom}_{2}\left(\alpha_{2}\right)$ if $\left.\alpha_{2}>0\right\}$. Then there exists a periodic orbit in $U$ if and only if $\alpha \in \Lambda$.
(v) The homoclinic and periodic orbits do not coexist in U for a given parameter. They are all unique and are 1-hom and 1-per orbits, respectively.

Our main result is as follows.
Theorem B. In addition to the hypotheses of Theorem A, suppose the stable manifolds of the equilibria $a_{1}$ and $a_{2}$ are all one-dimensional; then the following is satisfied (cf. Fig. 1.4):
(i) If $\Gamma_{2}$ is twisted but $\Gamma_{1}$ is not, then the 1-heteroclinic orbit from $a_{2}$ to $a_{1}$ is the unique $k$-heteroclinic orbit for all $k \geqq 1$ and $\alpha \in \Omega$. Moreover,

$$
\text { 1-het }{ }_{2}\left(\alpha_{1}\right)>\operatorname{hom}_{1}\left(\alpha_{1}\right) \text { for } \alpha_{1}>0 .
$$

(ii) If the loop $\mathrm{cl}\left(\Gamma_{1} \cup \Gamma_{2}\right)$ is double twisted, then there exist two sequences of $C^{r-7}$ curves $\alpha_{2}=k$ - $\operatorname{het}_{2}\left(\alpha_{1}\right)$ with $\alpha_{1}>0$ and $\alpha_{1}=k$-het ${ }_{1}\left(\alpha_{2}\right)$ with $\alpha_{2}>0$ in $\Omega$, respectively, satisfying

$$
0 \leqq k-\text { het }_{2}<(k+1)-\text { het }_{2}<\text { hom }_{1}
$$

for all $k \geqq 0$ such that there exists a k-heteroclinic orbit from $a_{2}$ to $a_{1}$ if and only if $\alpha \in k$-het ${ }_{2}$. Moreover, it is a unique heteroclinic orbit in U with respect to the parameter and $k$-het ${ }_{2}$ is asymptotically tangent to the $\alpha_{1}$-axis as $\alpha_{1} \rightarrow 0^{+}$. Furthermore, the homoclinic bifurcation curve hom $_{1}$ is inaccessible from below in the sense that for every $\alpha_{1}$

$$
k \text {-het }_{2}\left(\alpha_{1}\right) \rightarrow \operatorname{hom}_{1}\left(\alpha_{1}\right) \quad \text { as } k \rightarrow+\infty .
$$

An analogous statement also holds for the $k$-het ${ }_{1}$ curves.
Theorem A provides us with a useful clue to the twist of a given heteroclinic loop: the two zero-heteroclinic continuation curves (which are the parameter axes in our theorems) divide the neighborhood $\Omega$ into four sectors. The 1 -homoclinic bifurcation curves $\mathrm{hom}_{1}$ and hom ${ }_{2}$ lie in one sector for a double twisted loop, or in two adjacent sectors for a single twisted loop, or in two opposite sectors for a nontwisted loop. Keeping this fact in mind, let us examine the following bifurcation diagram Fig. 1.5 for traveling waves of the FitzHugh-Nagumo equation

$$
v_{t}=v_{x x}+f(v)-w, \quad w_{t}=\varepsilon(v-\gamma w), \quad \varepsilon, \gamma \geqq 0,
$$

where $f(v)=-v+H(v-a)$ with $H$ to be the Heaviside step function and $0<a<\frac{1}{2}$.


Fig. 1.4. The bifurcation diagrams for (a) a nontwisted loop, (b) a single twisted loop, (c) a double twisted loop.

(c)

Fig. 1.4.-continued
A traveling wave solution $(v, w)(x, t)$ is a function $(v, w)(z)$ of $z=x+c t, c \geqq 0$. Let $u(z)=v^{\prime}(z)$, then $v_{c}=(v, u, w)(z)$ satisfies a first-order system of ODE

$$
\begin{equation*}
v^{\prime}=u, \quad u^{\prime}=c u-f(v)+w, \quad w^{\prime}=\frac{\varepsilon}{c}(v-\gamma w) \tag{1.11}
\end{equation*}
$$

For fixed $0<a<\frac{1}{2}$ and $0<\varepsilon \ll 1$, numerical as well as rigorous arguments from Rinzel and Terman (1982) show that the front curve $\theta_{F}$, on which there exits a front wave connecting the rest steady state $\mathcal{O}$ to the exitable state $\mathscr{E}$ as shown in Fig. 1.6, crosses transversely the back curve $\theta_{B}$, on which there is a back wave from $\mathscr{E}$ to $\mathcal{O}$. Thus, at the intersection point $\theta^{*}$ there exists a front wave and a back wave traveling at the same speed. This gives rise to a heteroclinic loop. Their numerical simulation also shows that the impulse curve $\theta_{O}$, homoclinic to $\mathscr{O}$, and the $\mathscr{E}$-impulse curve $\theta_{\mathscr{E}}$, homoclinic to $\mathscr{E}$, also bifurcate from the loop at $\theta^{*}$. Note that their bifurcation directions of asymptotic tangency are exactly opposite our bifurcation diagram Fig. 1.4 for Theorems A and B. This is due to the fact that the steady states $\mathcal{O}$ and $\mathscr{E}$ are relatively contractive simple saddles having one-dimensional stable manifolds only for the time reversed ( $z \rightarrow-z$ ) system (1.11). What is most remarkable about these two curves is that both of them lie in the same sector in the parameter space. In fact, this has been rigorously proved (see (3.8) and (3.10) from Rinzel and Terman (1982)). Unfortunately, however, we can only speculate that Theorem A suggests the double twist for the heteroclinic loop. Indeed, we are facing a tantalizing dilemma here: either it is feasible to check the transverse crossing condition (1.10b) and the double twist of the loop due to the piecewise linearity of $f$ but the vector field is not smooth enough, or it becomes a fairly open problem to do so for a smooth vector field, e.g., the usual cubic function $f=v(v-1)(a-v)$. Nevertheless, the implication is interesting: for given


Fig. 1.5. (a) A heuristic bifurcation diagram produced from Rinzel and Terman (1982); (b) The conjectured complete diagram.


Fig. 1.6. The conjectured twist for the front-back wave loop.
parameters $\varepsilon, 0<a<\frac{1}{2}$ and $0<\gamma_{3}-\gamma<1$ there would be infinitely many fronts traveling at different speeds. The more "humps" a front were to carry the slower it would travel. If the humps were "too many" (infinity) the traveling wave arising from the rest state would never be able to reach the exitable state $\mathscr{E}$ but would return to itself after a long excursion. Slowing down a little, it would become a traveling train, or periodic orbit for the ODE. On the other hand, push $\gamma$ slightly to the right of $\gamma_{3}$, the above scenario would repeat for back waves and $\mathscr{E}$-impulses.

By their numerical evidence on the stability of the primary front and back waves with respect to the PDE, as well as other authors' results on somewhat related stability
problems, it has been demonstrated that the stability of a given impulse is closely related to the direction at which the stable and unstable manifolds cross transversely as the speed parameter $c$ varies (see, e.g., Evans (1972), Jones (1984), Kokubu, Nishiura, and Oka (1988)). Thus, we find the second implication is most interesting: there would be infinitely many stable transition waves connecting two stable patterns.

However, all of these phenomena do not appear in the "chaotic" parameter region discussed by Evans, Fenichel, and Feroe (1982) and Hastings (1982), where for a given speed there are infinitely many impulses and traveling trains due to the Sil'nikov saddle-focus homoclinic explosion for (1.11) (see also Sil'nikov (1967)), whereas there would be a unique traveling front, or back, or impulse, or traveling train, except at the bifurcation point $\theta^{*}$ in our case. Indeed, as long as there are two bistable steady states as shown in Fig. 1.6, the equilibria are not saddle-focus. Nevertheless, we would probably not be too surprised by the enormous, stable, yet not "chaotical" transporting capability that a nerve axion would inherit if our conjectures were true.

In contrast to our conjectures above, we will discuss the existence of nontwisted heteroclinic orbits and thus the limited number of connections between two equilibrium states for another type of reaction diffusion systems in § 7. We will also discuss in that section some ways newly discovered by other authors to check all the nondegenerate and generic conditions (1.4), (1.5), (1.7), and (1.10a, b) for their examples to which our theory is immediately applicable.
2. Preliminaries. This section is devoted to introducing the Sil'nikov variables for a Poincaré map around the loop.

Let $0<\delta_{0}$ be a small number and $B\left(\delta_{0}\right)=\left\{z: z=\left(z^{(1)}, \cdots, z^{(d)}\right),\left|z^{(i)}\right| \leqq \delta_{0}\right\}$ be the $\delta_{0}$-box of the origin. Let the coordinate be locally normalized near the equilibria $a_{i}$ so that $(x, y)=0$ corresponds to $z=a_{i}$ and the local stable, unstable manifolds are given by the $x$-axis and $y$-axis in $B\left(\delta_{0}\right)$, respectively; i.e., $W_{\text {iloc }}^{s}=\{y=0\} \cap B\left(\delta_{0}\right)$ and $W_{\text {iloc }}^{u}=\{x=0\} \cap B\left(\delta_{0}\right)$. In addition, the directions of the first $x$-component $x^{(1)}$ and the first $y$-component $y^{(1)}$ are chosen to be the unit principal eigenvectors $e_{i}^{+}$and $e_{i}^{-}$, respectively, as in (1.8). Let the points $p_{i}$ and $q_{i}$ from (1.9) in the definition of twist be specifically given as $p_{i}=\left(x_{i^{*}}, 0\right)$ and $q_{i}=\left(0, y_{i^{*}}\right)$. We can assume $x_{i^{*}}^{(1)}=\delta_{0}$ and $y_{i^{*}}^{(1)}=\delta_{0}$ because of assumption (1.7) for the asymptotic tangency of $\Gamma_{i}$ along the principal eigendirections.

Let $\Sigma_{i}^{s}$ and $\Sigma_{i}^{u}$ be two small cross sections, or $(d-1)$-dimensional boxes $B\left(\delta_{1}\right)$ with $0<\delta_{1}<\delta_{0}$, centered at $p_{i}$ and $q_{i}$ and perpendicular to $e_{i}^{+}$and $e_{i}^{-}$, respectively (see Fig. 2.1). They are Poincaré cross sections provided $\delta_{0}$ and $\delta_{1}$ are sufficiently small. Let $\sigma_{i}^{s}$ be the subset of those initial points $\left(x_{0}, y_{0}\right) \in \Sigma_{i}^{s}$ whose trajectories in $B\left(\delta_{0}\right)$ first hit the exit cross section $\Sigma_{i}^{u}$ at $\left(x_{1}, y_{1}\right)$ at time $\tau=\tau\left(x_{0}, y_{0}\right)$. This correspondence gives rise to the local Poincaré map $\Pi_{i}: \sigma_{i}^{s} \rightarrow \Sigma_{i}^{u}$ by $\left(x_{0}, y_{0}\right) \rightarrow\left(x_{1}, y_{1}\right)$. Similarly, by the continuous dependence on initial data and parameters we can define a global Poincaré map $\Pi_{i j}: \Sigma_{i}^{u} \rightarrow \Sigma_{j}^{s}$. Here, without loss of generality $\Sigma_{i}^{u}$ is taken to be the domain of definition for $\Pi_{i j}$, whereas $\sigma_{i}^{s}$ is a proper subset of $\Sigma_{i}^{s}$ not containing any point from the stable manifold $W_{\text {iloc }}^{s}$.

Let $(\xi, y) \in \mathbb{R}^{d-1}$ and $(x, \eta) \in \mathbb{R}^{d-1}$ be the normalized local coordinates on $\Sigma_{i}^{s}$ and $\Sigma_{i}^{u}$ so that $(0,0)$ corresponds to the center points $p_{i}$ and $q_{i}$, respectively. Indeed, $\xi=\hat{x}-\hat{x}_{i^{*}}$ and $\eta=\hat{y}-\hat{y}_{i^{*}}$, where $\hat{x}=\left(x^{(2)}, \cdots, x^{(m)}\right)$ and $\hat{y}=\left(y^{(2)}, \cdots, y^{(n)}\right)$ (see Fig. 2.1). Let $s=e^{-\mu_{i}(\alpha) \tau}$ be the Sil'nikov time near $a_{i}$, where $\mu_{i}(\alpha)$ is the principal unstable eigenvalue for $D_{z} F\left(a_{i}, \alpha\right)$. Then the Sil'nikov variable for the local map is $(s, \xi, \eta)$ and the Sil'nikov domain is

$$
\Delta_{i}:=\left\{(s, \xi, \eta): 0<s<s_{0}(\alpha),|\xi|,|\eta| \leqq \delta_{1}\right\},
$$



Fig. 2.1. The cross sections and the corresponding Poincaré map when $m=1, n=2$.
where $s_{0}(\alpha)=e^{-\mu_{i}(\alpha) \tau_{0}}$ for some large but fixed $\tau_{0}$. Note that the dependence on $\alpha$ is suppressed from $\sigma_{i}^{s}, \sigma_{i}^{u}$, and $\Delta_{i}$.

It has been proved by Sil'nikov (1967) that for the initial point $\left(x_{0}, y_{0}\right) \in \sigma_{i}^{s}$ and the end point $\left(x_{1}, y_{1}\right) \in \Sigma_{i}^{u}$ with $\tau=\tau\left(x_{0}, y_{0}\right)$ time units apart, the initial $y_{0}$ and the end $x_{1}$ components are functions of the Sil'nikov variable:

$$
y_{0}:=Y_{i}(s, \xi, \eta, \alpha) \quad \text { and } \quad x_{1}:=X_{i}(s, \xi, \eta, \alpha)
$$

Moreover, it has been observed by Deng (1989) that the maps $\rho_{i}^{s}: \Delta_{i} \rightarrow \sigma_{i}^{s}$ with $(s, \xi, \eta) \rightarrow$ $\left(\xi, Y_{i}(s, \xi, \eta, \alpha)\right)$ and $\rho_{i}^{u}: \Delta_{i} \rightarrow \sigma_{i}^{s}$ with $(s, \xi, \eta) \rightarrow\left(X_{i}(s, \xi, \eta, \alpha), \eta\right)$ are actually diffeomorphisms of class $C^{r}$. Thus, $\rho_{i}^{s}$ gives rise to a smooth change of variables for the local Poincaré map $\Pi_{i}$, which in turn is $\rho_{i}^{u}$ under the new Sil'nikov variable. See Fig. 2.2. More important, we have the following exponential expansion result.

Proposition 2.1 (Deng (1988), (1989)). Let the strong stable manifold and the strong unstable manifold also be normalized such that $W_{i}^{s s}=\left\{x^{(1)}=0, y=0\right\}$ and $W_{i}^{u u}=$ $\left\{x=0, y^{(1)}=0\right\}$ locally. Let $\nu_{i}(\alpha)=\lambda_{i}(\alpha) / \mu_{i}(\alpha)-1$ and $\bar{\lambda}_{i}(\alpha)$ and $\bar{\mu}_{i}(\alpha)$ be as in (1.2). Then for $\delta_{0}$ sufficiently small there exist $C^{r-7}$ functions $\varphi_{i}(\xi, \eta, \alpha), \psi_{i}(\xi, \eta, \alpha)$, $R_{i 1}(s, \xi, \eta, \alpha)$, and $R_{i 2}(s, \xi, \eta, \alpha)$ over $\Delta_{i}$ such that

$$
\begin{align*}
X_{i}(s, \xi, \eta, \alpha) & =\varphi_{i}(\xi, \eta, \alpha) s^{1+\nu_{i}}+R_{i 1}(s, \xi, \eta, \alpha) \\
Y_{i}(s, \xi, \eta, \alpha) & =\psi_{i}(\xi, \eta, \alpha) s+R_{i 2}(s, \xi, \eta, \alpha) \tag{2.1a}
\end{align*}
$$

with $\varphi_{i}$ and $\psi_{i}$ satisfying

$$
\begin{gather*}
\varphi_{i}(\xi, \eta, \alpha)=e_{m} \delta_{0}+O\left(\left(|\xi|+|\eta|+\delta_{0}\right) \delta_{0}\right), \\
\psi_{i}(\xi, \eta, \alpha)=e_{n} \delta_{0}+O\left(\left(|\xi|+|\eta|+\delta_{0}\right) \delta_{0}\right) \tag{2.1b}
\end{gather*}
$$

and $R_{i j}=R_{i j}(s, \xi, \eta, \alpha)$ satisfying

$$
\begin{align*}
& \left|D_{(\xi, \eta)}^{k} R_{i 1}\right|=O\left(s^{1+\nu_{i}+\bar{\nu}_{i}}\right), \quad\left|D_{s} R_{i 1}\right|=O\left(s^{\nu_{i}+\bar{\nu}_{i}}\right), \\
& \left|D_{(\xi, \eta)}^{k} R_{i 2}\right|=O\left(s^{1+\bar{\nu}_{i}}\right), \quad\left|D_{s} R_{i 2}\right|=O\left(s^{\bar{v}_{i}}\right), \tag{2.1c}
\end{align*}
$$

for all $(s, \xi, \eta) \in \Delta_{i}, 0 \leqq k \leqq r-7$, where

$$
e_{m}=(1,0, \cdots, 0)^{T} \in \mathbb{R}^{m} \text {, }
$$

and

$$
e_{n}=(1,0, \cdots, 0)^{T} \in \mathbb{R}^{n}
$$



Fig. 2.2. The Sil'nikov change of variables for the local map when $m=n=2$.
and $\bar{\nu}_{i}>0$ is a constant not greater than $\min \left\{\bar{\mu}_{i}(\alpha) / \mu_{i}(\alpha),\left(\lambda_{i}(\alpha)-\bar{\lambda}_{i}(\alpha)\right) / \mu_{i}(\alpha)\right\}$ for all $|\alpha| \leqq \delta_{0}$.

Equation (2.1a) is referred to as the exponential expansion, $\varphi_{i}$ and $\psi_{i}$ the expansion coefficient functions, and $R_{i j}$, the remainders. From this proposition we immediately have the following proposition.

Proposition 2.2. For sufficiently small but fixed $s_{0}$, the domain $\sigma_{i}^{s}$ of the local map $\Pi_{i}$ is contained in the vertical sector $|\hat{y}|<y^{(1)}$ on $\Sigma_{i}^{s}$. Moreover, for every boundary point $(\xi, y)=\left(\xi, Y_{i}\left(s_{0}, \xi, \eta\right)\right), y^{(1)} \leqq \delta_{0} s_{0} / 2$. (See Fig. 2.2.)

It is also easy to see from (2.1c) that the functions $X_{i}$ and $Y_{i}$, thus $\rho_{i}^{s}$ and $\rho_{i}^{u}$, can be $C^{1}$ extended to $s \leqq 0$. From now on let us use the same notation for the extended functions, but $\tilde{\Delta}_{i}$ for the extended domain of $\Delta_{i}$.

Let us conclude this section with two lemmas which will be frequently used later.
Lemma 2.3. Let the global map $\Pi_{i j}$ be expressed as $\xi=P_{i}(x, \eta, \alpha), y=Q_{i}(x, \eta, \alpha)$, under the new coordinates for $\Sigma_{i}^{u}$ and $\Sigma_{j}^{s}$. Let

$$
M_{i}=\left[\begin{array}{ccc}
D_{\eta} P_{i}(0,0,0) & 0 & -I \\
D_{\eta} Q_{i}(0,0,0) & e & 0
\end{array}\right]_{(d-1) \times(d-1)} \quad \text { and } \quad \hat{M}_{i}=\left[\begin{array}{cc}
D_{\eta} P_{i}(0,0,0) & -I \\
D_{\eta} Q_{i}(0,0,0) & 0
\end{array}\right]_{(d-2) \times(d-2)}
$$

where $e=\psi_{j}(0,0,0)$, or $e_{n}$. Then both $M_{i}$ and $\hat{M}_{i}$ are nonsingular for sufficiently small $\delta_{0}$.
Proof. Note first that all the column vectors of $M_{i}$ except the middle one $(0, e)$ span the linear subspace $T_{p_{j}}\left(W_{i}^{u} \cap \Sigma_{j}^{s}\right)+T_{p_{j}}\left(W_{j}^{s} \cap \Sigma_{j}^{s}\right)$, which has dimension $d-2$ by the hypothesis (1.4) and the choices of $\Sigma_{j}$, which are transverse to the flow. On the other hand, the remaining column vector is approximately parallel to the principal unstable eigenvector $e_{j}^{-}$by the exponential expansion property (2.1b). Thus, $\boldsymbol{M}_{i}$ achieves its maximal rank by (1.9). Moreover, the strong inclination property also implies $D_{\eta} \hat{Q}_{i}(0,0)$ is a diffeomorphism, thus the truncated square submatrix $\hat{M}_{i}$ achieves its maximal rank $d-2$ as well.

Lemma 2.4. Let $M_{i}$ be the same as in Lemma 2.3 above with $e=\psi_{j}(0,0,0)$ and

$$
N_{i}=\left[\begin{array}{ccc}
D_{\eta} P_{i}(0,0,0) & 0 & -I \\
D_{\eta} Q_{i}(0,0,0) & f & 0
\end{array}\right]_{(d-1) \times(d-1)}
$$

with $f=(0,1, \cdots, 0)^{T}, \cdots,(0,0, \cdots, 1)^{T}$. Then there is a constant $m_{0}$ so that

$$
\begin{equation*}
\varliminf_{\delta_{0} \rightarrow 0} \frac{\left|\operatorname{det} M_{i}\right|}{\delta_{0}} \geqq m_{0}>0 \tag{2.2a}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\delta_{0} \rightarrow 0} \operatorname{det} N_{i}=0 . \tag{2.2b}
\end{equation*}
$$

Proof. (2.2a) is true because of $\psi_{j}(0,0) / \delta \rightarrow e_{n}$ as $\delta_{0} \rightarrow 0$ and the strong inclination property (1.5) and (1.9). Since ( $0, f$ ) is contained in $T_{a_{j}} W_{j}^{u u},(2.2 b)$ is also true for the same reason.
3. Entrance and exit sets and their extensions. In this section we only consider the heteroclinic connections from $a_{2}$ to $a_{1}$. Analogous analysis and result can be immediately extended to the $a_{1}$ to $a_{2}$ connections. Again, the parameter $\alpha$ is suppressed from the text if no confusions arise.

Let $\mathrm{Ex}_{2}^{0}:=W_{2 \mathrm{loc}}^{u} \cap \Sigma_{2}^{u}$ denote the intersection of the local unstable manifold of $a_{z}$ with the exit cross section $\Sigma_{2}^{u}$ given in the previous section. $\mathrm{Ex}_{2}^{0}$ is referred to as the initial exit set of $W_{2}^{u}$. It is obvious that there is a heteroclinic orbit (from $a_{2}$ to $a_{1}$ ) if and only if there is a solution of the initial exit set which also lies on the local stable manifold of the other equilibrium $a_{1}$. Thus, we need to closely follow the images of the initial exit set under those successive local and global Poincaré maps. To be precise, if we set the image of an empty set under a given map to be empty, then all the following sets are well defined:

$$
\begin{aligned}
& \operatorname{En}_{1}^{k}:=\Pi_{21}\left(\operatorname{Ex}_{2}^{k-1}\right), \quad \operatorname{En}_{2}^{k}:=\Pi_{12}\left(\operatorname{Ex}_{1}^{k}\right), \\
& \operatorname{Ex}_{i}^{k}:=\Pi_{i}\left(\operatorname{En}_{i}^{k} \cap \rho_{i}^{s}\left(\Delta_{i}\right)\right), \quad i=1,2, \quad k=1,2, \cdots,
\end{aligned}
$$

where $\rho_{i}^{s}: \Delta_{i} \rightarrow \sigma_{i}^{s}$ is the Sil'nikov change of variables and $\rho_{i}^{s}\left(\Delta_{i}\right)$ is contained in the domain $\sigma_{i}^{s}$ of $\Pi_{i} . \mathrm{En}_{i}^{k}$ and $\mathrm{Ex}_{i}^{k}$ are referred to as the $k$ th entrance set and the $k$ th exit set of $W_{2}^{u}$ near $a_{i}$, respectively. They might be empty except for the initial exit set $\mathrm{Ex}_{2}^{0}$ and the first entrance set $\operatorname{En}_{1}^{1}$ near $a_{1}$. Nevertheless, we have the following.

Proposition 3.1. There exists $a(k-1)$-heteroclinic orbit from $a_{2}$ to $a_{1}$ sufficiently close to the loop $\Gamma_{1} \cup \Gamma_{2}$ if and only if $\mathrm{En}_{i}^{j}, \mathrm{Ex}_{i}^{j} \neq \varnothing$ for $1 \leqq j \leqq k-1, i=1,2$, and $\operatorname{En}_{1}^{k} \cap W_{1 l o c}^{s} \neq \varnothing$.

By definition, for every point $(\xi, y) \in \operatorname{En}_{1}^{k} \neq \varnothing$ there exist $(0, \eta) \in \operatorname{Ex}_{2}^{0}$ and $z_{i}^{j} \in \sigma_{i}^{s}$ with $z_{i}^{j}=\left(\xi_{i}^{j}, y_{i}^{j}\right), 1 \leqq j \leqq k-1$ and $i=1,2$ from the orbit of $(0, \eta)$ such that $\Pi_{21}(0, \eta)=$ $z_{1}^{1}, \Pi_{12} \circ \Pi_{1}\left(z_{1}^{1}\right)=z_{2}^{1}, \cdots, \Pi_{21} \circ \Pi_{2}\left(z_{2}^{k-1}\right)=(\xi, y)$. Using the "pull back," we have a unique $\zeta_{i}^{j}=\left(s_{i}^{j}, \xi_{i}^{j}, \eta_{i}^{j}\right) \in \Delta_{i}$ satisfying $z_{i}^{j}=\rho_{i}^{s}\left(\zeta_{i}^{j}\right)$. Thus, the following proposition is valid.

Proposition 3.2. (3.2a) The kth entrance set to $a_{1}, \mathrm{En}_{1}^{k}$, is nonempty if and only if the following system of $l_{1}=(2 k-1)(d-1)$ equations has solutions for the $l_{1}+n-1$ unknown variables $\eta, \zeta_{1}^{1}, \cdots, \zeta_{2}^{k-1}, \xi, y$ with $\zeta_{i}^{j}=\left(s_{i}^{j}, \xi_{i}^{j}, \eta_{i}^{j}\right) \in \Delta_{i}$ satisfying the constraints $s_{i}^{j}>0$ for all $i=1,2$ and $1 \leqq j \leqq k-1$ :

$$
\begin{gathered}
\Pi_{21}(0, \eta)=\rho_{1}^{s}\left(\zeta_{1}^{1}\right) \\
\vdots \\
\Pi_{21}\left(\rho_{2}^{u}\left(\zeta_{2}^{k-1}\right)\right)=(\xi, y)
\end{gathered}
$$

(3.2b) The kth exit set from $a_{1}, \mathrm{Ex}_{1}^{k}$, is nonempty if and only if after replacing $(\xi, y)$ by $\rho_{1}^{s}\left(\zeta_{1}^{k}\right)$ with $\zeta_{1}^{k} \in \Delta_{1}$ the same statement of (3.2a) holds true;
(3.2c) The kth entrance set to $a_{2}, \mathrm{En}_{2}^{k}$, is nonempty if and only if the following system of $l_{2}=2 k(d-1)$ equations has solutions for the $l_{2}+n-1$ unknown variables

$$
\eta, \zeta_{1}^{1}, \cdots, \zeta_{1}^{k}, \xi, y
$$

with $\zeta_{i}^{j}=\left(s_{i}^{j}, \xi_{i}^{j}, \eta_{i}^{j}\right) \in \Delta_{i}$ satisfying the constraints $s_{i}^{j}>0$ for all $i=1,2$ and $1 \leqq j \leqq k$ :

$$
\begin{gathered}
\Pi_{21}(0, y)=\rho_{1}^{s}\left(\zeta_{1}^{1}\right) \\
\vdots \\
\Pi_{12}\left(\rho_{1}^{u}\left(\zeta_{1}^{k}\right)\right)=(\xi, y)
\end{gathered}
$$

(3.2d) The $k$ th exit set from $a_{2}, \mathrm{Ex}_{2}^{k}$, is nonempty if and only if after replacing $(\xi, y)$ by $\rho_{2}^{s}\left(\zeta_{2}^{k}\right)$ with $\zeta_{2}^{k} \in \Delta_{2}$ the same statement of (3.2c) holds true.

Solving equations ( $3.2 \mathrm{a}-\mathrm{d}$ ) is more difficult with the constraints $s_{i}^{j}>0$ than without them when those maps $\rho_{i}^{s}$ and $\rho_{i}^{u}$ are considered as the extended maps on the extended domain $\tilde{\Delta}_{i}$ introduced in the previous section. Let us now study the extended equations and leave the consideration of the constraints to the next section.

Note that each system of the extended equations (3.2a-d) might locally define an ( $n-1$ )-dimensional manifold near the origin of the $l$-dimensional Euclidean space $\mathbb{R}^{l}$, where $l=l_{i}+n-1$. In fact, we have the following.

Lemma 3.3. Suppose the equilibria are simple saddle, relatively contractive, and the heteroclinic loop is nondegenerate. Then there exists a small constant $\delta>0$ independent of $k$ such that in the $\delta$-box $B(\delta)$ of the origin in $\mathbb{R}^{l}$ each of the systems of the extended equations (3.2a-d) defines an ( $n-1$ )-dimensional manifold $\mathcal{M}$ in $B(\delta)$ which contains the origin and can be written as the graph of a $C^{1}$ vector-valued function of the last $n-1$ components, i.e., either $\hat{y}=\left(y^{(2)}, \cdots, y^{(n)}\right)$ or $\eta_{i}$, where $l=l_{1}+n-1$, or $l_{2}+n-1$, accordingly.

Proof. We prove the lemma by the implicit function theorem for equation (3.2a) only since the other cases are identical. By using the notation $\Pi_{i j}=\left(P_{i}, Q_{i}\right)^{T}, \rho_{i}^{s}=\left(\xi_{i}, Y_{i}\right)$ and $\rho_{i}^{u}=\left(X_{i}, \eta_{i}\right)$ from the last section, we see that solving equation (3.2a) is equivalent to solving the zero of the following equation:

$$
\Phi(\zeta, \hat{y})=0
$$

where

$$
\begin{aligned}
& \Phi(\zeta, \hat{y})=\left[\begin{array}{c}
-\xi_{1}^{1}+P_{2}(0, \eta) \\
-Y_{1}^{1}+Q_{2}(0, \eta) \\
-\xi_{2}^{1}+P_{1}\left(X_{1}^{1}, \eta_{1}^{1}\right) \\
-Y_{2}^{1}+Q_{1}\left(X_{1}^{1}, \eta_{1}^{1}\right) \\
\vdots \\
-\xi+P_{2}\left(X_{2}^{k-1}, \eta_{2}^{k-1}\right) \\
-y+Q_{2}\left(X_{2}^{k-1}, \eta_{2}^{k-1}\right)
\end{array}\right] \\
& \zeta=\left(\eta, s_{1}^{1}, \xi_{1}^{1}, \eta_{1}^{1}, \cdots, s_{2}^{k-1}, \xi_{2}^{k-1}, \eta_{2}^{k-1}, \xi, y^{(1)}\right) \in \mathbb{R}^{l_{1}}
\end{aligned}
$$

$X_{i}^{j}=X_{i}\left(s_{i}^{j}, \xi_{i}^{j}, \eta_{i}^{j}\right)$ and $Y_{i}^{j}=Y_{i}\left(s_{i}^{j}, \xi_{i}^{j}, \eta_{i}^{j}\right)$. It is obvious that the existence of the heteroclinic loop $\Gamma_{1} \cup \Gamma_{2}$ (at $\alpha=0$ !) implies $\Phi(0,0)=0$. A simple calculation yields that the $l_{1} \times l_{1}$ square Jacobian matrix $\partial \Phi / \partial \zeta$ at $(\zeta, \hat{y})=(0,0)$ has the following diagonal property

$$
\left|\operatorname{det} \frac{\partial \Phi}{\partial \zeta}(0,0)\right|=\left|\operatorname{det} \operatorname{diag}\left(\boldsymbol{M}_{2}, \boldsymbol{M}_{1}, \cdots, \boldsymbol{M}_{1}, \boldsymbol{M}_{2}\right)\right|
$$

where the diagonal blocks have the forms of Lemma 2.3 with all the blocks $M_{i}$ except the last $M_{2}$ taking $e=-\psi_{j}(0,0,0)$. Therefore, the Jacobian matrix is nonsingular. Hence, by the implicit function theorem there exists a $\delta>0$ such that $\Phi(\zeta, \hat{y})=0$ defines in $B(\delta)$ an ( $n-1$ )-dimensional manifold $\mathcal{M}$ (containing the origin at $\alpha=0$ ) which is the graph of a $C^{1}$ function of the variable $\hat{y}$. Moreover, because of the diagonal block structure it is not difficult to see that $\delta$ can be chosen to be independent of the number of the equations $l_{1}=(2 k-1)(d-1)$.

Let $\mathbf{P}$ be the canonical projection from $\mathbb{R}^{l}=\mathbb{R}^{l-(d-1)} \times \mathbb{R}^{d-1}$ onto the last $d-1$ components. Then Lemma 3.3 implies that the projection $\mathbf{P} \mathcal{M}$ of the manifold $\mathcal{M}$ is also the graph of a $C^{1}$ function of the last $n-1$ coordinates. Therefore, we have the following.

Definition 3.4. $\tilde{E} n_{i}^{k}:=\mathbf{P} \mathcal{M}$ and $\tilde{E} x_{i}^{k}:=\rho_{i}^{u}(\mathbf{P} \mathcal{M})$ are called the extended $k$ th entrance set and the extended $k$ th exit set (of $W_{2}^{u}$ ) near $a_{i}$, respectively, according to whether $\mathcal{M}$ is taken to be the manifold defined by the extended equations (3.2a-d) for the entrance sets or the exit sets in Lemma 3.3.

Since all the extended entrance and exit sets exist in some small but fixed $\delta$-box $B(\delta)$ of the center points on the entrance and exit cross sections, respectively, we can easily construct a tubular neighborhood $\mathscr{U}$ of the heteroclinic loop $\mathrm{cl}\left(\Gamma_{1} \cup \Gamma_{2}\right)$ such that the intersections of $\mathscr{U}$ with the entrance and exit cross sections ( $\Sigma_{i}^{s}$ and $\Sigma_{i}^{u}$ ) are exactly those $\delta$-boxes. Thus, we only need to consider the real entrance and exit sets (of $W_{2}^{u}$ ) in $B(\delta)$ and rename $E \beta^{k}:=E \beta^{k} \cap B(\delta)$ for simplicity of notation, where $\beta=n_{i}$ or $x_{i}$. Now we are ready to compare these sets with their extensions. Because the $k$ th extended entrance set $\tilde{E} n_{1}^{k}$ near $a_{1}$ is a graph over the last $n-1$ coordinates $\hat{y}$ on $\Sigma_{1}^{s}$ and the nonemptiness of its intersection with the local stable manifold $W_{1}^{s}$ of $a_{1}$ forces $\hat{y}=0$, we have proved the following.

Corollary 3.5. If $a(k-1)$-heteroclinic orbit from $a_{2}$ to $a_{1}$ exists in $U$, then it must be unique (for the corresponding parameter).

Corollary 3.6. Let $\tilde{E} n_{i}^{k}=\operatorname{graph}(G, H)$ with $\xi=G(\hat{y})$ and $y^{(1)}=H(\hat{y})$. If $\operatorname{dim} W_{1}^{s}=\operatorname{dim} W_{2}^{s}=1,|H(\hat{y})| \leqq \delta_{0} s_{0} / 4$ and the derivative $|D H(\hat{y})| \leqq \frac{1}{2}$ for all $|\hat{y}|<\delta$, then $\tilde{E} n_{i}^{k} \cap \sigma_{i}^{s} \neq \varnothing$ if and only if $0<H(0)$, where $\delta_{0}$ and $s_{0}$ are as in Proposition 2.2.

Proof. Since $\operatorname{dim} W_{1}^{s}=\operatorname{dim} W_{2}^{s}=1, \xi=G(y)=\delta_{0}$, the $x$-component of the center of the entrance section $\Sigma_{i}^{s}$. Since the boundary point $\left(\delta_{0}, y_{0}\right)=\left(\delta_{0}, Y\left(s_{0}, 0\right)\right) \in \partial \sigma_{1}^{s}$ satisfies $y_{0}^{(1)} \geqq \delta_{0} s_{0} / 2>\max |H|$ by Proposition 2.2 and our assumption, the two boundary points $\left(\delta_{0}, y_{0}\right)$ and ( $\delta_{0}, 0$ ) must be in different sides of $\tilde{\mathrm{E}} \mathrm{n}_{i}^{k}$ if $0<H(0)$. The path connectedness of $\sigma_{1}^{s}$ implies there must be a point $\left(\delta_{0}, Y\left(s_{1}, \delta_{0}, 0\right)\right) \in \tilde{\mathrm{E}} \mathrm{n}_{i}^{k}$. This shows $0<H(0)$ is sufficient. To show that it also necessary, suppose it false, i.e., $H(0) \leqq 0$. Since $\tilde{E} n_{1}^{k}=\operatorname{graph}(H)$, then $y_{0}^{(1)}=H(0) \leqq 0$. Thus, $y^{(1)}-y_{0}^{(1)} \leqq|D H||\hat{y}| \leqq|\hat{y}| / 2$ by our assumption. Let $y_{1} \in \tilde{\mathrm{E}} \mathrm{n}_{i}^{k} \cap \sigma_{i}^{s} \neq \varnothing$; then $\left|\hat{y}_{1}\right|<y_{1}^{(1)}$ holds true by Proposition 2.2. It follows that $\left|\hat{y}_{1}\right|-y_{0}^{(1)}<y_{1}^{(1)}-y_{0}^{(1)} \leqq\left|\hat{y}_{1}\right| / 2$ and $0 \leqq\left|\hat{y}_{1}\right| / 2<y_{0}^{(1)}$, a contradiction.

Our main result of this section is as follows.
Theorem 3.7. Let $\tilde{E}_{i}^{k}=\operatorname{graph}(G, H)$ with $\xi=G(\hat{y})$ and $y^{(1)}=H(\hat{y})$. If the derivative of $H$ satisfies $|D H| \leqq \frac{1}{2}$ for all $k, i=1,2$ and $E \beta^{k}$ is nonempty, then $E \beta^{k}=\tilde{E} \beta^{k}$, where $\beta=n_{i}$ or $x_{i}$.

Proof. Suppose it is false; then there exists a first $E \beta^{k}$ such that $E \beta^{k} \neq \tilde{E} \beta^{k}$. We claim first $\beta=x_{i}$. If $\beta=n_{i}$ then there exists a point $p_{0} \in \tilde{E} n_{i}^{k}-\mathrm{En}_{i}^{k}$. Hence, there exists a point $(\zeta, \hat{y}) \in \mathcal{M}$ with $p_{0}=\mathbf{P}(\zeta, \hat{y})$, and $(\zeta, \hat{y})$ has at least one $s_{i}^{j} \leqq 0$, where $\mathcal{M}$ and the projection $\mathbf{P}$ are as in Definition 3.4. To be precise, say $s_{1}^{j} \leqq 0$.

Let us first note the following: Denote $\mathcal{M}=\mathscr{E} \beta^{k}$ according to whether it is obtained by the extended equations for the $k$ th entrance set when $\beta=n_{i}$ or the exit set when $\beta=x_{i}$. Now it is not difficult to see that if $p \in \mathscr{E} \beta^{k}$ then the point $q$, whose components consist of the first $(2 j-1)(d-1)+n-1$ components of $p$, belongs to $\mathscr{E} x_{1}^{j}$ since $q$ satisfies
the first $(2 j-1)(d-1)$ equations (cf. Proposition 3.2). Similarly, if $q$ is obtained by keeping the first $2 j(d-1)+n-1$ components of $p$, then $q$ is in $\mathscr{E} x_{2}^{j}$.

Now, resume our assumption $s_{1}^{j} \leqq 0$ and let $q_{0}$ be such a truncated point of $p_{0}$ which belongs to $\mathscr{E} x_{1}^{j}$. Then $\mathbf{P}\left(q_{0}\right) \in \tilde{E} x_{1}^{j}-\mathrm{Ex}_{1}^{j}$ since $s_{1}^{j} \leqq 0$. This contradicts our assumption for $\tilde{E} n_{i}^{k}$. Hence, the claim holds true.

Since we have $\varnothing \neq \mathrm{Ex}{ }_{i}^{k} \neq \tilde{\mathrm{Ex}}{ }_{i}^{k}$, it follows that there exist $\zeta_{j}=\left(s_{j}, \xi_{j}, \eta_{j}\right) \in \tilde{\Delta}_{i}$ with $j=1,2, s_{1} \leqq 0$, and $s_{2}>0$ such that $\rho_{i}^{s}\left(\zeta_{1}\right) \in \tilde{E} n_{i}^{k}-\operatorname{En}_{i}^{k}$ and $\rho_{i}^{s}\left(\zeta_{2}\right) \in \operatorname{En} n_{i}^{k} \cap \sigma_{i}^{s}$ for the same reason as above on the truncated point $q$. Since $\tilde{E} n_{i}^{k}$ is path connected, being a graph over the path connected set $|\hat{y}|<\delta$, there exists a $\zeta_{0}=\left(s_{0}, \xi_{0}, \eta_{0}\right) \in \tilde{\Delta}_{i}$ with $s_{0}=0$. Hence, $\quad \rho_{i}^{s}\left(\zeta_{0}\right)=\left(\xi_{0}, Y_{i}\left(0, \xi_{0}, \eta_{0}\right)\right)=\left(\xi_{0}, 0\right) \in \partial \sigma_{i}^{s} \cap W_{1 l o c}^{s}$. That is, $\left(\xi_{0}, 0\right) \in \tilde{E} n_{i}^{k}=$ graph $(G, H)$. This implies $\left|y^{(1)}\right| \leqq|D H||\hat{y}| \leqq|\hat{y}| / 2$ by our assumption for all $(\xi, y) \in \tilde{\operatorname{En}} \mathrm{n}_{i}^{k}$. It follows that $\tilde{E} n_{i}^{k} \cap \sigma_{i}^{s}=\varnothing$, since by Proposition $2.2|\hat{y}|<y^{(1)}$ for all $(\xi, y) \in \sigma_{i}^{s}$. This contradicts $\rho_{i}^{s}\left(\zeta_{2}\right) \in \operatorname{En}_{i}^{k} \cap \sigma_{i}^{s} \subset \tilde{E} n_{i}^{k} \cap \sigma_{i}^{s}$.
4. Bifurcation equations. From now on, we shall spell out the parameter explicitly wherever it is necessary. In this section we consider the constraints $s_{i}^{j}>0$ in terms of their sign changes with the parameter, in particular the sign changes of $y^{(1)}=H(0)$. Here $(G, H)$ gives the graph of the extended entrance set. For this reason, we consider the following equations:

$$
\begin{align*}
& \Pi_{21}(0, \eta, \alpha)=(\xi, y),  \tag{4.1a}\\
& \Pi_{21}(0, \eta, \alpha)=\rho_{1}^{s}\left(\zeta_{1}, \alpha\right),  \tag{4.1b}\\
& \Pi_{21}\left(\rho_{2}^{u}\left(\zeta_{2}, \alpha\right), \alpha\right)=(\xi, y),  \tag{4.1c}\\
& \Pi_{21}\left(\rho_{2}^{u}\left(\zeta_{2}, \alpha\right), \alpha\right)=\rho_{1}^{s}\left(\zeta_{1}, \alpha\right),  \tag{4.1d}\\
& \Pi_{12}\left(\rho_{1}^{u}\left(\zeta_{1}, \alpha\right), \alpha\right)=(\xi, y), \\
& \Pi_{12}\left(\rho_{1}^{u}\left(\zeta_{1}, \alpha\right), \alpha\right)=\rho_{2}^{s}\left(\zeta_{2}, \alpha\right),
\end{align*}
$$

which introduce every new $s_{i}^{j}$ or $y^{(1)}$ into our recursive construction of the entrance and exit sets in the last section, where $\zeta_{i}=\left(s_{i}, \xi_{i}, \eta_{i}\right)$.

Note that each of the systems above defines a system of $d-1$ equations with $l_{1}=(d-1)+(n-1)+2$ unknown variables for (4.1a-b) or $l_{2}=2(d-1)+2$ variables for ( $4.1 \mathrm{c}-\mathrm{d}^{\prime}$ ), including the parameters $\alpha_{1}$ and $\alpha_{2}$. Thus, presumably, each of them defines an $\left(l_{i}-(d-1)\right)$-dimensional manifold in $\mathbb{R}^{L_{i}}$ accordingly. Indeed, we have the following lemma.

Lemma 4.1. Suppose the conditions of Theorem A are satisfied. Then there exists a small constant $\delta>0$ such that in the $\delta$-box $B(\delta)$ of the origin in $\mathbb{R}^{l_{i}}$ each of the extended equations (4.1a-d) defines an $\left(l_{i}-(d-1)\right)$-dimensional differential manifold in $B(\delta)$ which can be written as the graph of a $C^{1}$ function of the last ( $\left.n-1\right)+2$ variables $(\hat{y}, \alpha)$ or $(\eta, \alpha)$ when $l_{i}=l_{1}$ or the first $m$ and the last $(n-1)+2$ variables $\left(s_{i}, \xi_{i}, \hat{y}, \alpha\right)$ or $\left(s_{i}, \xi_{i}, \eta, \alpha\right)$ when $l_{i}=l_{2}$, accordingly. Moreover, up to only one nonsingular and differentiable change of the parameter for all the equations (4.1a-d') considered, the following bifurcation equations are satisfied for solutions to (4.1a-d') with the corresponding alphabetical order:

$$
\begin{align*}
& m_{1} y^{(1)}+\cdots+m_{n} y^{(n)}=\alpha_{2}+O\left(|\hat{y}|^{2}\right),  \tag{4.2a}\\
& s_{1}=\alpha_{2}+O\left(\left|\eta_{1}\right|\left|s_{1}\right|+\left|s_{1}\right|^{1+\bar{\nu}_{1}}\right), \\
& m_{1} y^{(1)}+\cdots+m_{n} y^{(n)}=\alpha_{2}+\tau_{2}(\alpha) s_{2}^{1+\nu_{2}}+O\left(\left(\left|\xi_{2}\right|+\left|s_{2}\right|^{\bar{\nu}_{2}}\right)\left|s_{2}\right|^{1+\nu_{2}}+|\hat{y}|^{2}\right), \\
& s_{1}=\alpha_{2}+\tau_{2}(\alpha) s_{2}^{1+\nu_{2}}+O\left(\left(\left|\xi_{2}\right|+\left|s_{2}\right|^{\bar{\nu}_{2}}\right)\left|s_{2}\right|^{1+\nu_{2}}+\left(\left|\eta_{1}\right|+\left|s_{1}\right|^{\bar{\nu}_{1}}\right)\left|s_{1}\right|\right), \\
& \hat{m}_{1} y^{(1)}+\cdots+\hat{m}_{n} y^{(n)}=\alpha_{1}+\tau_{1}(\alpha) s_{1}^{1+\nu_{1}}+O\left(\left(\left|\xi_{1}\right|+\left|s_{1}\right|^{\bar{\nu}_{1}}\right)\left|s_{1}\right|^{1+\nu_{1}}+|\hat{y}|^{2}\right),
\end{align*}
$$

$$
s_{2}=\alpha_{1}+\tau_{1}(\alpha) s_{1}^{1+\nu_{1}}+O\left(\left(\left|\xi_{1}\right|+\left|s_{1}\right|^{\bar{\nu}_{1}}\right)\left|s_{1}\right|^{1+\nu_{1}}+\left(\left|\eta_{2}\right|+\left|s_{2}\right|^{\bar{\nu}_{2}}\right)\left|s_{2}\right|\right),
$$

where $\nu_{i}, \bar{\nu}_{i}$ are as in Proposition 2.1. Here $m_{i}=m_{i}(\alpha)$ are differentiable functions of $\alpha$ satisfying $1 /\left(2 \delta_{0}\right)<m_{1}<2 / \delta_{0}, m_{i} / m_{1}=o(1)$ as $\delta_{0} \rightarrow 0$ for $i \neq 1$ and the analogous properties also hold for $\hat{m}_{i}$. Moreover, the scalar functions, $\tau_{i}=\tau_{i}(\alpha)$, called twist functions, are nonzero, differentiable, and satisfy

$$
\tau_{i}(0) \begin{cases}<0 & \text { if } \Gamma_{i} \text { is twisted }  \tag{4.3}\\ >0 & \text { otherwise } .\end{cases}
$$

Furthermore, the change of the parameters leaves the parameter axes, as sets, invariant, but may reverse their directions.

The basic framework for the proof of this lemma, in particular, the derivation of the bifurcation equations through a modified Lyapunov-Schmidt reduction, has much in common with the spirit of Chow, Deng, and Terman (1990). Thus, we will prove it in the Appendix with necessary modifications given to the twist terms $\tau_{i}(\alpha) s_{i}^{1+\nu_{i}}$ and the order estimates on the higher-order terms.

The following corollaries concern the conditions of Corollary 3.6 and Theorem 3.7 when the parameter is taken into consideration.

Corollary 4.2. Let $\tilde{\operatorname{En}}{ }_{i}^{k}=\operatorname{graph}(G(\cdot, \alpha), H(\cdot, \alpha))$ with $\xi=G(\hat{y}, \alpha)$ and $y^{(1)}=$ $H(\hat{y}, \alpha)$. Then $\delta_{0}$ and $\delta$ can be chosen sufficiently small but fixed such that $|H(\hat{y}, \alpha)| \leqq$ $\delta_{0} S_{0} / 4$ and $|D H(\hat{y}, \alpha)| \leqq \frac{1}{2}$ for all $|\hat{y}|,|\alpha|<\delta$ and $k \geqq 1$, where $D$ is the differentiation operator in $\hat{y}$.

Proof. Using (4.2c) or (4.2c'), we have

$$
\left|y^{(1)}\right| \leqq\left[\max _{i \neq 1}\left|m_{i}(\alpha)\right| \delta+O(\delta)\right] / m_{1}(\alpha)=o(1) \delta+2 \delta_{0} O(\delta)
$$

and

$$
|D H| \leqq\left[\max _{i \neq 1}\left|m_{i}(\alpha)\right|+O\left(\delta^{\nu_{0}}\right)\right] / m_{1}(\alpha)=o(1)+2 \delta_{0} O\left(\delta^{\nu_{0}}\right)
$$

where $\nu_{0}=\min \left\{\nu_{1}, \nu_{2}, \bar{\nu}_{1}, \bar{\nu}_{2}\right\}$. Choosing $\delta_{0}$ and $\delta$ so small but fixed implies the desired estimates.

Corollary 4.3. $\delta$ can be chosen small so that if $\tilde{\operatorname{En}}{ }_{i}^{k}=\operatorname{graph}(G(\cdot, \alpha), H(\cdot, \alpha))$ crosses the stable manifold $W_{\text {iloc }}^{s} \cap \Sigma_{i}^{s}$, then it does so transversely in $\alpha_{j}$ in the sense that $\partial H(0, \alpha) / \partial \alpha_{j}>0$ for $|\alpha|<\delta$. In other words, if $H\left(0, \alpha^{0}\right)=0$ then for the fixed ith component $\alpha_{i}=\alpha_{i}^{0}, H(0, \alpha)>0$ if and only if $\alpha_{j}>\alpha_{j}^{0}$.

Proof. Using (4.2c) or (4.2c') again, we have $m_{1}(\alpha) H(0, \alpha)=\alpha_{j}+O\left(|\alpha|^{1+\nu_{0}}\right)$ with $\nu_{0}=\min \left\{\nu_{1}, \nu_{2}, \bar{\nu}_{1}, \bar{\nu}_{2}\right\}$. Thus

$$
\partial H(0, \alpha) / \partial \alpha_{j} \geqq\left(1-\left[\left|\frac{\partial m_{1}}{\partial \alpha_{j}} H(0, \alpha)\right|+O\left(|\alpha|^{\nu_{0}}\right)\right]\right) / m_{1}(\alpha)>0
$$

for $|\alpha|<\delta$ by an appropriately chosen small $\delta$.
Corollary 4.4. The first entrance set $\mathrm{En}_{1}^{1}$ to $a_{1}$ intersects the domain $\sigma_{1}^{s}$ of the local map nonempty if and only if $\alpha_{2}>0$.

Proof. By (4.2b), $s_{1}=\alpha_{2}+O\left(\left|\eta_{1}\right|\left|s_{1}\right|+\left|s_{1}\right|^{1+\nu_{1}}\right)$, implying $s_{1}>0$ if and only if $\alpha_{2}>0$.
5. Proof of Theorem A. As we mentioned earlier, Theorem A has been proved in Chow, Deng, and Terman (1990), except for the directions of homoclinic bifurcations and the $k$-heteroclinic orbits. Thus, we are going to outline the proof from that paper and provide the necessary details for the other part of the proof.

Consider the Poincaré map $\Pi_{11}=\Pi_{21} \circ \Pi_{2} \circ \Pi_{12} \circ \Pi_{1}$ from a subset of $\sigma_{1}^{s}$ into the entrance section $\Sigma_{1}^{s}$ near $a_{1}$. Using the Sil'nikov changes of variables, we can similarly reduce the problem of finding periodic points of $\Pi_{11}$ into solving a system of equations for the unknown Sil'nikov variables with the constraints $s_{i}>0$. The conditions of the nondegenerate heteroclinic loop and the relative contraction for the simple saddle equilibria imply that the extended system has a unique solution parametrized by $\alpha$ by the implicit function theorem. This uniqueness allows us to consider the simple homoclinic, periodic orbits only. Thus, by the implicit function theorem, we solve $\left(\zeta_{1}^{*}, \zeta_{2}^{*}\right)(\alpha)=\left(s_{1}^{*}, \xi_{1}^{*}, \eta_{1}^{*}, s_{2}^{*}, \xi_{2}^{*}, \eta_{2}^{*}\right)(\alpha)$ as the solution for the extended equations $\Pi_{12}\left(\rho_{1}^{u}\left(\zeta_{1}, \alpha\right), \alpha\right)=\rho_{2}^{s}\left(\zeta_{2}, \alpha\right)$ and $\Pi_{21}\left(\rho_{2}^{u}\left(\zeta_{2}, \alpha\right), \alpha\right)=\rho_{1}^{s}\left(\zeta_{1}, \alpha\right)$, where $\zeta_{i}=\left(s_{i}, \xi_{i}, \eta_{i}\right)$ with $\left|\zeta_{i}^{*}(\alpha)\right|=O(|\alpha|)$. Now, substituting $\zeta_{1}^{*}$ and $\zeta_{2}^{*}$ into the bifurcation equation (4.2d') and (4.2d), we have $s_{2}^{*}=\alpha_{1}+O\left(|\alpha|^{1+\nu_{0}}\right)$ and $s_{1}^{*}=\alpha_{2}+O\left(|\alpha|^{1+\nu_{0}}\right)$. It follows that the map $\alpha \rightarrow\left(s_{1}^{*}, s_{2}^{*}\right)$ is a diffeomorphism. Thus, the sector $\Lambda$ for the periodic orbits is given by $s_{1}^{*}>0$ and $s_{2}^{*}>0$ and the curve hom ${ }_{1}$ for 1-homoclinic orbits from $a_{1}$ to $a_{1}$ is given as a piece of the boundary $\partial \Lambda$ with $s_{1}^{*}=0$ but $s_{2}^{*}>0$. Substituting $s_{1}^{*}=0$ and $s_{2}^{*}>0$ into (4.2d') and (4.2d), again we have $s_{2}^{*}=\alpha_{1}+O(|\alpha|)\left|s_{2}^{*}\right|^{1+\nu_{0}}$, implying $\alpha_{1}>0$, and

$$
\begin{equation*}
0=\alpha_{2}+\tau_{2}(\alpha) s_{2}^{* 1+\nu_{2}}+O(|\alpha|)\left|s_{2}^{*}\right|^{1+\nu_{2}}, \tag{5.1}
\end{equation*}
$$

implying $\alpha_{2}=\operatorname{hom}_{1}\left(\alpha_{1}\right)=\left[-\tau_{2}(\alpha)+O(|\alpha|)\right]\left|s_{2}^{*}\right|^{1+\nu_{2}}$. Therefore, the bifurcation directions in (i) hold true because of (4.3). Finally, to complete the proof, we only need to prove (ii).

Let us consider the $3(d-1)$ equations $\Pi_{21}(0, \eta, \alpha)=\rho_{1}^{s}\left(\zeta_{1}, \alpha\right)$,

$$
\Pi_{12}\left(\rho_{1}^{u}\left(\zeta_{1}, \alpha\right), \alpha\right)=\rho_{2}^{s}\left(\zeta_{2}, \alpha\right), \text { and } \Pi_{21}\left(\rho_{2}^{u}\left(\zeta_{2}, \alpha\right)\right)=(\xi, 0) \quad \text { for } 3(d-1)+1 \text { variables, }
$$

including the two parameters $\alpha_{1}$ and $\alpha_{2}$, and assume $\Gamma_{2}$ is twisted first. We solve the following $3(d-1)-1$ equations first:

$$
\Phi(\zeta, \alpha)=\left[\begin{array}{c}
-\xi_{1}+P_{2}(0, \eta, \alpha)  \tag{5.2}\\
-Y_{1}+Q_{2}(0, \eta, \alpha) \\
-\xi_{2}+P_{1}\left(X_{1}, \eta_{1}, \alpha\right) \\
-Y_{2}+Q_{1}\left(X_{1}, \eta_{1}, \alpha\right) \\
-\xi+P_{2}\left(X_{2}, \eta_{2}, \alpha\right) \\
\hat{Q}_{2}\left(X_{2}, \eta_{2}, \alpha\right)
\end{array}\right]=0,
$$

with $\hat{Q}_{2}=\left(Q_{2}^{(2)}, \cdots, Q_{2}^{(n)}\right)$, and solve the leftover equation $Q_{2}^{(1)}\left(X_{2}, \eta_{2}, \alpha\right)=0$ later, where $\zeta=\left(\eta, s_{1}, \xi_{1}, \eta_{1}, s_{2}, \xi_{2}, \eta_{2}, \xi\right)$. The existence of the heteroclinic loop implies $\Phi(0,0)=0$ and a simple calculation shows the Jacobian square matrix satisfies

$$
\left|\operatorname{det} \frac{\partial \Phi}{\partial \zeta}(0,0)\right|=\left|\operatorname{det} \operatorname{diag}\left(M_{2}, M_{1}, \hat{M}_{2}\right)\right|
$$

where $M_{i}$ and $\hat{M}_{2}$ are the same as in Lemma 2.3 with $e$ being $\psi_{j}(0,0)$ in $M_{i}$. Hence, it follows from Lemma 2.3 that the Jacobian $\partial \Phi / \partial \zeta(0,0)$ is nonsingular and $\zeta$ can be solved as a $C^{1}$ function $\zeta^{*}$ of $\alpha$ satisfying $\zeta^{*}(0)=0$ by the implicit function theorem. Substituting $\zeta=\zeta^{*}(\alpha)$ into the remaining equation $Q_{2}^{(1)}\left(X_{2}^{*}, \eta_{2}^{*}, \alpha\right)=0$, we find it equivalent to solving $\alpha$ from

$$
\begin{align*}
& \xi^{*}=P_{2}\left(X_{2}^{*}, \eta_{2}^{*}, \alpha\right), \\
& 0=Q_{2}\left(X_{2}^{*}, \eta_{2}^{*}, \alpha\right) . \tag{5.3}
\end{align*}
$$

Notice that this equation has the form of the connecting equation (4.2c) and the corresponding bifurcation equation (4.2c) of Lemma 4.1 applies. Thus, it is equivalent to

$$
\begin{equation*}
0=\alpha_{2}+\tau_{2}(\alpha)\left|s_{2}^{*}\right|^{1+\nu_{2}}+O\left(\left(\left|\xi_{2}^{*}\right|+\left|s_{2}^{*}\right|^{\bar{\nu}_{2}}\right)\left|s_{2}^{*}\right|^{1+\nu_{2}}\right) . \tag{5.4}
\end{equation*}
$$

Since $s_{2}^{*}, \xi_{2}^{*}=O(|\alpha|)$, this equation always has a unique solution $\alpha_{2}:=1$-het ${ }_{2}\left(\alpha_{1}\right)$ for every $\alpha_{1}$ by the implicit function theorem. Since $\Gamma_{2}$ is twisted, then $\tau_{2}(\alpha)<0$. This implies 1 -het $\hat{2}_{2}>0$. Also 1 -het $\hat{2}_{2}=O\left(\left|\alpha_{1}\right|^{1+\nu_{2}}\right)$. To see if the constraint $s_{1}^{*}(\alpha)>0$ and $s_{2}^{*}(\alpha)>0$ are satisfied at $\alpha \in 1$-het ${ }_{2}$ we need to consider the other two bifurcation equations (4.2b) and (4.2d') corresponding to the first two connections:

$$
\begin{align*}
& s_{1}^{*}=\alpha_{2}+O\left(\left|\eta_{1}^{*}\right|\left|s_{1}^{*}\right|+\left|s_{1}^{*}\right|^{1+\bar{\nu}_{1}}\right)  \tag{5.5a}\\
& s_{2}^{*}=\alpha_{1}+\tau_{1}(\alpha)\left|s_{1}^{*}\right|^{1+\nu_{1}}+O\left(\left(\left|\xi_{1}^{*}\right|+\left|s_{1}^{*}\right|^{\bar{\nu}_{1}}\right)\left|s_{1}^{*}\right|^{1+\nu_{1}}+\left(\left|\eta_{2}^{*}\right|+\left|s_{2}^{*}\right|^{\bar{\nu}_{2}}\right)\left|s_{2}^{*}\right|\right) \tag{5.5b}
\end{align*}
$$

From (5.5a) and $\alpha_{2}=1-\operatorname{het}_{2}^{\hat{2}}\left(\alpha_{1}\right)>0$ it is obvious to see that $s_{1}^{*}>0$ is automatically satisfied. Moreover, $s_{1}^{*}=O\left(\alpha_{2}\right)=O\left(\left|\alpha_{1}\right|^{1+\nu_{2}}\right)$. Substituting this order for $s_{1}^{*}$ into (5.5b) yields $s_{2}^{*}>0$ if and only if $\alpha_{1}>0$ since $\alpha_{1}$ is the leading term in the right-hand side when $s_{1}^{*}$ and $\alpha_{2}$ are of order $O\left(\left|\alpha_{1}\right|^{1+\nu_{2}}\right)$. Let 1-het ${ }_{2}:=1$-het $\left.{ }_{2}\right|_{\alpha_{1}>0}$ be the desired curve.

To show the nonexistence of $k$-heteroclinic orbits for $k \geqq 1$ under the nontwist assumption for $\Gamma_{2}$, let us solve a system of equations similar to (5.2). Analogously, it is equivalent to solving those $\alpha$ from the following bifurcation equations so that $s_{i}^{j^{*}}(\alpha)>0$ for all $i, j$ :

$$
\begin{align*}
& s_{1}^{1^{*}}=\alpha_{2}+O\left(\left(\left|\eta_{1}^{1^{*}}\right|+\left|s_{1}^{1^{*}}\right|^{\bar{\nu}_{1}}\right)\left|s_{1}^{1^{*}}\right|\right) \\
& s_{2}^{1^{*}}=\alpha_{1}+\tau_{1}\left|s_{1}^{1^{*}}\right|^{1+\nu_{1}}+O\left(\left(\left|\xi_{1}^{*^{*}}\right|+\left|s_{1}^{1^{*}}\right|^{\bar{\nu}_{1}}\right)\left|s_{1}^{1^{*}}\right|^{1+\nu_{1}}+\left(\left|\eta_{2}^{1^{*}}\right|+\left|s_{2}^{1^{*}}\right|^{\bar{\nu}_{2}}\right)\left|s_{2}^{1^{*}}\right|\right)  \tag{5.6}\\
& \quad \vdots \\
& 0=\alpha_{2}+\tau_{2}\left|s_{2}^{k^{*}}\right|^{1+\nu_{2}}+O\left(\left(\left|\xi_{2}^{k^{*}}\right|+\left|s_{2}^{k^{*}}\right|^{\bar{\nu}_{2}}\right)\left|s_{2}^{k^{*}}\right|^{1+\nu_{2}}\right) .
\end{align*}
$$

Since $\tau_{2}>0$, the last equation implies $\alpha_{2}<0$. This forces $s_{1}^{1^{*}}<0$ from the first equation. This completes the proof.
6. Proof of Theorem B. To prove Theorem B we need the following three lemmas.

When $\operatorname{dim} W_{i}^{s}=1$, two given graphs $E_{j}=\operatorname{graph}\left(H_{j}\right)$ over $\hat{y}$ on the entrance set $\Sigma_{i}^{s}$ are denoted by $E_{1} \leqq E_{2}$ if $H_{1}(\hat{y}) \leqq H_{2}(\hat{y})$, or $E_{1}<E_{2}$ if $H_{1}(\hat{y})<H_{2}(\hat{y})$ for all common $\hat{y}$. A point $p=\left(\delta_{0}, y\right) \in \Sigma_{i}^{s}$ is said to satisfy $p \leqq(<) E=\operatorname{graph}(H)$ if $y^{(1)} \leqq(<) H(\hat{y})$. In what follows, let $\mathrm{Fx}_{1}^{0}:=W_{1 \text { loc }}^{u} \cap \Sigma_{1}^{u}$ and $\mathrm{Fn}_{1}^{1}$ be the corresponding first entrance set of $W_{1}^{u}$ to $a_{1}$. Their definitions are analogous to $\mathrm{Ex}_{2}^{0}$ and $\mathrm{En}_{1}^{1}$, respectively. Now we have Lemma 6.1 (cf. Fig. 6.1).

Lemma 6.1. If $\operatorname{dim} W_{1}^{s}=\operatorname{dim} W_{2}^{s}=1$ and all the entrance sets $\mathrm{Fn}_{i}^{1}$ and $\mathrm{En}_{i}^{j}$ to $a_{i}$ up to a given number $k \geqq j$ are nonempty graphs over the $\hat{y}$-axis, then

$$
\begin{equation*}
\text { If } \Gamma_{2} \text { is twisted but } \Gamma_{1} \text { is not, then } \tag{6.1a}
\end{equation*}
$$

$$
\operatorname{En}_{1}^{2}<\operatorname{En}_{i}^{j}<\operatorname{Fn}_{1}^{1}<\operatorname{En}_{1}^{1} \quad \text { for } 3 \leqq j \leqq k ;
$$

(6.1b) If both $\Gamma_{1}$ and $\Gamma_{2}$ are twisted, then

$$
\mathrm{Fn}_{1}^{1}<\mathrm{En}_{i}^{k}<\operatorname{En}_{i}^{k-1}<\cdots<\operatorname{En}_{1}^{2}<\operatorname{En}_{1}^{1}
$$

Proof. The proof is based on the following two simple observations: (1) The range $\sigma_{i}^{u}$ of the local map $\Pi_{i}$ contains all the exit sets and lies to one side of the corresponding initial exit graph $\left(\mathrm{Fx}_{1}^{0}\right.$ or $\mathrm{Ex}_{1}^{0}$ ). The images of the exit sets under the global map $\Pi_{i j}$
lie below (above), i.e., $<(>)$, the corresponding first entrance graph to the other equilibrium $a_{j}$ if the connection $\Gamma_{i}$ from $a_{i}$ to $a_{j}$ is twisted (nontwisted); (2) For a given pair of entrance graphs near a given equilibrium $a_{i}$ ordered by $<$, the ordering $(<)$ for the consecutive entrance graphs near the other equilibrium $a_{j}$ is (not) to be reversed if the connection $\Gamma_{i}$ from $a_{i}$ to $a_{j}$ is (not) twisted.

To show (6.1(a)), we have $\mathrm{Ex}_{2}^{J} \subset \sigma_{2}^{u}$, thus $\mathrm{En}_{1}^{j+1}<\mathrm{En}_{1}^{1}$ for all $j \geqq 1$ by (1). By (2), the single twist and $\operatorname{En}_{1}^{j}<\operatorname{En}_{1}^{1}$ imply $\operatorname{En}_{1}^{2}<\operatorname{En}_{1}^{j+1}$ for all $j \geqq 2$. Since $\mathrm{Fn}_{2}^{1}<\operatorname{En}_{2}^{j}$ for $j \geqq 1$ by (1), we have $\mathrm{En}_{1}^{j+1}<\mathrm{Fn}_{1}^{2}$ by (2) (see Fig. 6.1(a)). To show (6.1(b)), we have $\mathrm{En}_{2}^{j}<\mathrm{Fn}_{2}^{1}$ and $\mathrm{En}_{1}^{j+1}<\mathrm{En}_{1}^{1}$ for all $j \geqq 1$ by (1). The twist of $\Gamma_{2}$ and $\mathrm{En}_{2}^{j}<\mathrm{Fn}_{2}^{1}$ imply $\mathrm{Fn}_{1}^{1}<\mathrm{En}_{1}^{j+1}$ for all $j \geqq 0$ by (2). The double twists and $\operatorname{En}_{1}^{2}<\operatorname{En}_{1}^{1}$ imply $\operatorname{En}_{1}^{3}<\operatorname{En}_{1}^{2}$ by (2). Last, a simple inductive argument shows $\mathrm{En}_{1}^{j+1}<\mathrm{En}_{1}^{j}$ for all $j \geqq 1$ (see Fig. 6.1(b)).

Lemma 6.2. If $\operatorname{dim} W_{1}^{s}=\operatorname{dim} W_{2}^{s}=1$ and $\left|\alpha_{2}\right|<\alpha_{1}$, then the kth exit set $\mathrm{Ex}_{1}^{k}$ from $a_{1}$ is nonempty if all the previous $k-1$ exit sets $\mathrm{Ex}_{1}^{j}$ from $a_{1}$ are nonempty and the kth extended entrance set $\tilde{E} n_{1}^{k}$ near $a_{1}$ has nonempty intersection with the domain $\sigma_{1}^{s}$ of the local map $\Pi_{1}$.

Proof. We first claim that the $(k-1)$ st exit set $\mathrm{Ex}_{2}^{k-1}$ from $a_{2}$ is nonempty. Since $\mathrm{Ex}_{1}^{k-1} \neq \varnothing$, the $(k-1)$ st entrance set $\mathrm{En}_{2}^{k-1}$ to $a_{2}$ is nonempty. By $|D H(\cdot, \alpha)| \leqq \frac{1}{2}$ of Corollary 4.2 and Theorem 3.7, we have $\operatorname{En}_{2}^{k-1}=\tilde{\operatorname{En}} n_{2}^{k-1}=\operatorname{graph}(G(\cdot, \alpha), H(\cdot, \alpha))$. Using the bifurcation equation ( $4.2 \mathrm{c}^{\prime}$ ) we have

$$
H(0, \alpha)=\left[\alpha_{1}+O\left(|\alpha|^{1+\nu_{0}}\right)\right] / m_{1}(\alpha)>0,
$$



Fig. 6.1. (a) $\Gamma_{2}$ is twisted but $\Gamma_{1}$ is not twisted; (b) Both $\Gamma_{1}$ and $\Gamma_{2}$ are twisted.
since $\alpha_{1}$ is dominating by our assumption $\alpha_{1}>\left|\alpha_{2}\right|$. It follows from $|H(\hat{y}, \alpha)| \leqq \delta_{0} s_{0} / 4$ of Corollary 4.2 and Corollary 3.6 that $\tilde{E} n_{2}^{k-1} \cap \sigma_{2}^{s} \neq \varnothing$. Hence,

$$
\mathrm{Ex}_{2}^{k-1}=\Pi_{2}\left(\operatorname{En}_{2}^{k-1} \cap \sigma_{2}^{s}\right) \neq \varnothing
$$

The claim is proved. Obviously, this claim implies the $k$ th entrance set $E n_{1}^{k}$ to $a_{1}$ is nonempty and equal to its extension $\tilde{E} n_{1}^{k}$ by Corollary 4.2 and Theorem 3.7. Thus, the condition $\tilde{E} n_{1}^{k} \cap \sigma_{1}^{s} \neq \varnothing$ implies the $k$ th exit set $\mathrm{Ex}_{1}^{k}$ near $a_{1}$ is nonempty.

Combining Corollary 3.6, Theorem 3.7, and Corollaries 4.2, 4.3 above we have the following important result.

LEMMA 6.3. If $\operatorname{dim} W_{1}^{s}=\operatorname{dim} W_{2}^{s}=1$ and $p_{i}=W_{i l o c}^{s}(\alpha) \cap \Sigma_{i}^{s} \in \tilde{E} n_{i}^{k}$ at some $\alpha=$ $\alpha^{0}=\left(\alpha_{1}^{0}, \alpha_{2}^{0}\right)$ with $k \geqq 1$, then for the fixed ith component $\alpha_{i}=\alpha_{i}^{0}, \tilde{\mathrm{E}} \mathrm{n}_{i}^{k} \cap \sigma_{i}^{s} \neq \varnothing$ if and only if $\alpha_{j}>\alpha_{j}^{0}$, where $|\alpha|<\delta$. Moreover, if $\mathrm{En}_{i}^{k}$ is nonempty then the same statement holds true for $\mathrm{En}_{i}^{k}$.

Proof. Let $\tilde{E} n_{i}^{k}=\operatorname{graph}(H(\cdot, \alpha))$. Corollary 4.3 implies $H(0, \alpha)>0$ for $\alpha_{i}=\alpha_{i}^{0}$ if and only if $\alpha_{j}>\alpha_{j}^{0}$. Since Corollary 4.2 implies the conditions $|D H|<\frac{1}{2}$ and $|H| \leqq \delta_{0} s_{0} / 4$ of Corollary 3.6, we conclude from Corollary 3.6 that $\tilde{E} n_{i}^{k} \cap \sigma_{i}^{s} \neq \varnothing$ for $\alpha_{i}=\alpha_{i}^{0}$ if and only if $\alpha_{j}>\alpha_{j}^{0}$. By the condition $|D H|<\frac{1}{2}$ of Corollary 4.2 and Theorem 3.7, we have $\mathrm{En}_{i}^{k}=\tilde{\mathrm{E}} \mathbf{n}_{i}^{k}$.

Proof of Theorem B. (i) Corollary 4.2 implies the conditions of Corollary 3.6. The nonemptiness of the $k$ th entrance set $\mathrm{En}_{1}^{k}$ with $k \geqq 3$ implies $\mathrm{En}_{1}^{2} \cap \sigma_{1}^{s} \neq \varnothing$. Hence, by Corollary 3.6, $0<H(0)$, where $\mathrm{En}_{1}^{2}=\operatorname{graph}(H)$, implying the center point $p_{1}=$ $W_{1 \mathrm{loc}}^{s}(\alpha) \cap \Sigma_{1}^{s}$ lies below the second entrance set $E n_{1}^{2}$. It follows from (6.1a) that the existence of $k$-heteroclinic orbits from $a_{2}$ to $a_{1}$ is impossible for $k \geqq 2$. This together with Theorem A(ii) proves the uniqueness of the 1-heteroclinic orbit from $a_{2}$ to $a_{1}$.

Let 1 -het ${ }_{2}$ be as in Theorem A. To show 1-het ${ }_{2}\left(\alpha_{1}\right)>\operatorname{hom}_{1}\left(\alpha_{1}\right)$ for $\alpha_{1}>0$, we notice that $\mathrm{Fn}_{1}^{1}$ is nonempty in the spirit of Corollary 4.4. By (6.1a) we have $\mathrm{En}_{1}^{2}<\mathrm{Fn}_{1}^{1}<$ $\mathrm{En}_{1}^{1}$. It follows that with $\alpha_{2}$ increasing, the homoclinic connection $p_{1} \in \mathrm{Fn}_{1}^{1}$ takes place before the single heteroclinic connection $p_{1} \in \mathrm{En}_{1}^{2}$ does by the transverse crossing property of Corollary 4.3 and Lemma 6.3.
(ii) First we zoom in the region of the parameter where ( $k-1$ )-heteroclinic orbits (from $a_{2}$ to $a_{1}$ ) can take place. We first claim there exists a ( $k-1$ )-heteroclinic orbit only if $0 \leqq \alpha_{2}<\operatorname{hom}_{1}\left(\alpha_{1}\right)$ with $\alpha_{1}>0$, where hom ${ }_{1}$ is the bifurcation curve for the 1-homoclinic orbit at $a_{1}$. If $\alpha_{1}<0$ then $\mathrm{En}_{2}^{k}<\mathrm{Fn}_{2}^{1}<p_{2}$ for all $k \geqq 1$ by Corollary 4.4 and the twist of $\Gamma_{1}$. Thus, $\mathrm{En}_{2}^{k} \cap \sigma_{2}^{s}=\varnothing$ by Corollary 3.6. Hence, $E n_{1}^{k+1}=\varnothing$ for $k \geqq 1$. If $\alpha_{2}>\operatorname{hom}_{1}\left(\alpha_{1}\right)$ then $p_{1}<\mathrm{Fn}_{1}^{1}$ by Corollary 4.3. By Lemma 6.1 $p_{1}<\mathrm{Fn}_{1}^{1}<\mathrm{En}_{1}^{k}$ for all $k \geqq 1$. This proves our claim.

The existence of these heteroclinic bifurcation curves $(k-1)$-het ${ }_{2}$ in the region $0 \leqq \alpha_{2}<\operatorname{hom}_{1}\left(\alpha_{1}\right)$ is an immediate consequence of the following claim: in $0 \leqq \alpha_{2}<$ $\operatorname{hom}_{1}\left(\alpha_{1}\right)$ there exists a unique $\alpha_{2}=(k-1)$-het ${ }_{2}\left(\alpha_{1}\right)$ for every $k \geqq 1$ such that $p_{1}<\operatorname{En}_{1}^{k}$ if and only if $\alpha_{2}>(k-1)-$ het $_{2}\left(\alpha_{1}\right)$. We proceed by induction. When $k=1$, it is trivial by the existence of the primary heteroclinic orbits and the transverse crossing property of Corollary 4.4. Suppose the claim holds true for $k-1$. Then, by Lemma 6.3 we have $\operatorname{En}_{1}^{k-1} \cap \sigma_{1}^{s}=\varnothing$ for $\alpha_{2}<(k-2)$-het ${ }_{2}\left(\alpha_{1}\right)$; hence, $(k-1)$-heteroclinic orbits do not exist. Again, by Lemma 6.2 and 6.3 we have $\operatorname{En}_{1}^{k} \neq \varnothing$ for $(k-2)$ - het $_{2}\left(\alpha_{1}\right)<\alpha_{2} \leqq \operatorname{hom}_{1}\left(\alpha_{1}\right)<$ $\alpha_{1}$. On the other hand, Corollary 4.4 implies $\mathrm{Fn}_{2}^{1} \cap \sigma_{2}^{s} \neq \varnothing$ and thus $\mathrm{Fn}_{1}^{1} \neq \varnothing$ for these parameters. The transverse crossing properties of Lemma 6.3 and Corollary 3.6 imply $\mathrm{Fn}_{1}^{1}<p_{1}$ for $\alpha_{2}<\operatorname{hom}_{1}\left(\alpha_{1}\right)$. Lemma 6.1 implies $\mathrm{Fn}_{1}^{1}<\mathrm{En}_{1}^{k}$. It follows from the continuity of $\mathrm{En}_{1}^{1}$ on the parameter that when $0<\alpha_{2}-(k-2)$-het ${ }_{2}\left(\alpha_{1}\right) \ll 1, \mathrm{En}_{1}^{k-1}$ is sufficiently close to the stable manifold $W_{1}^{s}$, and $\mathrm{Ex}_{1}^{k-1}$ is close to $\mathrm{Fx}_{1}^{0}$. Therefore, $\mathrm{Fn}_{1}^{1}<\mathrm{En}_{1}^{k}<p_{1}$ holds. Since $p_{1} \in \mathrm{Fn}_{1}^{1}<\mathrm{En}_{1}^{k}$ at $\alpha_{2}=\operatorname{hom}_{1}\left(\alpha_{1}\right)$, there must be an $\alpha_{2}^{k-1}$
such that $p_{1} \in \mathrm{En}_{1}^{k}$ at $\left(\alpha_{1}, \alpha_{2}^{k-1}\right)$. Because Lemma 6.3 implies this crossing is transverse, $p_{1}<\mathrm{En}_{1}^{k}$ if and only if $\alpha_{2}>\alpha_{2}^{k-1}$. Let $\alpha_{2}^{k-1}:=(k-1)$-het ${ }_{2}\left(\alpha_{1}\right)$. This completes the claim. Furthermore, by the property of transverse crossing, the function ( $k-1$ )-het ${ }_{2}$ is also differentiable by the implicit function theorem.

Finally, to show the inaccessibility of the homoclinic bifurcation curve hom from $_{1}$ below, we suppose to the contrary that $(k-1)-$ het $_{2}\left(\alpha_{1}^{0}\right) \rightarrow \alpha_{2}^{0}<$ hom $_{1}\left(\alpha_{1}^{0}\right)$ for some $\alpha_{1}^{0}$. Then, at $\alpha^{0}=\left(\alpha_{1}^{0}, \alpha_{2}^{0}\right) \mathrm{En}_{1}^{k} \neq \varnothing$ for all $k$. Let $\lim _{k \rightarrow \infty} \mathrm{En}_{1}^{k}=E^{\infty}$. Then $E^{\infty} \geqq p_{1}>\mathrm{Fn}_{1}^{1}$ at $\alpha^{0}$. Thus, $p_{1} \notin E^{\infty}$ because otherwise $\mathrm{Fn}_{1}^{1}<\mathrm{En}_{1}^{k}<p_{1}$ for sufficiently large $k$ for $\mathrm{En}_{1}^{k}$ would be sufficiently close to the stable manifold $W_{1}^{s}$ and $\mathrm{En}_{1}^{k+1}$ would be empty. Therefore, $p_{1}<E^{\infty}$. But, in this case, by moving $\alpha_{2}$ down a little, i.e., $0<\alpha_{2}^{0}-\alpha_{2} \ll 1$, $p_{1}<E^{\infty} \leqq \mathrm{En}_{1}^{k}$ would still hold true for all $k$ and $\alpha=\left(\alpha_{1}^{0}, \alpha_{2}\right)$. Thus, there would exist a $k$ such that $\alpha_{2}<(k-1)-\operatorname{het}_{2}\left(\alpha_{1}\right)$. This would imply $\operatorname{En}_{1}^{k}<p_{1}$ by our second claim above. This is a contradiction.
7. Remarks. (a) It seems that the bifurcation equations (5.6) are solvable for $s_{i}^{j^{*}}(\alpha)>0$ if the twist functions $\tau_{1}$ and $\tau_{2}$ are all negative. Incidentally, by neglecting the higher-order terms, the truncated recursive formulas do give rise to a monotone increasing set $s_{2}^{i^{*}}$ for $i=1, \cdots, k-1$ with $s_{2}^{1^{*}}=\alpha_{1}+\tau_{1} \alpha_{2}^{1+\nu_{1}}>0$ and a monotone decreasing set $s_{1}^{i^{*}}$ for $i=1, \cdots, k$ with $s_{1}^{k^{*}}:=\alpha_{2}+\tau_{2}\left|s_{2}^{k-1^{*}}\right|^{1+\nu_{2}}=0$. Furthermore, the ( $k-$ 1)- het $_{2}$ curve is then defined by the recursive formulas. Unfortunately, this argument fails when those fuzzy error terms are taken into consideration. A similar situation of our losing control over the full system appears in the homoclinic bifurcations with resonant principal eigenvalues (i.e., $\lambda_{1}(0)=\mu_{1}(0)$ in our notation) studied by Chow, Deng, and Fiedler (1990). This is the reason we impose the condition $\operatorname{dim} W^{s}=m=1$ and approach our problem topologically by considering the entrance and exit sets and their extensions. We feel that this restriction may not be merely technical, since without it the position of $\mathrm{Fn}_{1}^{1}$ relative to $\mathrm{En}_{1}^{k}$ may behave in an unpredictable way.
(b) It can be easily seen from the bifurcation equation (5.1) that the asymptotic tangency of the homoclinic curve hom $_{i}$ is completely determined by the sign $\lambda_{j}+\mu_{j}$ for $i \neq j$. That is, hom $m_{i}$ is asymptotically tangent to the $\alpha_{i}$-axis at $\alpha=0$ for a relatively contractive $a_{j}$, or the $\alpha_{j}$-axis for a relatively repelling $a_{j}$, or tangent to none of them for an $a_{j}$ with principal resonant eigenvalues, i.e., $\lambda_{j}+\mu_{j}=0$ at $\alpha=0$. In all cases, however, $k$-heteroclinic orbits are expected to bifurcate at a twisted heteroclinic loop. In particular, as in the homoclinic doubling bifurcation for a twisted homoclinic orbit (see, e.g., Chow, Deng, and Fiedler (1990)), a double homoclinic bifurcation will also probably take place at a single twisted loop with the resonant eigenvalues, i.e., $\left(1+\nu_{1}\right)\left(1+\nu_{2}\right)=1$ at $\alpha=0$, or in the case where the heteroclinic loop is degenerate (see Yanagida (1986)).

Relaxing the equal dimensionality $\operatorname{dim} W_{1}^{s}=\operatorname{dim} W_{2}^{s}$ assumption will also lead to countable $k$-heteroclinic connections which, in contrast to Theorem B, take place in an open set of the parameter space. This was observed by Deng (1989). Also, as the principal eigenvalue (either stable or unstable) becomes a pair of complex, the system itself at $\alpha=0$ becomes rather chaotically complicated (see Tresser (1984) for the case where $\operatorname{dim} W_{1}^{s}=\operatorname{dim} W_{2}^{s}$, and Bykov (1980) where $\operatorname{dim} W_{1}^{s} \neq \operatorname{dim} W_{2}^{s}$ ).
(c) The heteroclinic loop gives us another new bifurcation point which an oriented homoclinic path can hit globally in the parameter space (cf. Fig. 7.1). The orientation of a given homoclinic path is determined by the nonzero orbit index of the periodic orbits nearby. See Mallet-Paret and Yorke (1982), Fiedler (1985), and Chow, Deng, and Fiedler (1990) for more details on the orientation relative to the orbit index. Let us suppose the homoclinic paths $\mathrm{hom}_{1}$ and $\mathrm{hom}_{2}$ are oriented as shown in the figure.


Fig. 7.1. $\Phi$ is the orbit index. If it is assumed to be 1 then the region $\Lambda$ is on the right of hom ${ }_{i}$ curves.


Fig. 7.2
Following hom ${ }_{1}$, it will hit and terminate at the heteroclinic loop bifurcation point $\alpha=0$. But, right at this point, the homoclinic orbit to $a_{1}$ trades itself to a homoclinic orbit to $a_{2}$ and the curve hom $_{2}$ arises from $\alpha=0$ as if it is the continuation of hom ${ }_{1}$. For this reason, we may also call our heteroclinic loop bifurcation the homoclinic trading bifurcation. However, if we "follow" (actually we do not know how at this moment) a heteroclinic path in the double twisted case, we will find doubly infinite heteroclinic trading partners at the homoclinic trading place $\alpha=0$. Certainly, this immediately complicates any "global heteroclinic path following" attempt. But it also gives us one more hope that a global homoclinic path following result seems on its way (see a detailed discussion from Chow, Deng, and Fiedler (1990)).
(d) While writing these remarks, I received a preprint by Kokubu, Nishiura, and Oka (1988). I found that our notion of twisted heteroclinic loop has been propagating faster than I could finish writing this paper. Their work demonstrates that the nondegenerate conditions (1.4), (1.5), (1.7), and (1.10a, b) are verifiable. Indeed, motivated by the idea for the Mel'nikov function and the method of singular limit eigenvalue problem developed by Nishiura and Fujii (1987) and Nishiura (1989), they derive not only an analogous function to detect the transverse crossing of the stable and unstable manifolds (also see, e.g., Kokubu (1988)), but also a computable twist function to detect the strong inclination property and the twist of a given heteroclinic orbit at the same time for the system of ODE for the traveling waves, $(v, w)(x, t)=(v, w)(x+c t)$. The reaction diffusion system they consider is as follows:

$$
\begin{align*}
& \varepsilon \tau v_{t}=\varepsilon^{2} v_{x x}+f(v)-w, \\
& w_{t}=w_{x x}+v-\gamma w+\theta, \tag{7.1}
\end{align*}
$$

where $f=-v^{3}+v$. Starting at a standing front wave and a standing back wave which forms a heteroclinic loop (i.e., at $c=0$ ), they manage to obtain the local codimensionthree bifurcation unfoldings with $c, \theta, \gamma$ being the relevant parameters and globally
extend the local bifurcation diagram. Among the most interesting is the nontwistedness of all the resulting heteroclinic loops involved due to various symmetries exhibited by the system. According to Theorem A, this implies that there are no multiple heteroclinic connections other than the persistence of the zero-heteroclinic orbits from the loops. They also show that some of the finite connections are actually unstable.

Perhaps some comparisons between their system and the FitzHugh-Nagumo equation considered in the Introduction are worthwhile. First of all they model systems of different worlds-chemical reactions, predator and prey populations for the former while nerve impulses for the latter. Theoretically speaking, however, they are the same system but at different values of the diffusion parameter for the $w$ dynamics. Indeed, if we move the origin to the left equilibrium state in Fig. 7.2, the parameter $\theta$ is the same as the parameter $a$ in the FitzHugh-Nagumo equation (1.11). Rescaling the time and the space variables in (7.1) yields

$$
v_{t}=v_{x x}+f(v)-w, \quad w_{t}=\delta w_{x x}+\varepsilon(v-\gamma w),
$$

where we renamed $\delta:=\tau / \varepsilon$ and $\varepsilon:=\varepsilon \tau$. Thus, it is the same FitzHugh-Nagumo equation except for a large diffusion coefficient $\delta$ for $w$. Since both systems have the same symmetries, I think the appearance of the second diffusion simply "untwists" the twisting structure somewhere. Thus, it is natural to ask whether it happens at some $\delta_{0}>0$ or just at $\delta_{0}=0$. Indeed, there are two types of bifurcations involved. When $\delta_{0}=0$ the system of the ODE is singularly perturbed. When $\delta_{0}>0$, however, to untwist a heteroclinic loop a heteroclinic orbit must be degenerate in general and, in particular, it must violate the strong inclination property. None of these bifurcations problems has ever been fully investigated. Nevertheless, the idea developed in this paper offers more hope for solving the bifurcation of twists than the problem of singular perturbation.

## Appendix.

Proof of Lemma 4.1. The proof for the first half part of the lemma is identical to the proof of Lemma 3.3 in § 3. Thus, we omit it here. Using the notation from § 2, we write equations (4.1a-4.1d) in the following equivalent forms:

$$
\Phi(\zeta, z, \alpha)=0
$$

where $\Phi=\Phi_{\iota}$ with the subindex $\iota=a, b, c, d$ in correspondence with the alphabets in the equation numbers. Here $\zeta=\left(\eta_{2}, \xi_{1}\right)$ and $z$ varies with equations as follows.

$$
\begin{array}{ll}
\Phi_{a}(\zeta, z, \alpha)=\binom{P_{2}\left(0, \eta_{2}, \alpha\right)-\xi_{1}}{Q_{2}\left(0, \eta_{2}, \alpha\right)-y_{1}}, & z=y_{1}, \\
\Phi_{b}(\zeta, z, \alpha)=\binom{P_{2}\left(0, \eta_{2}, \alpha\right)-\xi_{1}}{Q_{2}\left(0, \eta_{2}, \alpha\right)-Y_{1}}, & z=\left(s_{1}, \eta_{1}\right), \\
\Phi_{c}(\zeta, z, \alpha)=\binom{P_{2}\left(X_{2}, \eta_{2}, \alpha\right)-\xi_{1}}{Q_{2}\left(X_{2}, \eta_{2}, \alpha\right)-y_{1}}, & z=\left(s_{2}, \xi_{2}, y_{1}\right), \\
\Phi_{d}(\zeta, z, \alpha)=\binom{P_{2}\left(X_{2}, \eta_{2}, \alpha\right)-\xi_{1}}{Q_{2}\left(X_{2}, \eta_{2}, \alpha\right)-Y_{1}}, & z=\left(s_{2}, \xi_{2}, s_{1}, \eta_{1}\right),
\end{array}
$$

where $X_{2}=X_{2}\left(s_{2}, \xi_{2}, \eta_{2}, \alpha\right)$ and $Y_{1}=Y_{1}\left(s_{1}, \xi_{1}, \eta_{1}, \alpha\right)$. Delete the $m$ th component of $\Phi$ and let $\hat{\Phi}=\left(\Phi^{(1)}, \cdots, \Phi^{(m-1)}, \Phi^{(m+1)}, \cdots, \Phi^{(d-1)}\right)^{T}$. We solve $\hat{\Phi}=0$ first by the implicit function theorem for $\zeta=\zeta^{*}(z, \alpha)$ and then solve the reduced remaining equation $\Phi^{(m)}\left(\zeta^{*}, z, \alpha\right)=0$ later.

Because of the existence of the heteroclinic loop we have $\hat{\Phi}(0,0,0)=0$. Moreover, the square Jacobian $\partial \hat{\Phi} / \partial \zeta(0,0,0)=\hat{M}_{2}$ is nonsingular by Lemma 2.3. (Note that this
also implies $\partial \hat{Q}_{2} / \partial \eta(0,0,0)$ nonsingular.) Hence, by the implicit function theorem there exists a differentiable function $\zeta^{*}$ of $|z|,|\alpha|<\delta$ satisfying $\zeta^{*}(0,0)=0$ and $\left|\zeta^{*}\right|<\delta$ such that $\hat{\Phi}(\zeta, z, \alpha)=0$ if and only if $\zeta=\zeta^{*}(z, \alpha)$. To solve the reduced equation $\Phi^{(m)}\left(\zeta^{*}, z, \alpha\right)=0$, we need some important facts about $\zeta^{*}$. Since $\zeta^{*}$ usually are not the same for different indexes $\iota=a, b, c$, or $d$, we denote it by $\zeta_{\imath}^{*}$, accordingly. Since $\hat{\Phi}_{a}$ and $\hat{\Phi}_{c}$ do not depend on the first $y$-component $y_{1}^{(1)}, \zeta_{a}^{*}$ and $\zeta_{c}^{*}$ are functions of $\hat{y}_{1}$ and $\alpha$ only. Moreover, since $X_{2}\left(0, \xi_{2}, \eta_{2}, \alpha\right)=0$ and $Y_{1}\left(0, \xi_{1}, \eta_{1}, \alpha\right)=0$ by the property (2.1a) of exponential expansions, it is easy to see that when equations $\hat{\Phi}_{\iota}=0$ for all $\iota$ are restricted to $s_{1}=0, s_{2}=0$, and $\hat{y}_{1}=0$ (whichever applies) they are all reduced to the same equations as follows:

$$
\left\{\begin{array}{l}
P_{2}\left(0, \eta_{2}, \alpha\right)-\xi_{1}=0,  \tag{A.0}\\
Q_{2}\left(0, \eta_{2}, \alpha\right)=0,
\end{array} \zeta=\left(\eta_{2}, \xi_{1}\right)\right.
$$

Thus, the solution $\zeta$ depends only on $\alpha$. Therefore, the following functions of restrictions
 say $(u, v)(\alpha)$, which is the solution to (A.0). Note also that $\left|\zeta_{\imath}^{*}-(u, v)^{T}\right|=O\left(\left|\hat{y}_{1}\right|+\left|s_{2}\right|\right)$ or $O\left(\left|s_{1}\right|+\left|s_{2}\right|\right)$, accordingly.

As another preparation, we need the following procedures one way or another. Expand $\left(P_{2}, Q_{2}\right)(x, \eta, \alpha)$ at $(x, \eta)=(0, u)$,

$$
\begin{equation*}
\binom{P_{2}}{Q_{2}}(x, \eta, \alpha)=\binom{P_{2 \alpha}}{Q_{2 \alpha}}+\frac{\partial\left(P_{2}, Q_{2}\right)}{\partial(x, \eta)}(0, u, \alpha)\binom{x}{\eta-u}+O\left(|x|^{2}+|\eta-u|^{2}\right), \tag{A.1}
\end{equation*}
$$

where $\left(P_{2 \alpha}, Q_{2 \alpha}\right)=\left(P_{2}, Q_{2}\right)(0, u, \alpha)$. Expand $\varphi(\xi, \eta, \alpha)$ at $(\xi, \eta)=(0, u)$ and $\psi(\xi, \eta, \alpha)$ at $(\xi, \eta)=(v, 0)$, respectively:

$$
\begin{gather*}
X\left(s_{2}, \xi_{2}, \eta_{2}, \alpha\right)=\varphi_{2 \alpha} s_{2}^{1+\nu_{2}}+O\left[\left(\left|\xi_{2}\right|+\left|\eta_{2}-u\right|\right)\left|s_{2}\right|^{1+\nu_{2}}+\left|s_{2}\right|^{1+\nu_{2}+\bar{\nu}_{2}}\right]  \tag{A.2}\\
Y\left(s_{1}, \xi_{1}, \eta_{1}, \alpha\right)=\psi_{1 \alpha} s_{1}+O\left[\left(\left|\xi_{1}-v\right|+\left|\eta_{1}\right|\right)\left|s_{1}\right|+\left|s_{1}\right|^{1+\bar{\nu}_{1}}\right] \tag{A.3}
\end{gather*}
$$

where $\varphi_{2 \alpha}=\varphi(0, u, \alpha)$ and $\psi_{1 \alpha}=\psi(v, 0, \alpha)$. Let

$$
L_{2}(\alpha)=\left[\begin{array}{lc}
\frac{\partial P_{2}}{\partial \eta}(0, u, \alpha) & -I \\
\frac{\partial Q_{2}}{\partial \eta}(0, u, \alpha) & 0
\end{array}\right]_{(d-1) \times(d-2)}
$$

and

$$
\hat{M}_{2}(\alpha)=\left[\begin{array}{ll}
\frac{\partial P_{2}}{\partial \eta}(0, u, \alpha) & -I \\
\frac{\partial \hat{Q}_{2}}{\partial \eta}(0, u, \alpha) & 0
\end{array}\right]_{(d-2) \times(d-2)} .
$$

Then, by the continuity of $u$ on $\alpha$ and Lemma 2.3 we may assume that, without loss of generality, $L_{2}(\alpha)$ has the maximal rank $d-2$ which is attained by the submatrix $\hat{M}_{2}(\alpha)$. Note that this also implies $\partial \hat{Q}_{2} / \partial \eta(0, u, \alpha)$ nonsingular. Also, up to $m-1$ permutations we may still call

$$
M_{2}(\alpha)=\left[L_{2}(\alpha),\binom{0}{\psi_{1 \alpha}}\right]_{(d-1) \times(d-1)}=\left[\begin{array}{lll}
\frac{\partial P_{2}}{\partial \eta}(0, u, \alpha) & -I & 0 \\
\frac{\partial Q_{2}}{\partial \eta}(0, u, \alpha) & 0 & \psi_{1 \alpha}
\end{array}\right]
$$

and we have $\mid$ det $M_{2}(\alpha) \mid>m_{0} \delta_{0}$ for $|\alpha|<\delta$ by Lemma 2.3 and Lemma 2.4.

Now we are ready to solve $\Phi^{(m)}\left(\zeta^{*}, z, \alpha\right)=0$. Since $\hat{\Phi}\left(\zeta^{*}, z, \alpha\right) \equiv 0, \Phi\left(\zeta^{*}, z, \alpha\right)=$ $\left(0, \cdots, \Phi^{(m)}, 0, \cdots, 0\right)\left(\zeta^{*}, z, \alpha\right)$. This implies

$$
\operatorname{det}\left[L_{2}(\alpha), \Phi\left(\zeta^{*}, z, \alpha\right)\right]=(-1)^{(d-1)+m} \operatorname{det} \hat{M}_{2}(\alpha) \Phi^{(m)}\left(\zeta^{*}, z, \alpha\right) .
$$

Hence, $\Phi^{(m)}\left(\zeta^{*}, z, \alpha\right)=0$ is equivalent to

$$
\begin{equation*}
\operatorname{det}\left[L_{2}(\alpha), \Phi\left(\zeta^{*}, z, \alpha\right)\right]=0 \tag{A.4}
\end{equation*}
$$

Since the simplifications for these equations are all identical we will only treat two typical cases $\iota=a$ and $\iota=c$ here, with emphasis on how the nonsingular change of parameters and the functions $m_{i}$ and $\tau_{i}$ are obtained for all the bifurcation equations.

When $\iota=a$, substituting $(x, \eta)=\left(0, \eta_{2}^{*}\right)$ into the Taylor expansion (A.1) and using $\left|\eta_{2}^{*}-u\right|=O\left(\left|\hat{y}_{1}\right|\right)$, we have

$$
\Phi_{a}\left(\xi^{*}, z, \alpha\right)=\binom{P_{2 \alpha}}{Q_{2 \alpha}}+\frac{\partial\left(P_{2}, Q_{2}\right)}{\partial \eta}(0, u, \alpha)\left(\eta_{2}^{*}-u\right)+O\left(\left|\hat{y}_{1}\right|^{2}\right)-\binom{\xi_{1}^{*}}{0}-\binom{0}{y_{1}} .
$$

Since the second and the fourth terms all belong to the range of $L_{2}(\alpha)$, they will disappear in (A.4). This implies

$$
\operatorname{det}\left[L_{2}(\alpha),\binom{0}{y_{1}}\right]=\operatorname{det}\left[L_{2},\binom{P_{2 \alpha}}{Q_{2 \alpha}}\right]+O\left(\left|\hat{y}_{1}\right|^{2}\right) .
$$

Dividing this equation by det $M_{2}(\alpha)$ and expressing the left-hand side in terms of a homogeneous linear combination in $y_{1}^{(i)}$ we have

$$
m_{1}(\alpha) y_{1}^{(1)}+\cdots m_{n}(\alpha) y_{1}^{(n)}=c_{2}\left(\alpha_{1}, \alpha_{2}\right)+O\left(\left|\hat{y}_{1}\right|^{2}\right)
$$

where

$$
m_{i}=\operatorname{det}\left[L_{2}(\alpha),\binom{0}{e_{i}}\right] / \operatorname{det} M_{2}(\alpha),
$$

and

$$
\begin{equation*}
c_{2}=\operatorname{det}\left[L_{2}(\alpha),\binom{P_{2 \alpha}}{Q_{2 \alpha}}\right] / \operatorname{det} M_{2}(\alpha), \tag{A.5}
\end{equation*}
$$

and $e_{i} \in \mathbb{R}^{n}$ has zero components except for the $i$ th component of 1 . This has the form of (4.2a). Let us show that the functions $m_{i}$ satisfy the required properties and postpone the discussion of $c_{2}$ until later.

Since $\left(0, \psi_{j}(0,0)\right) / \delta_{0} \rightarrow\left(0, e_{1}\right)$ as $\delta_{0} \rightarrow 0$ by the exponential expansion property (2.1b), det $M_{2}(\alpha)$ is approximately the product of $\delta_{0}$ and the numerator for $m_{1}$ as $\delta_{0} \rightarrow 0$. Hence, for small but fixed $\delta_{0}$ we have $1 / 2 \delta_{0}<m_{1}<2 / \delta_{0}$. Also, it follows from Lemma 2.4 that

$$
\frac{m_{i}}{m_{1}}=\operatorname{det}\left[L_{2}(\alpha),\binom{0}{e_{i}}\right] / \operatorname{det}\left[L_{2}(\alpha),\binom{0}{e_{1}}\right]=o(1) \quad \text { as } \delta_{0} \rightarrow 0 .
$$

Before we check the properties for $c_{2}$, let us first obtain the bifurcation equation (4.2d). Substitute $(x, \eta)=\left(X_{2}^{*}, \eta_{2}^{*}\right)$ with $X_{2}^{*}=X\left(s_{2}, \xi_{2}, \eta_{2}^{*}, \alpha\right)$ into (A.1) and use $\left|X_{2}^{*}\right|=O\left(\left|s_{2}\right|^{1+\nu_{2}}\right)$ and $\left|\eta_{2}^{*}-u\right|=O\left(\left|s_{1}\right|+\left|s_{2}\right|\right)$. Then substitute the exponential expansion (A.2) for $X_{2}^{*}$. Finally, substitute the obtained (A.1) and (A.3) with $\xi_{1}=\xi_{1}^{*}$ into the
function $\Phi_{d}\left(\zeta^{*}, z, \alpha\right)$. We have

$$
\begin{aligned}
\Phi_{d}\left(\zeta^{*}, z, \alpha\right)= & \binom{P_{2 \alpha}}{Q_{2 \alpha}}+\frac{\partial\left(P_{2}, Q_{2}\right)}{\partial x}(0, u, \alpha) \varphi_{2 \alpha} s_{2}^{1+\nu_{2}} \\
& +\frac{\partial\left(P_{2}, Q_{2}\right)}{\partial \eta}(0, u, \alpha)\left(\eta_{2}^{*}-u\right)-\binom{0}{\psi_{1 \alpha}} s_{1} \\
& +O\left(\left(\left|\xi_{2}\right|+\left|s_{2}\right|^{\bar{\nu}_{2}}\right)\left|s_{2}\right|^{1+\nu_{2}}+\left(\left|\eta_{1}\right|+\left|s_{1}\right|^{\bar{\nu}_{1}}\right)\left|s_{1}\right|\right) .
\end{aligned}
$$

Similarly, the third and fourth terms belong to the range of $L_{2}(\alpha)$; hence, they disappear in equation (A.4). This yields

$$
\begin{aligned}
\operatorname{det}\left[L_{2}(\alpha),\binom{0}{\psi_{1 \alpha}}\right] s_{1}=\operatorname{det} & {\left[L_{2}(\alpha),\binom{P_{2 \alpha}}{Q_{2 \alpha}}\right] } \\
& +\operatorname{det}\left[L_{2}(\alpha), \frac{\partial\left(P_{2}, Q_{2}\right)}{\partial x}(0, u, \alpha) \varphi_{2 \alpha}\right] s_{2}^{1+\nu_{2}} \\
& + \text { (the same form of higher order) }
\end{aligned}
$$

Dividing both sides by $\operatorname{det} M_{2}(\alpha)=\operatorname{det}\left[L_{2}(\alpha),\binom{0}{\psi_{1 \alpha}}\right]$, we obtain the desired form

$$
s_{1}=c_{2}+\tau_{2} s_{2}^{1+\nu_{2}}+(\text { the same form of higher order }),
$$

where the function $c_{2}$ of $\alpha$ is the same as (A.5), and

$$
\tau_{2}=\operatorname{det}\left[L_{2}(\alpha), \frac{\partial\left(P_{2}, Q_{2}\right)}{\partial x}(0, u, \alpha) \varphi_{2 \alpha}\right] / \operatorname{det} M_{2}(\alpha)
$$

Now we show $c_{2}\left(\alpha_{1}, 0\right)=0$ and $\partial c_{2} / \partial \alpha_{2}(0,0) \neq 0$ and (4.3). Recall that $\hat{Q}_{2 \alpha} \equiv 0$. Thus, from (A.5) we obtain

$$
c_{2}\left(\alpha_{1}, \alpha_{2}\right)=(-1)^{(m-1) m} \frac{\operatorname{det} \partial \hat{Q}_{2} / \partial \eta(0, u, \alpha)}{\operatorname{det} M_{2}(\alpha)} Q_{2 \alpha}^{(1)} .
$$

Because $\partial \hat{Q}_{2} / \partial \eta(0, u, \alpha)$ is nonsingular it suffices to show $Q_{2 \alpha}^{(1)}=0$ when $\alpha=\left(\alpha_{1}, 0\right)$ and $\partial Q_{2 \alpha}^{(1)} / \partial \alpha_{2} \neq 0$ at $\alpha=(0,0)$ by the product rule of differentiation. It is trivial to check $Q_{2 \alpha}^{(1)}=0$ at $\alpha=\left(\alpha_{1}, 0\right)$ because of the existence of the primary heteroclinic connections from $a_{2}$ to $a_{1}$ on the $\alpha_{1}$-axis. Also, since $\left(P_{2 \alpha}, Q_{2 \alpha}\right)^{T}=\left(P_{2}, Q_{2}\right)^{T}(0, u, \alpha)$ is on the unstable manifold $W_{2}^{u}(\alpha) \cap \Sigma_{1}^{s}$ for $(0, u) \in W_{2 l o c}^{u}(\alpha) \cap \Sigma_{2}^{u}$, by (1.10b) for the distance between $W_{2}^{u}$ and $W_{1}^{s}$ on $\Sigma_{1}^{s}$ and $\hat{Q}_{2 \alpha} \equiv 0$ we have

$$
0 \leqq d_{2}\left(\alpha_{1}, \alpha_{2}\right) \leqq \min _{(\xi, 0) \in \boldsymbol{W}_{1 \mathrm{loc}}^{s}}\left|\left(P_{2 \alpha}, Q_{2 \alpha}\right)-(\xi, 0)\right|=\left|Q_{2 \alpha}^{(1)}\right| .
$$

This implies $Q_{2 \alpha}^{(1)}$ at $\alpha=\left(0, \alpha_{2}\right)$ has a constant sign for $\alpha_{2}>0$, say $>0$, since $0<d_{2}\left(0, \alpha_{2}\right)$ by our assumptions. Therefore,

$$
0<\frac{d_{2}\left(0, \alpha_{2}\right)}{\alpha_{2}} \leqq \frac{Q_{2 \alpha}^{(1)}}{\alpha_{2}} \quad \text { for } \alpha=\left(0, \alpha_{2}\right)
$$

Passing the limit $\alpha_{2} \rightarrow 0^{+}$above, we have $\partial Q_{2 \alpha}^{(1)} / \partial \alpha_{2}>0$ at $\alpha=(0,0)$ by (1.10b). This completes the proof for $c_{2}$.

To show (4.3), we notice first that $u(0)=0$ and the set of all the column vectors of $M_{2}(0)$ forms a base for $T_{p_{1}} \Sigma_{1}^{s}$ and

$$
\frac{\partial\left(P_{2}, Q_{2}\right)}{\partial x}(0,0,0) \varphi_{20}=\frac{\partial\left(P_{2}, Q_{2}\right)}{\partial(x, \eta)}(0,0,0)\binom{\varphi_{20}}{0} .
$$

Project this vector onto the one-dimensional linear space $\operatorname{span}\left\{\left(0, \psi_{10}\right)^{T}\right\}$, which is complementary to the range of $L_{2}(0)$; namely, $\operatorname{span}\left\{T_{p_{1}}\left(W_{2}^{u} \cap \Sigma_{1}^{s}\right), T_{p_{1}}\left(W_{1 \text { loc }}^{s} \cap \Sigma_{1}^{s}\right)\right\}$. We obtain $\partial\left(P_{2}, Q_{2}\right) / \partial x(0,0,0) \varphi_{20}=\tilde{\tau}_{2}\left(0, \psi_{10}\right)^{T}+h$ with $h \in$ range $L_{2}(0)$. Hence,

$$
\operatorname{det}\left[L_{2}(0), \partial\left(P_{2}, Q_{2}\right) / \partial x(0,0,0) \varphi_{20}\right]=\tilde{\tau}_{2} \operatorname{det} M_{2}(0)
$$

and $\tilde{\tau}_{2}=\tau_{2}(0)$ follows. Of course, $\tau_{2}(0)>0$ if and only if $\Gamma_{2}$ is not twisted by our Definition 1.1. This completes the proof.
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# LAYERED VELOCITY INVERSION: A MODEL PROBLEM FROM REFLECTION SEISMOLOGY* 
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#### Abstract

A simple model problem in exploration seismology requires that a depth-varying sound velocity distribution be estimated from reflected sound waves. For various physical reasons, these reflected signals or echoes have very small Fourier coefficients at both very high and very low frequencies. Nonetheless, both geophysical practice, based on heuristic considerations, and recent numerical evidence indicate that a spectrally complete estimate of the velocity distribution is often achievable. We prove a theorem to this effect, showing that "sufficiently rough" velocity distributions may be recovered from reflected waves under some restrictions, independently of the very low- or high-frequency content of the data. The main restriction is that the velocity depend only on a single (depth) variable; only in this case are sufficiently refined propagation-of-singularity results available. The proof is based on a novel variational principle, from which numerical algorithms have been derived. These algorithms have been implemented and used to estimate velocity distributions from both synthetic and field reflection seismograms.
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1. Introduction. A simple model of the physical setting for reflection seismology is constant-density linear acoustics, in which the sound velocity field $c(x)\left(x \in \mathbf{R}^{3}\right)$ is connected to the pressure field $u(x, t)$ via the wave equation

$$
\begin{gathered}
\frac{1}{c^{2}(x)} \frac{\partial^{2} u(x, t)}{\partial t^{2}}-\Delta u(x, t)=f(t) \delta(x), \\
u \equiv 0, \quad t<0 .
\end{gathered}
$$

The right-hand side represents an isotropic point dilatational energy source radiating with time-varying (transient) intensity $f(t)$ ("the source wavelet"). The seismogram is a sampling of the pressure $u$ at a number of "receiver" points. We adopt the idealization that these points form the continuum $\left\{x_{3}=: z=0\right\}$ ("the surface (of the earth)") and that the measurement of $u$ is also continuous in time for some time interval $0 \leq t \leq t_{\text {max }}$. Regarding the source (i.e., $f(t)$ ) as known, the pressure field, hence the seismogram, becomes a function of the sound velocity:

$$
s[c]:=\left.u\right|_{z=0}
$$

In this simple model, the fundamental problem of reflection seismology is to estimate $c$ from $s[c]$, i.e., to solve a functional equation of the form

$$
s[c]=s_{\text {data }}
$$

possibly in some least-error sense accommodating the possibility (virtual certainty!) of inconsistent data error.

This model is grossly inadequate for some practical purposes, as it ignores significant physics of seismic wave generation and propagation. Nonetheless, it forms

[^56]the basis for most contemporary seismic data processing (see, for instance, Yilmaz (1987)), and it exhibits two fundamental features of the "real" problem:
(i) $s[c]$ is nonlinear in $c$;
(ii) $f$ should be chosen to suppress Fourier components in $s[c]$ at "low" and "high" frequencies.
Item (i) is simply the nonlinearity of solutions of linear equations as functions of their coefficients. Item (ii) is required by observations of the spectra of reflection seismograms: for various physical reasons, Fourier components at very low ( $<4 \mathrm{~Hz}$ ) and very high ( $>80 \mathrm{~Hz}$ ) temporal frequencies are essentially missing from real reflection seismograms.

The suppression of high-frequency components simply means that $c \mapsto s[c]$ is a smoothing operator. Techniques for management of the resulting high-frequency instability are well known (see, e.g., Tikhonov and Arsenin (1977), Miller (1970), Payne (1975)).

In contrast, the instability resulting from the lack of low-frequency data has been little discussed in the mathematical literature on inverse problems, even though it is nearly ubiquitous in real-world parameter-estimation problems based on wave propagation. This low-frequency lacuna is a striking feature of reflection seismology, in particular, and the possible ambiguities resulting from spectral incompleteness of data have sparked considerable discussion within the geophysical research community.

The present paper is devoted to the proof of a uniqueness and continuous dependence result for a restricted version of the inverse problem described above, in which the estimates are independent of the behaviour of $\hat{f}(\omega)$ near $\omega=0$. We shall show that $c$ is well determined by $s[c]$ when $c$ is sufficiently nonsmooth.

This rather strange sounding requirement is natural in view of the application to reflection seismology: rapid changes in the mechanical properties of rock are entirely responsible for the return of substantial echoes to the surface, hence for the information content of seismic reflection data. The times of arrival of these echoes-or rather, the signals which simulate them in the model described above-carry information about the slowly varying components of $c$, completely independently of the low-frequency behavior of $f$. On the other hand, the identifiability of these echoes depends on the wave nature of the seismic disturbance, in other words on the propagation of singularity (or regularity), according to geometric optics. This propagation property clearly requires some smoothness of the coefficients; thus the conditions necessary for the creation of strong reflected signals are in tension with those necessary for their propagation.

We show in this paper that this tension can be resolved at least in a special case. The resolution requires certain estimates concerning propagation of regularity currently available only under the additional constraint:

The sound velocity $c$ is a function only of the "depth" variable $x_{3}(=z)$.
That is, the result detailed here applies to layered constant density fluid models only. The necessary technical results for this class of models were established in previous papers of Symes ((1981), (1983), (1985), (1986a), (1986b)). These are essentially energy estimates and are related to earlier work of Rauch and Taylor (1974) and Kreiss (1970) on mixed problems for linear hyperbolic systems in two independent variables. Other authors basing results about one-dimensional inverse problems for hyperbolic equations on the same ideas include Fawcett (1984) and Suzuki (1988).

As mentioned above the constant-density fluid model is severely oversimplified. For example, in reality the density of sedimentary rock is also variable, though much
less dramatically so than the compressional wave velocity. Also, density and compressional velocity are somewhat correlated in real rocks. Nonetheless the variation of density must be taken into account in explaining the details of real reflection seismograms. A natural extension of the problem considered here is therefore the determination of density and velocity profiles in a layered acoustic model. While treatment of this problem goes beyond the intention of the present paper, several conjectures seem plausible. First, based on the treatment of the linearized acoustic problem in Santosa and Symes (1988), we expect to recover in addition to the velocity, the oscillatory or rough part of the density profile (technically, we expect a Gårding-type estimate for small perturbations in density, similar to that stated in Theorem 4.1 below for the velocity). Second, we do not expect to gain control over the slowly varying part of the density, since the mechanism active in determination of the slowly varying part of the velocity is inactive for the density (that is, we do not expect analogues of Theorem 2.1 on Theorem 6.1 to hold for the density). The only hope for density trends appears to be that the above-mentioned correlation with velocity is accurate on long length scales. Third, we expect the inclusion of variable density to be quite important in accurate estimation of velocities. This last conclusion is based on the experience of Symes and others in velocity estimation from field seismograms.

More complicated (and so realistic) layered models (elastic, anelastic, ...) can doubtless be studied from the present point of view, but it is difficult to foresee the results. Of course the most interesting question is the possibility of extension of our results to nonlayered models-deviations from layering being the most dramatic way in which the real earth differs from our simple model. A few remarks concerning the prospects for weakening the layered medium assumption in these arguments may be found in the next section.

The paper is organized as follows. Section 2 gives a precise statement of the main results, a brief review of the literature, and discussion of related issues. Section 3 introduces the plane-wave decomposition and estimates for the plane-wave problems from Symes's previous work; this material forms the technical basis for the rest of the paper. As we are concerned mostly with the information independent of the lowfrequency behaviour of $f$, we introduce in $\S 4$ the (temporary) assumption that $f$ is a compactly supported measure, defining an elliptic convolution operator bounded on $L^{2}(\mathbf{R})$. Under this assumption, we prove an estimate of Gårding type for the derivative of the plane-wave seismogram map. In order to do more, it is necessary to consider the various plane-wave problems simultaneously. Each plane-wave model is parameterized by the vertical plane-wave velocity, viewed as a function of (its own) travel-time. These models are a priori independent. We derive a coherency condition in $\S 5$, equivalent to the existence of a (single) velocity profile $c(z)$ from which all of the plane-wave models are derived (i.e., "every (plane-wave) experiment sees the same earth"). In $\S 6$ we show that a least-squares version of the inverse problem stated above, posed in terms of the plane-wave models and augmented by the coherency condition (as a so-called penalty term) has a positive-definite Hessian (second derivative) operator at a consistent (zero-residual) solution provided that the corresponding velocity profile is sufficiently rough, as stated above. Our main result follows immediately via the implicit function theorem. So far we have maintained the elliptic assumption concerning $f$; this is dropped in $\S 7$, for the usual price, paid for the solution of compact operator equations, of a priori constraints on the smoothness of $c$.
2. Statement of main result and discussion. In this section we give a precise statement of the major result of this paper, followed by a brief review of the literature and a conceptual overview of the problem described above.

Since the principal goal of the present work is the production of a "solution" of the inverse problem stated above with continuity properties independent of the low-frequency behavior of the source wavelet $f$, we make the temporary assumption that:
$f \in \mathcal{E}^{\prime}(\mathbf{R})$ is a Borel measure, defining a bounded elliptic convolution operator on $H^{1}(\mathbf{R})$ : i.e., for positive $K_{0}, K_{1}, K^{*}, \phi \in H^{1}(\mathbf{R})$

$$
\begin{aligned}
& K_{1}\left\|\frac{\partial \phi}{\partial t}\right\|_{L^{2}(\mathbf{R})}-K_{0}\|\phi\|_{L^{2}(\mathbf{R})} \\
& \quad \leq\left\|f * \frac{\partial \phi}{\partial t}\right\|_{L^{2}(\mathbf{R})} \leq K^{*}\left\|\frac{\partial \phi}{\partial t}\right\|_{L^{2}(\mathbf{R})} .
\end{aligned}
$$

Also, $\operatorname{supp} f \subset\{t \in \mathbf{R}: t \geq 0\}$.
Such a distribution necessarily has a finite first moment

$$
m_{f}^{1}=\sup _{\phi \in C^{\infty}} \frac{\langle f, t \phi\rangle}{\|\phi\|_{L^{\infty}}}
$$

The "elliptic" assumption (2.1) will be weakened, to the extent possible, in §7. Simple examples of wavelets (i.e., kernels) $f$ having the elliptic property (2.1) are obtained by subtracting from a slightly shifted Dirac delta function a smooth approximation.

The conventional, though perhaps ill-founded, choice of measure for the seismogram error is some weighted version of the $L^{2}$-norm (see Tarantola (1987, Chap. 6)). We shall adopt this choice also. The elliptic nature of $f$ precludes square-integrability of $s[c]$, however, as can easily be seen, so we choose what amounts to a very singular "weight": we define, for suitably small slowness $p$,

$$
S[c](t, p)=\iint d x_{1} d x_{2} \frac{\partial}{\partial t} s[c]\left(x_{1}, x_{2}, t+p x_{1}\right)
$$

That is, $S$ is a version of the Radon transform of $s$, which we shall further restrict to a rectangle $\left\{(t, p): 0<t \leq T_{1}, P_{1} \leq p \leq P_{2}\right\}=: R_{1}$. It is easily seen that, for smooth $c$, any $T_{1}>0$, and $P_{2}$ sufficiently small, $S$ is square integrable (Santosa and Symes (1988)). Thus the basic data set of this paper will be a member of $L^{2}\left(R_{1}\right)$.

Another piece of notation needed to state our main result is used in our method of measuring "roughness": as mentioned in the Introduction, a stable solution of the inverse problem can only be expected for sufficiently nonsmooth coefficient $c$.

The "roughness" measure depends on an arbitrary Dirac kernel $h_{1} \in C_{0}^{\infty}(\mathbf{R})$ satisfying

$$
h_{1} \geq 0, \quad h_{1}(0)>0, \quad \int h_{1}=1 .
$$

Set

$$
h_{\epsilon}(z)=\frac{1}{\epsilon} h_{1}\left(\frac{z}{\epsilon}\right) .
$$

For $Z_{0}, \epsilon, \Delta>0, c \in H_{\mathrm{loc}}^{1}$, define

$$
\bar{r}[c]\left(Z_{0}, \Delta\right)=\sup _{0 \leq z \leq Z_{0}} \frac{1}{\Delta} \int_{z-\Delta / 2}^{z+\Delta / 2}\left|c^{\prime}\right|^{2}
$$

$$
\begin{aligned}
& r_{*}[c]\left(Z_{0}, \epsilon, \Delta\right)=\inf _{0 \leq z \leq Z_{0}} \frac{\epsilon^{2}}{\Delta} \int_{z-\Delta / 2}^{z+\Delta / 2}\left|h_{\epsilon}^{\prime} * c^{\prime}\right|^{2} \\
& r^{*}[c]\left(Z_{0}, \epsilon, \Delta\right)=\sup _{0 \leq z \leq Z_{0}} \frac{\epsilon^{2}}{\Delta} \int_{z-\Delta / 2}^{z+\Delta / 2}\left|h_{\epsilon}^{\prime} * c^{\prime}\right|^{2}
\end{aligned}
$$

These are local average measures of fluctuation. For example, $r_{*}$ is a sizable fraction of $\bar{r}, r^{*}$ when $c$ has significant Fourier components at frequencies proportional to $\frac{1}{\epsilon}$, locally uniformly on the length scale $\Delta$.

The geometry of the plane-wave problem, which will occupy most of this paper, is determined by the travel-time function

$$
\tau(z, p)=2 \int_{0}^{z} \sqrt{\frac{1}{c^{2}}-p^{2}}
$$

which gives the time necessary for a point on a planar wavefront at slowness $p$, fixed horizontal coordinates, to travel to depth $z$ and back to the surface.

The earlier results of Symes (1986a, 1986b) imply that $S$ extends to a bounded, continuous map on the bounded set $\sum_{c} \subset H_{\text {loc }}^{1}(\mathbf{R})$ parameterized by positive numbers $T_{0}, P_{1}, c_{0}, c_{1}, c^{*}$, according to

$$
\begin{aligned}
\Sigma_{c}= & \left\{c \in H_{\mathrm{loc}}^{1}(\mathbf{R}): c(z)=c_{0}, z<0 ; \quad\right. \text { for } \\
& Z_{0}>0 \text { so that } T_{0}=\tau\left(Z_{0}, P_{1}\right) \\
& \|\log c\|_{H^{1}\left[0, Z_{0}\right]} \leq c^{*} \\
& \left.c(z)=c_{1} \text { for } z \geq Z_{0}\right\}
\end{aligned}
$$

We have also shown, however, that this extension is not locally Lipschitzcontinuous, and certainly not differentiable, in these metrics. $S$ does become differentiable when the domain is metricized more strictly $\left(H^{3}\right)$, but then the derivative fails to have a lower bound. Thus the implicit function theorem does not apply to the solution of least-squares problems for $S$. The computational consequences of this pathology are also striking (Santosa and Symes 1989). Proofs of the above assertions, together with an incisive discussion of their consequences, are given in the 1989 thesis of R. M. Lewis in the Department of Mathematical Sciences at Rice University.

A suitable family of "rough" subsets $\Sigma_{c}^{\prime}$ of $\Sigma_{c}$ depends on positive parameters $M_{1}, M_{2}, \bar{\epsilon}$, and $\bar{\Delta}$ according to

$$
\begin{aligned}
\Sigma_{c}^{\prime}= & \left\{c \in \Sigma_{c}: \text { for } Z_{0}>0\right. \text { such that } \\
& T_{0}=\tau\left(Z_{0}, P_{1}\right) \quad \text { and some } 0<\epsilon \leq \bar{\epsilon}, \quad 0<\Delta \leq \bar{\Delta}
\end{aligned}
$$

the following inequalities hold:

$$
\begin{aligned}
& M_{1} \leq r_{*}\left(Z_{0}, \epsilon, \Delta\right) \\
& \left.M_{2} r_{*}\left(Z_{0}, \epsilon, \Delta\right) \geq \max \left(\bar{r}\left(Z_{0}, \Delta\right), r^{*}\left(Z_{0}, \epsilon, \Delta\right)\right)\right\}
\end{aligned}
$$

We shall verify that $\Sigma_{c}^{\prime}$ is nonempty for suitable choices of parameters.

The main result of our paper is Theorem 2.1.
Theorem 2.1. Suppose that $0, T_{0}<T_{1}, 0 \leq P_{1}<P_{2}, 0 \leq K_{0}, 0<K_{1} \leq K^{*}$ $0<c_{0}, c_{1}, c^{*}$ are given. Then there exist constants $M_{1}, M_{2}, \bar{\epsilon}, \bar{\Delta}, \bar{m}$, and $L^{*}$ depending on $T_{0}, T_{1}, P_{1}, P_{2}, K_{0}, K_{1}, K^{*}, c_{0}, c_{1}$, and $c^{*}$ so that if $f \in \mathcal{E}^{\prime}(\mathbf{R})$ satisfies (2.1) and

$$
m_{f}^{1} \leq \bar{m}
$$

then $\Sigma_{c}^{\prime}$ is nonempty and there exists an open neighborhood $U$ of the set

$$
\left\{S[c] \in L^{2}\left(R_{1}\right): c \in \Sigma_{c}^{\prime}\right\}
$$

and a map

$$
I: U \longrightarrow L_{\mathrm{loc}}^{2}(\mathbf{R})
$$

so that
(i) For $c \in \Sigma_{c}^{\prime}, I S[c]=c$;
(ii) For $D_{1}, D_{2} \in U, Z_{1}>0$

$$
\begin{aligned}
& \left\|I\left(D_{1}\right)-I\left(D_{2}\right)\right\|_{L^{2}\left[0, Z_{1}\right]} \\
& \quad \leq L^{*}\left\|D_{1}-D_{2}\right\|_{L^{2}\left(R_{1}\right)} .
\end{aligned}
$$

Thus we obtain a continuous left inverse for $S$, under various constraints. The requirement that $c$ be constant for large $z$ is simply a way of controlling $c$ at depths below the zone influencing the seismogram. That the zone of constancy begins at $Z_{0}$ such that $T_{0}=\tau\left(Z_{0}, P_{1}\right)$, rather than $T_{1}=\tau\left(Z_{0}, P_{1}\right)$, is an unfortunate side effect of the "width" of the source wavelet $f$ : since supp $f$ is not a point, the depth interval in which the seismogram gives sure control over the velocity coefficient is strictly smaller than the depth interval needed to compute the seismogram. Given an arbitrary velocity profile with mean $c_{1}$ near $z=Z_{0}$, we can, of course, truncate it to a member of $\Sigma_{c}$, i.e., by setting the velocity constant $\left(=c_{1}\right)$ for $z>Z_{0}$, as in the definition. The corresponding seismograms are then different only in the "gap" ( $T_{0} \leq t \leq T_{1}$ ). If the original profile obeys the uniform roughness conditions as in the definition of $\Sigma_{c}^{\prime}$, then it follows from arguments similar to those in $\S \S 3$ and 4 that the $L^{2}$-norm of the difference of seismograms is $O\left(m_{f}^{1}\right)$. The theorem then gives the same qualitative estimate for the error due to application of $I$. We leave to the reader the formulation of a theorem embodying this extension of our results.

A more subtle consequence of this gap is that the value of $c$ in this "basement" region must be specified a priori, i.e., the condition that $c(z)=c_{1}$ for $z \geq Z_{0}$. It seems clear that this additional piece of data should have little influence on the values of $c$ at shallower depths-and, to the extent that it does, should be determined by $S$ as well. This may be a fruitful subject for further work; some related ideas are discussed in Sacks and Santosa (1987). In any case the author does not see at present how to formulate a convenient theorem without such a restriction.

It is easy to see that the Lipschitz estimate (ii) cannot be strengthened much. See Symes (1986b), for instance. In particular it is not possible to replace $L^{2}$ by $H^{1}$ on the left-hand side.

Estimates of the sort presented in Theorem 2.1 are only of qualitative importance. Numerical evidence (Symes (1988), (1990); Symes and Carazzone (1989), (1990)) indicates that typical values of the Lipschitz constant $L^{*}$ are very large. On the other
hand, restriction to a submanifold of $\Sigma_{c}^{\prime}$ of small codimension diminishes $L^{*}$ to a useful magnitude, while leaving enough freedom in the model that some information about $c$ is still obtained from the data. Analysis of an approximation to $S$ in Symes (1988), (1990) and Symes and Carazzone (1989) illustrates this feature. A full understanding of the need for this "residual regularization" is still lacking at this writing.

The significance of the present result lies in its reliance on the implicit function theorem: i.e., the stability follows directly from linearization stability, and any residual ill-conditioning can be improved by the straightforward addition of linear constraints. This is surprising-and, perhaps, of practical importance-since the implicit function theorem cannot be applied to $S$ directly, as noted above, for elliptic $f$.

The left inverse $I$ will be produced via the solution of an auxiliary least-squares problem, developed in $\S 5$. In $\S 7$ we remove the elliptic requirement on $f$, to a certain extent: for suitable $f \in C_{0}^{\infty}$, we obtain an approximate left inverse to replace $I$, which depends on a choice of regularization.

While a few previous papers (Symes (1983), (1986a), (1986b), Fawcett (1984), Suzuki (1988)) provide rigorous treatment of the central uniqueness, existence, and continuous dependence issues, none treat the "bandlimited" problem described in §1 in a satisfactory way: without exception these works either assume the low-frequency content problem away, or ignore it. The problem is well known to geophysical researchers, and its severity is explicitly illustrated in Pao, Santosa, and Symes (1984) and Gray and Symes (1985).

Note that even the known uniqueness theorems for several-dimensional inverse problems in wave propagation either require data in a frequency interval $[0, \omega$ ) (Sacks and Symes (1985), Sun (1988), Ramm (1986)) or do not allow the reflection configuration (sources and receivers separated from the target region by a hyperplane (Nachman (1987), Rakesh and Symes (1988)). Thus the present paper is the only instance, to the author's knowledge, in which any version of the reflection inverse problem has been shown to be well posed in the presence of a low-frequency lacuna.

Nonetheless, evidence of two sorts indicates that velocities, at least, are quite well determined by bandlimited data. Conventional seismic data processing, as practiced by academic and industrial reflection seismologists, appears to produce such information. While based on numerous drastic approximations, the so-called "velocity analysis" procedures incorporate a great deal of data-driven insight (see, for example, Yilmaz (1987), Chap. 3). A side effect of our work is to provide a partial but rigorous mathematical basis for these important techniques.

A universal feature of "velocity analysis," as currently practiced, is the implicit separation of velocity (and other parameters) into slowly and rapidly varying parts. The influence of the rapid parameter variations is treated as a perturbation about the slowly varying trends. (We warn the reader that this linearization is seldom stated explicitly in the applied literature, but is simply assumed without comment.) To the author, one of the most gratifying features of the treatment given below is the natural emergence of this scale separation in the course of our analysis (Theorem 4.1, arguments in §6).

Other indications that velocities are well determined are to be found in recent numerical investigations of the nonlinear least-squares problem

$$
\begin{equation*}
\min _{c}\left\|s[c]-s_{\text {data }}\right\|_{L^{2}}^{2} \tag{2.2}
\end{equation*}
$$

These have turned up more direct evidence that bandlimited seismograms determine velocity profiles (see Kolb, Collino, and Lailly (1986), McAulay (1985), Gauthier,

Tarantola, and Virieux (1986), and Mora (1987)). All of these papers also reveal that any reasonable setting of (2.2) results in a very difficult optimization problem. The reasons for both the success and the difficulty of this so-called "least-squares inversion" are noted briefly in $\S 3$, and explained in great detail in Santosa and Symes (1989), to which we refer the reader for extensive discussion. In any case, the computational difficulty of (2.2) was the main motivation for the work reported here, which relies on a different, "relaxed" least-squares problem (§5).

In this paper, we give only a qualitative analysis of this "relaxed" problem, which we call the coherency optimization problem, leading to Theorem 2.1. A quantitative analysis of an approximation appears in Symes (1988), (1990), and numerical experiments are reported there and in Symes and Carazzone (1989) establishing the feasibility of the optimization, its relative insensitivity to noise and its favorable comparison to (2.2) regarding computational efficiency. In Symes and Carazzone (1989), (1990) the technique is applied to field reflection seismograms with quite satisfactory results.

A very important remaining question concerns the extension of these results to other models, notably to nonlayered velocities (i.e., $c$ depending on all space variables). As shown in Symes and Carazzone (1989), for example, an approximation to the coherency optimization problem can be formulated for the general nonlayered fluid model. Preliminary numerical experiments with an implementation for twodimensional constant density acoustics will appear in Symes (1991). A full-blown extension of our results awaits better understanding of propagation of regularity for hyperbolic equations with nonsmooth coefficients, and implications for the relation between solutions and coefficients, analogous to the results for problems in two independent variables detailed in $\S 3$.
3. Preliminary considerations: Reduction to plane waves, properties of the one-dimensional forward map. We assume that seismograms are given on an open set $\Omega$ of the space-time boundary of cylinder form:

$$
\Omega=\Omega^{\prime} \times\left[0, t_{\max }\right]
$$

with $\Omega^{\prime}$ a neighborhood of the "source" point $x=0$. We shall also assume that all velocity profiles $c: \mathbf{R} \rightarrow \mathbf{R}^{+}$satisfy

$$
\begin{equation*}
0<c_{\min } \leq c(z) \leq c_{\max }, \quad z \geq 0 \tag{3.1}
\end{equation*}
$$

for a priori fixed $c_{\min }, c_{\text {max }}$. Whenever convenient we will also think of (3.1) as an $L^{\infty}(\mathbf{R})$-bound on $\log c$.

The principal technical device of this paper is the introduction of the Radon transformed field

$$
U(p, z, t):=\int_{\mathbf{R}^{2}} d x u\left(x, z, t+p \cdot x_{1}\right), \quad p \in \mathbf{R}
$$

Standard arguments show that $U$ is well defined for small $p, t$ under the assumptions made so far. For an attempt to maximize the domain of definition of $U$, see Santosa and Symes (1988). We remind the reader that the Radon transform is defined on natural classes of distributions as a push-forward (Duistermaat (1973, Prop. 1.3.4, p. 3), for example). It is commonplace to retain the integral notation even for distribution arguments, however, and we shall follow this practice.

A straightforward calculation shows that for suitably small $p \geq 0$ so that $c_{\max } p<$ 1,

$$
\begin{gather*}
\frac{1}{v^{2}(z, p)} \frac{\partial^{2} U}{\partial t^{2}}(z, t)-\frac{\partial^{2} U}{\partial z^{2}}(z, t)=\delta(z) f(t)  \tag{3.2}\\
U \equiv 0, \quad t \ll 0
\end{gather*}
$$

where the vertical wave velocity $v(z, p)$ (or $v[c]$, to emphasize the dependence on $c$ ) is defined by

$$
v[c](z, p)=\frac{c(z)}{\sqrt{1-c^{2}(z) p^{2}}}
$$

Because of the a priori bounds (3.1), the support of $u$, hence of $s$, is contained in a cone

$$
c_{\max } t \geq \sqrt{|x|^{2}+z^{2}}
$$

Therefore, for sufficiently small $p_{\max }\left(<1 / c_{\max }\right)$ there exists $\tau_{\max } \geq 0$ so that for

$$
R=\left\{(t, p): 0 \leq t \leq \tau_{\max },|p| \leq p_{\max }\right\}
$$

we have for $(t, p) \in R$

$$
\begin{align*}
S[c](t, p) & :=\frac{\partial U}{\partial t}(p, 0, t)-f(t) \\
& =\int_{\mathbf{R}^{2}} d x\left(\mathbf{1}_{\Omega} \frac{\partial u}{\partial t}\left(x, z, t+p x_{1}\right)-f\left(t+p x_{1}\right) \delta(x)\right) \tag{3.3}
\end{align*}
$$

i.e., the domains of integration of the Radon integrals intersect the support of $u$ inside $\Omega$. We assume tacitly in the sequel that all $(t, p)$ domains satisfy this constraint.

Now we recall some facts about the one-dimensional seismogram map $S[c](\cdot, p)=$ : $S_{0}[v]$ (fixed $p$ ) for which references are Symes (1986a), (1986b). It is convenient to include explicitly the source wavelet temporarily in the notation. That is, write $S_{0}[v, f]$ for the map defined by the solution of (3.2), (3.3) followed by restriction to fixed $p$. Recall that $f$ is assumed to define an elliptic convolution operator of order zero. For the choice $f=\delta, S_{0}$ defines a bounded continuous map from

$$
H_{\mathrm{loc}}^{1,+}\left(\mathbf{R}, v_{0}\right)=\left\{v \in H^{1}(\mathbf{R}): v \equiv v_{0} \text { for } z<0, \log v \in H_{\mathrm{loc}}^{1}(\mathbf{R})\right\}
$$

into $L^{2}[0, T]$ for any $T>0$, but $S_{0}[\cdot, \delta]$ is not locally uniformly continuous (Symes (1986b)). In order to recover the necessary degree of regularity for the arguments to follow, we introduce the "travel-time velocity" $\tilde{v}[c]$ defined by

$$
\tilde{v} \circ \tau=v
$$

where

$$
\tau(z)=2 \int_{0}^{z} \frac{1}{v}
$$

is the (one-way) travel time. More discussion of the map $c \mapsto \tilde{v}[c]$ appears in § 5 (see also Symes (1986a)). A short calculation shows that $\tilde{U}$, defined by

$$
\tilde{U}(\tau(z), t)=U(z, t)
$$

satisfies

$$
\frac{1}{\tilde{v}(x)} \frac{\partial^{2} \tilde{U}}{\partial t^{2}}(x, t)-\frac{\partial}{\partial x} \frac{1}{\tilde{v}(x)} \frac{\partial \tilde{U}}{\partial x}(x, t)=\frac{1}{v_{0}} f(t) \delta(x)
$$

Set

$$
\tilde{S}_{0}[\tilde{v}, f](t)=\frac{\partial \tilde{U}}{\partial t}(0, t)
$$

We recapitulate a number of properties of $\tilde{S}_{0}$. With exceptions noted below, all of these may be found in Symes (1986a). Note that $\tilde{S}_{0}[\tilde{v}, f] \equiv S_{0}[v, f]$ if $\tilde{v} \circ \tau=v_{\tilde{S}} \tilde{S}_{0}$ also defines a bounded map: $H_{\mathrm{loc}}^{1,+}\left(\mathbf{R}, v_{0}\right) \rightarrow L_{\mathrm{loc}}^{2}(\mathbf{R})$ for any $v_{0}>0$. Moreover, $\tilde{S}_{0}$ is actually of class $C^{2}$, viewed as a map: $H^{1,+}\left([0, T / 2], v_{0}\right) \rightarrow L^{2}[0, T]$. The derivative is given by the formal perturbation ( $\delta \tilde{v} \in H_{\mathrm{loc}}^{1}(\mathbf{R}), \delta \tilde{v} \equiv 0, z<0$ )

$$
\begin{gathered}
\left(\frac{1}{\tilde{v}(x)}\right) \frac{\partial^{2} \delta \tilde{U}}{\partial t^{2}}(x, t)-\frac{\partial}{\partial x}\left(\frac{1}{\tilde{v}(x)} \frac{\partial \delta \tilde{U}}{\partial x}\right)(x, t) \\
=\frac{\partial}{\partial x}\left(\frac{\delta \tilde{v}}{\tilde{v}^{2}} \frac{\partial \tilde{U}}{\partial x}(x, t)\right), \quad x \geq 0 \\
\delta \tilde{U}=0, \quad t \ll 0 \\
D \tilde{S}_{0}[\tilde{v}, f] \delta \tilde{v}=\left.\frac{\partial \delta \tilde{U}}{\partial t}\right|_{x=0}
\end{gathered}
$$

so that

$$
\begin{aligned}
\| \tilde{S}_{0}[\tilde{v}+\delta \tilde{v}, f] & -\tilde{S}_{0}[\tilde{v}, f]-D \tilde{S}_{0}[\tilde{v}, f] \cdot \delta \tilde{v} \|_{L^{2}[0, T]} \\
= & o\left(\|\delta \tilde{v}\|_{H^{1}([0, T / 2])}\right)
\end{aligned}
$$

For $f=\delta$, more is true: for constants $C_{-}, C_{+}>0$ depending on $\|\log \tilde{v}\|_{H^{1}[0, T / 2]}$ and on $T$,

$$
\begin{align*}
C_{-}\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}[0, T / 2]} & \leq\left\|D \tilde{S}_{0}[\tilde{v}, \delta] \delta \tilde{v}\right\|_{L^{2}[0, T]} \\
& \leq C_{+}\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}[0, T / 2]} \tag{3.4}
\end{align*}
$$

Also, for $f=H$ (the Heaviside function), there exists $C_{0}$ depending on $\|\log \tilde{v}\|_{H^{1}[0, T / 2]}$ and on $T$ so that

$$
\begin{equation*}
\left\|D \tilde{S}_{0}[\tilde{v}, H] \delta \tilde{v}\right\|_{L^{2}[0, T]} \leq C_{0}\|\delta \tilde{v}\|_{L^{2}[0, T / 2]} \tag{3.5}
\end{equation*}
$$

Note that for $\delta \tilde{v} \in H_{\mathrm{loc}}^{1}, D \tilde{S}_{0}[\tilde{v}, H] \delta \tilde{v} \in H_{\mathrm{loc}}^{1}$ and

$$
D \tilde{S}_{0}[\tilde{v}, \delta]=\frac{\partial}{\partial t} D \tilde{S}_{0}[\tilde{v}, H]
$$

Also

$$
\begin{aligned}
& \tilde{S}_{0}[\tilde{v}, f]=f * \tilde{S}_{0}[\tilde{v}, \delta] \\
& D \tilde{S}_{0}[\tilde{v}, f]=f * D \tilde{S}_{0}[\tilde{v}, \delta]
\end{aligned}
$$

All of these results are based on simple local energy estimates; with the exception of (3.5) they are stated explicitly in Symes (1986a). The Heaviside estimate (3.5) is not given there, but the proof presents no novelties.
4. Ellipticity for the one-dimensional forward map. We have assumed (until $\S 7$ ) that $f \in \mathcal{E}^{\prime}(\mathbf{R})$ defines an elliptic convolution operator of order zero. Since $\left.D \tilde{S}_{0} \tilde{v}, \delta\right]$ for $\log \tilde{v} \in H_{\text {loc }}^{1}$ is invertible, ((3.6), (3.7)), it seems clear that $D \tilde{S}_{0}[\tilde{v}, f]=$ $f * \tilde{S}_{0}[\tilde{v}, \delta]$ should be "elliptic" as well. The purpose of this section is to formulate and prove a precise result along these lines, keeping track of the dependence of various constants on the $H^{1}$-norm of $\tilde{v}$, the time and depth intervals used, etc. The result is a Gårding-type estimate for $D \tilde{S}_{0}$, which requires that $D \tilde{S}_{0}$ be given on $\left[0, T_{1}\right], T_{1}>T_{0}$, to estimate $\delta \tilde{v}$ on $\left[0, T_{0}\right]$. It is clear that a little "extra" data is required, since the support of $f$ is not assumed to be a point. In fact, the principal constant intervening in the estimates is the first moment of $f$, which measures its "spread," and is related in the estimates to the size of the necessary "margin" $T_{1}-T_{0}$.

Select a cutoff function $\psi \in C^{\infty}(\mathbf{R})$ with $\psi(t) \equiv 0$ for $t>T_{1}$ and $\psi(t) \equiv 1$ for $t \leq T_{0}$, and define the smoothly cutoff version of $\tilde{S}_{0}$ :

$$
\tilde{S}_{\psi}:=\psi \tilde{S}_{0}
$$

so also

$$
D \tilde{S}_{\psi}:=\psi D \tilde{S}_{0}
$$

In the following, we will apply the estimates of the previous section on various $t$-intervals. Since the constants $C_{-}, C_{+}$, etc. depend on the length of the interval, we will include the length explicitly in the notation, for the moment. Thus for estimates on the interval $[0, T], C_{-}$becomes $C_{-}[T]$, etc. These constants depend on the $H^{1}-$ norm of $\log \tilde{v}$ on the appropriate intervals.

Recall that "elliptic," applied to $f$, means the inequalities (2.1), which we recall here for convenience: for $\phi \in H^{1}(\mathbf{R})$,

$$
\begin{align*}
& K^{*}\left\|\frac{\partial \phi}{\partial x}\right\|_{L^{2}(\mathbf{R})} \geq\left\|f * \frac{\partial \phi}{\partial x}\right\|_{L^{2}(\mathbf{R})} \\
& \geq K_{1}\left\|\frac{\partial \phi}{\partial x}\right\|_{L^{2}(\mathbf{R})}-K_{0}\|\phi\|_{L^{2}(\mathbf{R})}  \tag{4.1}\\
& \operatorname{supp} f \subset \mathbf{R}^{+}
\end{align*}
$$

From (3.5) and (3.6), for $\log \tilde{v} \in H_{\text {loc }}^{1}(\mathbf{R}), \delta \tilde{v} \in H_{\text {loc }}^{1}(\mathbf{R}), \tilde{v}(x)=v_{0}$ for $x<0$ :

$$
\begin{align*}
\left\|D \tilde{S}_{\psi}[\tilde{v}, \delta] \delta \tilde{v}\right\|_{L^{2}(\mathbf{R})} & \leq\left\|D \tilde{S}_{0}[\tilde{v}, \delta] \delta \tilde{v}\right\|_{L^{2}\left[0, T_{1}\right]} \\
& \leq C_{+}\left[T_{1}\right]\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left[0, T_{1} / 2\right]} \tag{4.2}
\end{align*}
$$

while

$$
\begin{align*}
\left\|D \tilde{S}_{\psi}[\tilde{v}, \delta] \delta \tilde{v}\right\|_{L^{2}(\mathbf{R})} & \geq\left\|D \tilde{S}_{0}[\tilde{v}, \delta] \delta \tilde{v}\right\|_{L^{2}\left[0, T_{0}\right]} \\
& \geq C_{-}\left[T_{0}\right]\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left[0, T_{0} / 2\right]} \tag{4.3}
\end{align*}
$$

Also

$$
\begin{equation*}
\left\|D \tilde{S}_{\psi}[\tilde{v}, H] \delta \tilde{v}\right\|_{L^{2}\left(\mathbf{R}^{+}\right)} \leq C_{0}\left[T_{1}\right]\|\delta \tilde{v}\|_{L^{2}\left[0, T_{1} / 2\right]} \tag{4.4}
\end{equation*}
$$

Now

$$
\begin{aligned}
D \tilde{S}_{\psi}[\tilde{v}, f] \delta \tilde{v} & =\psi\left(f * D \tilde{S}_{0}[\tilde{v}, \delta] \delta \tilde{v}\right) \\
& =f * D \tilde{S}_{\psi}[\tilde{v}, \delta] \delta \tilde{v}+e
\end{aligned}
$$

where for $e$ we have the standard commutator estimate

$$
\|e\|_{L^{2}(\mathbf{R})} \leq\left\|\psi^{\prime}\right\|_{L^{\infty}} m_{f}^{1}\left\|D \tilde{S}_{0}[\tilde{v}, \delta] \delta \tilde{v}\right\|_{L^{2}\left[0, T_{1}\right]} .
$$

Here $m_{f}^{1}$ denotes the measure norm of the distribution

$$
\phi \longmapsto\langle | f|, t \phi\rangle,
$$

i.e., the first moment of $f$, as explained in $\S 2$.

Combine this estimate with (4.1)-(4.4) to get

$$
\begin{aligned}
& \| D \tilde{S}_{0} {[v, f] \delta \tilde{v}\left\|_{L^{2}\left[0, T_{1}\right]} \geq\right\| D \tilde{S}_{\psi}[\tilde{v}, f] \delta \tilde{v} \|_{L^{2}(\mathbf{R})} } \\
& \geq\left\|f * \psi \frac{\partial}{\partial t} D \tilde{S}_{0}[\tilde{v}, H] \delta \tilde{v}\right\|_{L^{2}(\mathbf{R})}-\|e\|_{L^{2}(\mathbf{R})} \\
& \geq\left\|f * \frac{\partial}{\partial t} \psi D \tilde{S}_{0}[\tilde{v}, H] \delta \tilde{v}\right\|_{L^{2}(\mathbf{R})} \\
& \quad-\left\|f * \frac{\partial \psi}{\partial t} D \tilde{S}_{0}[\tilde{v}, H] \delta \tilde{v}\right\|_{L^{2}(\mathbf{R})}-\|e\|_{L^{2}(\mathbf{R})} \\
& \geq K_{1}\left\|\frac{\partial}{\partial t} \psi D \tilde{S}_{0}[\tilde{v}, H] \delta \tilde{v}\right\|_{L^{2}(\mathbf{R})}-K_{0}\left\|\psi D \tilde{S}_{0}[\tilde{v}, H] \delta \tilde{v}\right\|_{L^{2}(\mathbf{R})} \\
& \quad-K^{*}\left\|\frac{\partial \psi}{\partial t} D \tilde{S}_{0}[\tilde{v}, H] \delta \tilde{v}\right\|_{L^{2}(\mathbf{R})}-\|e\|_{L^{2}(\mathbf{R})} \\
& \geq K_{1}\left\|D \tilde{S}_{0}[\tilde{v}, \delta] \delta \tilde{v}\right\|_{L^{2}\left[0, T_{0}\right]}-K_{0}\left\|D \tilde{S}_{0}[\tilde{v}, H] \delta \tilde{v}\right\|_{L^{2}\left[0, T_{1}\right]} \\
& \quad-K^{*}\left\|D \tilde{S}_{0}[\tilde{v}, H] \delta \tilde{v}\right\|_{L^{2}\left[T_{0}, T_{1}\right]}\left\|\frac{\partial \psi}{\partial t}\right\|_{L^{\infty}(\mathbf{R})} \\
& \quad-m_{f}^{1}\left\|\frac{\partial \psi}{\partial t}\right\|_{L^{\infty}(\mathbf{R})}\left\|D \tilde{S}_{0}[\tilde{v}, \delta] \delta \tilde{v}\right\|_{L^{2}\left[0, T_{1}\right]} \\
& \geq K_{1} C_{-}\left[T_{0}\right]\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left[0, T_{0} / 2\right]} \\
& \quad-C_{0}\left[T_{1}\right]\left(K_{0}+K^{*}\left\|\frac{\partial \psi}{\partial t}\right\|_{L^{\infty}(\mathbf{R})}\right)\|\delta \delta\|_{L^{2}\left[0, T_{1} / 2\right]} \\
& \quad-m_{f}^{1}\left\|\frac{\partial \psi}{\partial t}\right\|_{L^{\infty}(\mathbf{R})} C_{+}\left[T_{1}\right]\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left[0, T_{1} / 2\right]} .
\end{aligned}
$$

The upshot of all of this is the inequality

$$
\begin{aligned}
\left\|D \tilde{S}_{0}[\tilde{v}, f] \delta \tilde{v}\right\|_{L^{2}\left[0, T_{1}\right]} \geq & K_{1} C_{-}\left[T_{0}\right]\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left[0, T_{0} / 2\right]} \\
& -m_{f}^{1}\left\|\frac{\partial \psi}{\partial t}\right\|_{L^{\infty}(\mathbf{R})} C_{+}\left[T_{1}\right]\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left[0, T_{1} / 2\right]} \\
& -C_{0}\left[T_{1}\right]\left(K_{0}+K^{*}\left\|\frac{\partial \psi}{\partial t}\right\|_{L^{\infty}(\mathbf{R})}\right)\|\delta \tilde{v}\|_{L^{2}\left[0, T_{1} / 2\right]}
\end{aligned}
$$

Remark. As noted in Symes (1986a), in general the constants $C_{+}[T], C_{0}[T]$ increase with $T$, while $C_{-}[T]$ decreases.

Remark. It is worth noting the relation of the various bounds involving $f$ to its Fourier transform. Indeed, obviously

$$
K^{*} \geq\|\hat{f}\|_{L^{\infty}(\mathbf{R})}
$$

whereas $K_{0}, K_{1}$ are related to the detailed behaviour of the Fourier transform near $\omega=0$. Suppose that, for some $K_{*}, \omega>0$,

$$
\begin{equation*}
|\hat{f}(\omega)| \geq K_{*} \quad \text { for }|\omega|>\omega \tag{4.5}
\end{equation*}
$$

(i.e., $[\omega, \infty)$ constitutes the "passband" of $\hat{f}$, measured with tolerance $K_{*}$ ). Then for $\phi \in H^{1}(\mathbf{R})$, it is easy to see that

$$
\left\|f * \frac{\partial \phi}{\partial t}\right\|_{L^{2}(\mathbf{R})} \geq K_{*}\left[\left\|\frac{\partial \phi}{\partial t}\right\|_{L^{2}(\mathbf{R})}-\omega\|\phi\|_{L^{2}(\mathbf{R})}\right]
$$

which gives the relations

$$
K_{1} \geq K_{*}, \quad K_{0} \leq \omega K_{*}
$$

Note also the effect of scaling: if $f$ satisfies (4.5), then

$$
f_{\epsilon}(t):=\frac{1}{\epsilon} f\left(\frac{t}{\epsilon}\right)
$$

satisfies (4.5) with $\omega_{\min } / \epsilon=\omega_{\min } / \epsilon$, while $m_{f_{\epsilon}}^{1}=\epsilon m_{f}^{1}$. Thus $K_{1}=\mathcal{O}(1), K_{0}=\mathcal{O}\left(\frac{1}{\epsilon}\right)$, and $m_{f_{\epsilon}}^{1}=\mathcal{O}(\epsilon)$ as $\epsilon \rightarrow 0$.

It is clear from the preceding discussion and the form of (4.5) that, for any prescribed $T_{1}>T_{0}, \psi$ as above, and any "base" source wavelet $f$, a scaled version of $f$ will have small enough first moment that

$$
m_{f}^{1}\left\|\frac{\partial \psi}{\partial t}\right\|_{L^{\infty}(\mathbf{R})} C_{+}\left[T_{1}\right] \leq \frac{1}{2} K_{1} C_{-}\left[T_{0}\right]
$$

with fixed $K_{1}$ (independent of scaling). Note that we can certainly choose $\psi$ so that

$$
\left\|\frac{\partial \psi}{\partial x}\right\|_{L^{\infty}(\mathbf{R})} \leq \frac{2}{T_{1}-T_{0}}
$$

These obserations establish the nonvacuousness of Theorem 4.1.

Theorem 4.1. Choose $T_{1}>T_{0}>0$, and $K^{*}>K_{1}>0$. Then for any $\log \bar{v} \in$ $H_{\mathrm{loc}}^{1}(\mathbf{R})$, there exists $\bar{m}, L_{2}, L_{1}, L_{0}>0$ depending on $\tilde{v}$ and on $T_{1}, T_{0}, K^{*}, K_{1}$, and so that if $f$ satisfies (4.1) with some $K_{0}>0$ and

$$
m_{f}^{1} \leq \bar{m}
$$

then for $\delta \tilde{v} \in H_{\mathrm{loc}}^{1}(\mathbf{R})$,

$$
\begin{aligned}
& \left\|D \tilde{S}_{0}[\tilde{v}, f] \delta \tilde{v}\right\|_{L^{2}\left[0, T_{1}\right]}+m_{f}^{1} L_{2}\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left[T_{0} / 2, T_{1} / 2\right]} \\
& \quad \geq L_{1}\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left[0, T_{0} / 2\right]}-L_{0}\|\delta \tilde{v}\|_{L^{2}\left[0, T_{1} / 2\right]}
\end{aligned}
$$

5. The optimum coherency principle. While we have shown that the linearized one-dimensional forward map is elliptic under the circumstances which concern us, it is certainly not boundedly invertible-or rather, the hypotheses concerning $f$ do not imply any uniform bound on the inverse. This circumstance is widely remarked in the literature (for a sample, see Santosa and Symes (1989)), where numerical examples are also given (see especially Chapters 6 and 7). Recall, however, the provenance of the one-dimensional problem: it governs the propagation of a plane wave, the surface data for which are identical to the Radon transform of the point source surface data at fixed slowness (or angle). The possibility remains that the collection of all (precritical) plane-wave data might constrain the velocity estimate more severely than does a single plane-wave component.

In this and the next section we confirm this possibility. Since we will consider the data in an interval of slownesses $P_{1} \leq p \leq P_{2}$, we will work with a suite of travel-time velocity models $\left\{\tilde{v}(t, p): 0 \leq t \leq T, P_{1} \leq p \leq P_{2}\right\}$. Recall from $\S 3$ that these are derived from velocity profiles $c(z)$; accordingly we begin with the question: what condition must $\tilde{v}(t, p)$ satisfy in order that $\tilde{v}=\tilde{v}[c]$ for some $c$ ? That is, we seek an operator whose kernel is identical to the range of $c \rightarrow \tilde{v}[c]$. We will call membership in the null space of the required operator (or in the range of $c \rightarrow \tilde{v}[c]$ ) the coherency condition, since coherence of the travel-time velocities $\tilde{v}$ is then forced across various values of $p$ : all are representations of the same mechanical model, in different coordinate systems.

Denote by $\zeta(t, p)$ the inverse of the two-way travel time function $\tau(z, p)$, i.e.,

$$
t=2 \int_{0}^{\zeta(t, p)} \frac{d z}{v(z, p)}
$$

Then clearly

$$
\zeta(t, p)=\int_{0}^{t / 2} d \tau \tilde{v}(\tau, p)
$$

We will now regard $\zeta$ as being defined by this formula, hence as a functional of $\tilde{v}$. So, given $\tilde{v}$ we can compute $\zeta$, whether $\tilde{v}=\tilde{v}[c]$ for some $c$, or not. Thus we can compute the quantity

$$
\gamma[\tilde{v}]=\left[\frac{1}{\left(\tilde{v} \circ \zeta^{-1}\right)^{2}}+p^{2}\right] .
$$

(Here $\tilde{v} \circ \zeta^{-1}(z, p)=\tilde{v}\left(\zeta^{-1}(z, p), p\right)$.) Referring to the definitions (§3), we see that if $\tilde{v}=\tilde{v}[c]$, then

$$
\gamma[\tilde{v}]=\frac{1}{c^{2}}
$$

and it is thus independent of $p$ : that is,

$$
\begin{equation*}
\tilde{v}=\tilde{v}[c] \Rightarrow \frac{\partial}{\partial p} \gamma[\tilde{v}] \equiv 0 . \tag{5.1}
\end{equation*}
$$

This last condition still involves the travel-time change of variables, so does not define a sufficiently regular function of $\tilde{v}$ (recall the discussion in $\S 3$ ). Define instead

$$
\begin{align*}
\tilde{Q}[\tilde{v}] & =-\frac{\tilde{v}^{3}}{2}\left[\frac{\partial}{\partial p} \gamma[\tilde{v}]\right] \circ \zeta \\
& =-\frac{\tilde{v}^{3}}{2}\left(\left[\frac{\partial}{\partial p}\left(\tilde{v} \circ \zeta^{-1}\right)^{-2}\right] \circ \zeta\right)-p \tilde{v}^{3}  \tag{5.2}\\
& =\left\{\frac{\partial \tilde{v}}{\partial p}+\left(\frac{\partial}{\partial p} \zeta^{-1}\right) \circ \zeta \frac{\partial \tilde{v}}{\partial t}\right\}-p \tilde{v}^{3} .
\end{align*}
$$

A short chain-rule calculation gives

$$
\left(\frac{\partial}{\partial p} \zeta^{-1}\right) \circ \zeta=-\frac{2}{\tilde{v}} \int_{0}^{t / 2} \frac{\partial \tilde{v}}{\partial p}
$$

which relation allows us to view $\tilde{Q}[\tilde{v}]$ as a functional of $\tilde{v}$. Clearly, from (5.1)

$$
\tilde{v}=\tilde{v}[c] \Rightarrow \tilde{Q}[\tilde{v}]=0
$$

It will be important to define the coherency condition in such a way as to have the largest possible domain contained in $H_{\mathrm{loc}}^{1,0}\left(\mathbf{R} \times\left[P_{1}, P_{2}\right]\right)$ (which will be the natural domain for the forward map, defined below). An obvious choice is $H^{1}$, but $\tilde{Q}$ is not continuous in that topology. As it happens, we can replace $\tilde{Q}$ with another operator having the same kernel, but which is continuous (even $C^{\infty}$ ) in the $H^{1}$ sense.

Suppose temporarily that $\tilde{v}=\tilde{v}[c]$ for some $c$. Then

$$
\begin{aligned}
\frac{1}{\tilde{v}} \tilde{Q}[\tilde{v}] & =\frac{1}{\tilde{v}} \frac{\partial \tilde{v}}{\partial p}-\frac{2}{\tilde{v}^{2}}\left(\int_{0}^{t / 2} \frac{\partial \tilde{v}}{\partial p}\right) \frac{\partial \tilde{v}}{\partial t}-p \tilde{v}^{2} \\
& =\frac{\partial}{\partial t}\left(\frac{2}{\tilde{v}} \int_{0}^{t / 2} \frac{\partial \tilde{v}}{\partial p}-2 p \int_{0}^{t / 2} \tilde{v}^{2}\right) \\
& =0 .
\end{aligned}
$$

Thus

$$
\begin{equation*}
\tilde{v}=\tilde{v}[c] \Rightarrow \frac{2}{\tilde{v}} \int_{0}^{t / 2} \frac{\partial \tilde{v}}{\partial p}=2 p \int_{0}^{t / 2} \tilde{v}^{2} \tag{5.3}
\end{equation*}
$$

The map

$$
Q[\tilde{v}]:=\frac{\partial \tilde{v}}{\partial p}-2 p\left(\int_{0}^{t / 2} \tilde{v}^{2}\right) \frac{\partial \tilde{v}}{\partial t}-p \tilde{v}^{3}
$$

therefore also satisfies

$$
\begin{equation*}
\tilde{v}=\tilde{v}[c]: \Rightarrow Q[\tilde{v}]=0 \tag{5.4}
\end{equation*}
$$

On the other hand, for any $T>0, R=[0, T] \times\left[P_{1}, P_{2}\right], Q$ obviously defines a $C^{2}$-map

$$
Q: H^{1}(R) \rightarrow L^{2}(R)
$$

The following converse to (5.4) shows that $Q=0$ is an adequate coherency condition.
Lemma 5.1. Suppose that $\log \tilde{v} \in H^{1}(R)$ and $Q[\tilde{v}]=0$. Then for some $Z>0$ and some $c \in H^{1}[0, Z]$,

$$
\tilde{v}=\left.\tilde{v}[c]\right|_{R}
$$

Proof. Integrate in $t$ :

$$
\begin{aligned}
0 & =\int_{0}^{t / 2} d t^{\prime} Q[\tilde{v}]\left(t^{\prime}, p\right) \\
& =\int_{0}^{t / 2} d t^{\prime}\left\{\frac{\partial \tilde{v}}{\partial p}\left(t^{\prime}, p\right)-2 p\left[\int_{0}^{t^{\prime} / 2} d t^{\prime \prime} \tilde{v}^{2}\left(t^{\prime \prime}, p\right)\right] \frac{\partial \tilde{v}}{\partial t}\left(t^{\prime}, p\right)-p \tilde{v}^{3}\left(t^{\prime}, p\right)\right\} \\
& =\int_{0}^{t / 2} d t^{\prime} \frac{\partial \tilde{v}}{\partial p}\left(t^{\prime}, p\right)-2 p \tilde{v}(t, p) \int_{0}^{t / 2} d t^{\prime} \tilde{v}^{2}\left(t^{\prime}, p\right)
\end{aligned}
$$

after integration by parts, so we once again recover the relation

$$
\frac{1}{\tilde{v}} \int_{0}^{t / 2} \frac{\partial \tilde{v}}{\partial p}=2 p \int_{0}^{t / 2} \tilde{v}^{2}
$$

It follows immediately that $\tilde{Q}[\tilde{v}]=0$ as well, which is equivalent to

$$
\frac{\partial}{\partial p} \gamma[\tilde{v}]=0
$$

Set

$$
\begin{aligned}
& R_{\zeta}=\left\{(z, p): P_{1} \leq p \leq P_{2}, 0 \leq z \leq \zeta(T, p)\right\} \\
& v=\tilde{v} \circ \zeta^{-1}
\end{aligned}
$$

It is easily checked that $\log v \in H^{1}\left(R_{\zeta}\right)$. On the other hand, with

$$
\begin{aligned}
c(z): & =\left(\frac{1}{v(z, p)^{2}}+p^{2}\right)^{-1 / 2} \\
& =\gamma[\tilde{v}]^{-1 / 2}(z, p)
\end{aligned}
$$

we have $c \in H^{1}[0, Z], Z=\sup _{P_{1} \leq p \leq P_{2}} \zeta(T, p)$, and

$$
v(z, p)=\frac{c(z)}{\sqrt{1-c^{2}(z) p^{2}}}
$$

$$
\zeta^{-1}(z, p)=2 \int_{0}^{z} \frac{1}{v}
$$

whence $\zeta^{-1}=\tau$, and the conclusion follows.
We now turn to the definition of the multi-plane-wave forward map. For simplicity, define seismograms on the data rectangle

$$
R_{1}=\left[0, T_{1}\right] \times\left[P_{1}, P_{2}\right] .
$$

Choose $c_{0}, c_{1}>0$ with $c_{0} P_{2}, c_{1} P_{2}<1, T_{2} \geq T_{0}$, and $\ell^{*}>0$ and set

$$
\begin{gathered}
\sum=\left\{\tilde{v} \in H_{\mathrm{loc}}^{1}\left(\mathbf{R} \times\left[P_{1}, P_{2}\right]\right): \tilde{v}(x, p)=c_{0} /\left(1-c_{0} p^{2}\right)^{1 / 2}, \quad x<0\right. \\
\tilde{v}(x, p)=c_{1} /\left(1-c_{1}^{2} p^{2}\right)^{1 / 2} \\
x \geq \frac{1}{2} T_{2} \\
\left.\|\log \tilde{v}\|_{H^{1}\left(\left[0,1 / 2 T_{2}\right] \times\left[P_{1}, P_{2}\right]\right)}<\ell^{*}\right\}
\end{gathered}
$$

and its "tangent space"

$$
\begin{aligned}
T \sum=\{ & \left\{\delta \tilde{v} \in H_{\mathrm{loc}}^{1}\left(\mathbf{R} \times\left[P_{1}, P_{2}\right]\right):\right. \\
& \left.\delta v(x, p)=0, \quad x \leq 0 \text { or } x \geq \frac{1}{2} T_{2}\right\}
\end{aligned}
$$

Only a finite interval in $t$ is needed for the arguments which follow. With $T_{2}>T_{1}$ to be determined below, set

$$
\tilde{R}_{2}=\left[0, T_{2} / 2\right] \times\left[P_{1}, P_{2}\right]
$$

Identify elements of $\sum$ and $T \sum$ with their restrictions to $\tilde{R}_{2}$, and topologize $\sum$ and $T \sum$ as subsets of $H^{1}\left(\tilde{R}_{2}\right)$.

With these conventions, define the forward map

$$
\tilde{S}: \sum \longrightarrow L^{2}\left(R_{1}\right)
$$

by

$$
\tilde{S}[\tilde{v}](t, p)=\tilde{S}_{0}[\tilde{v}(\cdot, p), f](t)
$$

with $\tilde{S}_{0}$ as in $\S 4$. From the results stated there and in $\S 3$, it follows that $\tilde{S}$ is of class $C^{2}$, with derivatives bounded in terms of $c_{0}, T_{1}, f$, and $\ell^{*}$.

The derivative $D \tilde{S}[\tilde{v}]$ also obeys an "elliptic" estimate. To state this, set

$$
\tilde{R}_{0}=\left[0, T_{0} / 2\right] \times\left[P_{1}, P_{2}\right], \quad \tilde{R}_{1}=\left[0, T_{1} / 2\right] \times\left[P_{1}, P_{2}\right] .
$$

Then from Theorem 4.1 follows Theorem 5.2.
Theorem 5.2. Given $P_{2}>P_{1} \geq 0, T_{1}>T_{0}>0, K^{*} \geq K_{1}>0$, and $\ell^{*}>0$, there exist $\bar{m}, L_{0}, L_{1}, L_{2}, L_{1}>0$, so that for $K_{0}>0$ and $f \in \mathcal{E}^{\prime}(\mathbf{R})$ satisfying (4.1) and

$$
m_{f}^{1} \leq \bar{m}
$$

so that for $\tilde{v} \in \sum, \delta \tilde{v} \in T \sum$

$$
\begin{aligned}
& \|D \tilde{S}[\tilde{v}] \delta \tilde{v}\|_{L^{2}\left(R_{1}\right)}+m_{f}^{1} L_{2}\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left(\tilde{R}_{1} \backslash \tilde{R}_{0}\right)} \\
& \quad \geq L_{1}\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left(\tilde{R}_{0}\right)}-L_{0}\|\delta \tilde{v}\|_{L^{2}\left(\tilde{R}_{1}\right)} .
\end{aligned}
$$

Moreover, for each $p \in\left[P_{1}, P_{2}\right]$,

$$
\begin{aligned}
& \|D \tilde{S}[\tilde{v}] \delta \tilde{v}(\cdot, p)\|_{L^{2}\left[0, T_{1}\right]}+m_{f}^{1} L_{2}\left\|\frac{\partial \delta \tilde{v}}{\partial x}(\cdot, p)\right\|_{L^{2}\left[T_{0}, / 2, T_{1} / 2\right]} \\
& \quad \geq L_{1}\left\|\frac{\partial \delta \tilde{v}}{\partial x}(\cdot, p)\right\|_{L^{2}\left[0, T_{0} / 2\right]}-L_{0}\|\delta \tilde{v}(\cdot, p)\|_{L^{2}\left[0, t_{1} / 2\right]}
\end{aligned}
$$

In view of Lemma 5.1 and the obvious relation

$$
\tilde{S}[\tilde{v}[c]]=S[c]
$$

we can now state a version of the inverse problem closely related to the least-squares problem (2.2), as:

$$
\begin{array}{ll}
\min & \|\tilde{S}[\tilde{v}]-D\|_{L^{2}\left(R_{1}\right)}^{2} \quad \text { over } \tilde{v} \in \sum  \tag{5.5}\\
\text { subject to } & Q[\tilde{v}]=0 .
\end{array}
$$

In fact, a solution to this problem clearly yields a solution to (2.2) on a suitable depth interval. On the other hand, this problem would appear to have the advantage of regularity: both the objective and constraint functions are of class $C^{2,1}$. Moreover, it is possible to show that, under the circumstances described in Theorem 6.1 below, the Hessian operator of the objective function is positive definite on the null space of the linearized constraints, at a consistent data set, i.e., when

$$
D=S\left[c^{*}\right]
$$

for suitable $c^{*}$.
Unfortunately these properties are insufficient to yield a stable local-existence result. To motivate the next step in the development, we digress, with a brief review of Lagrangian theory for constrained optimization, and a simple but closely related example.

Suppose that $X, Y$ are Hilbert spaces, $f: U \rightarrow \mathbf{R}, g: U \rightarrow Y$ smooth on an open set $U \subset X$. As is well known (Luenberger (1973)), a local solution of the constrained optimization problem

$$
\begin{array}{ll}
\min _{x \in U} & f(x) \\
\text { subject to } & g(x)=0
\end{array}
$$

is a critical point of the Lagrangian

$$
\mathcal{L}(x, \lambda)=f(x)+\langle\lambda, g(x)\rangle .
$$

We wish to apply the implicit function theorem, to assure that a solution is stable against ( $C^{2,1}$ ) perturbations in $f$. The conditions necessary to apply the implicit function theorem to the critical-point problem

$$
\operatorname{grad}_{x, \lambda} \mathcal{L}(x, \lambda)=0
$$

are also sufficient to ensure the convergence of Newton's method (and, generally, of its computationally efficient quasi-Newton relatives). These amount to
(i) $D g(x) \delta x=0 \Longrightarrow\langle\delta x,[$ Hess $f(x)+\langle\lambda$, Hess $g(x)\rangle], \delta x\rangle \geq \ell_{1}\|\delta x\|^{2}$,
(ii) $\left\|D g(x)^{*} \lambda\right\| \geq \ell_{2}\|\lambda\|$
for constants $\ell_{1}, \ell_{2}>0$. The so called "second-order sufficiency" condition (i) may be verified for the problem (5.3), as was mentioned above. The so-called "constraint qualification," however, fails, in the manner illustrated by the following simple example, which captures the main features of (5.5).

Let $X=\left\{u \in H^{1}(R): \iint_{R} u=0\right\}, Y=L^{2}(R), R=[0,1]^{2}$ the unit square in $\mathbf{R}^{2}$. Set for $u \in X, v \in Y$ given

$$
f(u)=\left\|\frac{\partial u}{\partial x_{1}}-v\right\|_{L^{2}(R)}^{2}, \quad g(u)=\frac{\partial u}{\partial x_{2}}
$$

and let us suppose that $v=v\left(x_{1}\right)$, so that the problem

$$
\begin{array}{ll}
\min _{u \in X} & \operatorname{grad} f(u) \\
\text { subiect to } & g(u)=0
\end{array}
$$

has the unique, zero-residual solution

$$
u\left(x_{1}, x_{2}\right)=\int_{0}^{x_{1}} d x v(x)+\text { const. }
$$

The second-order sufficiency condition (i) is an immediate consequence of a form of Poincarés inequality (Nečas (1967)). The adjoint $D g^{*}(u)$ is given by

$$
D g^{*}(u)=-\mathcal{N} \frac{\partial}{\partial x_{2}}
$$

where $\mathcal{N}$ is the solution operator of the Neumann problem: $\mathcal{N} b=w$, where

$$
\begin{array}{ll}
(I-\Delta) w & =b \quad \text { in } R \\
\frac{\partial w}{\partial n} & =0 \quad \text { on } \partial R
\end{array}
$$

Set $\lambda_{k}(x)=\cos k_{1} \pi x_{1} \cos k_{2} \pi x_{2}$ for $k \in \mathbf{Z}^{2}$. Then

$$
\left\|D g^{*}(u) \lambda_{k}\right\|_{H^{1}(R)}=\frac{2 k_{2}}{\sqrt{1+k_{1}^{2}+k_{2}^{2}}}
$$

which can be made as small as we like by taking $k_{1}$ large. Thus the constraint qualification (ii) fails.

For similar but nonlinear problems such as (5.5), the nonzero singular values of $D g$ are proportional to the instantaneous radii of curvature of the constraint set. The
failure of the constraint qualification could conceivably be associated with the presence of arbitrarily small radii of curvature-indeed, this must be the case for uniformly nonlinear problems like (5.5). In essence, the constraint set for such a problem has a cusp at every point! No reasonable stability properties can be expected for the solutions of such a problem.

On the other hand, the Hessian operator of the "penalized" cost functional

$$
f(u)+\sigma^{2}\|g(u)\|_{L^{2}(R)}^{2}
$$

is positive-definite for any $\sigma>0$-again, this is simply Poincarés inequality. This observation motivates the following construction.

For choices of time and slowness intervals $T_{2}>T_{1}>T_{0}>0, P_{2}>P_{1} \geq 0$, "data set" $D \in L^{2}\left(R_{1}\right)$ and "tuning" parameters $\sigma, \lambda \geq 0$, define for $\tilde{v} \in \sum$

$$
\begin{equation*}
J_{\sigma, \lambda}[\tilde{v}]=\frac{1}{2}\left\{\|\tilde{S}[\tilde{v}]-D\|_{L^{2}\left(R_{1}\right)}^{2}+\sigma^{2}\|Q \tilde{v}\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2}+\lambda^{2}\left\|\frac{\partial \tilde{v}}{\partial x}\right\|_{L^{2}\left(\tilde{R}_{2} \backslash \tilde{R}_{0}\right)}\right\} \tag{5.6}
\end{equation*}
$$

The first two summands in the definition of $J_{\sigma, \lambda}$ are motivated by analogy with the "Dirichlet" problem discussed above. The form of the "elliptic" estimate (Theorem 5.2 ) and the need, explained in the next section, to choose $T_{2}>T_{0}$ motivate the last term. For example, the elliptic estimate gives a bound on $\delta \tilde{v}$ only on the shorter interval $\left[0, T_{0}\right]$, so $\delta \tilde{v}$ must be bounded a priori for $t>T_{0}$.

We shall call the three terms on the right-hand side of (5.6) "data," "coherency," and "extension" terms. Minimization of (5.6) is the "coherency optimization problem."
6. Proof of the main theorem. We begin this section with the proof that the Hessian operator of $J_{\sigma, \lambda}$ as defined in $\S 5$ is positive-definite at a sufficiently rough, coherent $\tilde{v}$. The main idea is that the Hessian quadratic form consists of the "data" term dominating the high frequencies in $\delta \tilde{v}$, and a "coherency" term essentially consisting of the product of the indefinite integral (in $x$ ) of $\delta \tilde{v}$ and a derivative of $\tilde{v}$. This latter term is thus the product of a smooth factor (depending on $\delta \tilde{v}$ ) and a rough factor (derivative of $\tilde{v}$ ). When the rough factor is rough enough, uniformly on the length scale of significant change in the smooth factor, then the product dominates the smooth factor. Lemma 6.2 below makes this heuristic reasoning precise, and establishes a mathematical meaning for "sufficiently rough." The "smooth factor" discussed here is the indefinite ( $t-$ ) integral of $\delta \tilde{v}$; the estimate for it, together with the elliptic estimate from $\S 5$ and an interpolation argument, give a bound on $\delta \tilde{v}$ in terms of the "data," "coherency," and "extension" terms of the Hessian of $J_{\sigma, \lambda}$.

Recall from the preceding sections the geometry of the coherency optimization problem:

$$
\begin{aligned}
0 & <T_{0}<T_{1}<T_{2} \quad \text { time limits } \\
0 & \leq P_{1}<P_{2} \quad \text { slowness limits }, \\
& \\
R_{\nu} & =\left[0, T_{\nu}\right] \times\left[P_{1}, P_{2}\right], \\
\tilde{R}_{\nu} & =\left[0, T_{\nu} / 2\right] \times\left[P_{1}, P_{2}\right], \quad \nu=0,1,2 \\
& \text { (data, model rectangles) } ;
\end{aligned}
$$

the function spaces involved in its setting:

$$
\begin{aligned}
& \sum=\left\{\tilde{v} \in H^{1}\left(\tilde{R}_{2}\right): \tilde{v}(0, p)=\frac{c_{0}}{\sqrt{1-c_{0}^{2} p^{2}}} \tilde{v}\left(T_{2}, p\right)\right. \\
& \left.\quad=\frac{c_{1}}{\sqrt{1-c_{1}^{2} p^{2}}},\|\log \tilde{v}\|_{H^{1}\left(\tilde{R}_{2}\right)}<\ell^{*}\right\} \\
& \dot{\sum}=\left\{\delta \tilde{v} \in H^{1}\left(\tilde{R}_{2}\right): \delta \tilde{v}(0, p)=0=\delta \tilde{v}\left(T_{2}, p\right)\right\}
\end{aligned}
$$

and the maps:

$$
\begin{array}{ll}
\tilde{S}: & \sum \longrightarrow L^{2}\left(R_{1}\right), \\
D \tilde{S}: & \sum \times \sum \longrightarrow L^{2}\left(R_{1}\right), \\
Q: & \sum \longrightarrow L^{2}\left(\tilde{R}_{2}\right), \\
D Q: & \sum \times \dot{\sum} \longrightarrow L^{2}\left(\tilde{R}_{2}\right) .
\end{array}
$$

It will be essential in the arguments given below that $T_{2}$ be related appropriately to $T_{0}$, as follows. For $\tilde{v} \in \sum$, the $L^{\infty}$-bound on $\tilde{v}$ implies that

$$
\begin{aligned}
\zeta\left(T_{0}, P_{2}\right) & =\sup _{P_{1} \leq p \leq P_{2}} \zeta\left(T_{0}, p\right) \\
& \leq \frac{1}{2} T_{0} e^{\ell^{*}}:=Z
\end{aligned}
$$

whence

$$
\begin{aligned}
\tau\left(Z, P_{1}\right) & =\sup _{P_{1} \leq p \leq P_{2}} \tau(Z, p) \\
& \leq 2 Z e^{\ell^{*}}=T_{0} e^{2 \ell^{*}}
\end{aligned}
$$

Set $T_{2}=T_{0} e^{2 \ell^{*}}$. Then it follows that for any $p_{1}, p_{2} \in\left[P_{1}, P_{2}\right]$,

$$
\tau\left(\zeta\left(T_{0}, p_{1}\right), p_{2}\right) \leq T_{2}
$$

Define

$$
R_{Z}=[0, Z] \times\left[P_{1}, P_{2}\right] .
$$

Then for $\delta \tilde{v} \in H_{\text {loc }}^{1}(\mathbf{R}), \tilde{v} \in \sum$

$$
\begin{aligned}
\|\delta \tilde{v}\|_{H^{1}\left(\tilde{R}_{0}\right)} & \leq C\|\delta \tilde{v} \circ \tau\|_{H^{1}\left(R_{Z}\right)} \\
& \leq C^{\prime}\|\delta \tilde{v}\|_{H^{1}\left(\tilde{R}_{2}\right)}
\end{aligned}
$$

and similarly for $L^{2}$-norms.
Here we have introduced the habit, to which we shall uniformly adhere, of denoting by $C, C^{\prime}, \cdots$ constants which may be chosen uniformly over $\sum$. We shall make no attempt to identify optimum choices of such constants, so that the end result of our argument is only qualitative in nature.

Recall from $\S 2$ that the determination of $c$ from bandlimited data requires that $c$ be "rough" in some sense. For convenience, we restate the basic "roughness" criterion, phrased in terms of an (arbitrary) Dirac kernel

$$
h_{\epsilon}(z)=\frac{1}{\epsilon} h_{1}\left(\frac{z}{\epsilon}\right)
$$

where $h_{1}$ satisfies the usual requirements:

$$
h_{1} \in C_{0}^{\infty}(\mathbf{R}), \quad h_{1}(0)>0, \quad h_{1} \geq 0, \quad \int h_{1}=1
$$

Then $\left\{\epsilon h_{\epsilon}^{\prime}\right\}$ is bounded in $L^{1}$, and defines a family of "low-cut" filters, i.e., convolution with $\epsilon h_{\epsilon}^{\prime}$ suppresses Fourier components at frequencies less than or equal to $\mathcal{O}(1 / \epsilon)$.

For $c \in H_{\text {loc }}^{1}(\mathbf{R}), \epsilon>0, \Delta>0$ define

$$
\begin{aligned}
r[c](z, \epsilon, \Delta) & =\frac{1}{\Delta} \int_{z-\Delta / 2}^{z+\Delta / 2}\left|\epsilon h_{\epsilon}^{\prime} * c^{\prime}\right|^{2} \\
\bar{r}[c](z, \Delta) & =\frac{1}{\Delta} \int_{z-\Delta / 2}^{z+\Delta / 2}\left|c^{\prime}\right|^{2}
\end{aligned}
$$

and for any $Z_{0}>0$,

$$
\begin{aligned}
r_{*}[c]\left(Z_{0}, \epsilon, \Delta\right) & =\inf _{0 \leq z \leq Z_{0}} r[c](z, \epsilon, \Delta) \\
r^{*}[c]\left(Z_{0}, \epsilon, \Delta\right) & =\sup _{0 \leq z \leq Z_{0}} r[c](z, \epsilon, \Delta) \\
\bar{r}^{*}[c]\left(Z_{0}, \Delta\right) & =\sup _{0 \leq z \leq Z_{0}} \bar{r}[c](z, \Delta)
\end{aligned}
$$

The main step in the proof of Theorem 2.1 is embodied in Theorem 6.1.
Theorem 6.1. There exist constants $\bar{m}, M_{1}, M_{2}, \epsilon_{0}$, and $\Delta_{0}>0$ depending on $T_{0}, T_{1}, T_{2}, \ell^{*}, K_{0}, K_{1}$, and $K^{*}$ so that if
(i) $f \in \mathcal{E}^{\prime}$ satisfies (4.1) and $m_{f}^{1} \leq \bar{m}$;
(ii) $\tilde{v} \in \sum$ is consistent with $D \in L^{2}\left(R_{1}\right)$, i.e., $S[\tilde{v}]=D$
(iii) $\tilde{v} \in \sum$ is coherent, $\tilde{v}=\tilde{v}[c]$ for $c \in H_{\mathrm{loc}}^{1}(\mathbf{R})$;
(iv) For some $\epsilon, \Delta, Z_{0}>0$ with $\epsilon \leq \epsilon_{0}, \Delta \leq \Delta_{0}$, and $\tau\left(Z_{0}, P_{1}\right)=2 \int_{0}^{Z_{0}} d z$ $\left(1 / c^{2}(z)-p_{1}^{2}\right)^{1 / 2} \geq T_{0}$ the following inequalities hold: $r_{*}[c]\left(Z_{0}, \epsilon, \Delta\right) \geq M_{1}$, $M_{2} r_{*}[c]\left(Z_{0}, \epsilon, \Delta\right) \geq \max \left(r^{*}[c]\left(Z_{0}, \epsilon, \Delta\right), \bar{r}[c]\left(Z_{0}, \Delta\right)\right)$.
Then there exists $\mu>0$ depending on $T_{0}, T_{1}, T_{2}, \ell^{*}, K_{0}, K_{1}, \sigma$, and $\lambda$ so that for $\delta \tilde{v} \in \sum$,

$$
\left\langle\delta \tilde{v}, \operatorname{Hess} J_{\sigma, \lambda} \delta \tilde{v}\right\rangle_{H_{1}\left(\tilde{R}_{2}\right)} \geq \mu\|\delta \tilde{v}\|_{H^{1}\left(\tilde{R}_{2}\right)}^{2}
$$

Before giving the proof of Theorem 6.1, we digress to demonstrate the meaning of condition (iv) in the theorem, and show that the set of $\tilde{v}$ satisfying it is nonempty.

Let $c_{0}, \delta c_{1} \in C^{\infty}(\mathbf{R}) \cap L^{\infty}(\mathbf{R})$, so that

$$
0<r_{*} \leq \int_{z-1}^{z+1}\left|h_{1}^{\prime} * \delta c_{1}^{\prime}\right|^{2} \leq r^{*}, \quad-\infty \leq z \leq \infty
$$

and take $\bar{r}=\sup _{z \in \mathbf{R}} \int_{z-1}^{z+1}\left|\delta c_{1}^{\prime}\right|^{2}$. Clearly we can choose $\delta c_{1}$ so that $r^{*} \geq r_{*}, \bar{r}$ achieve any prescribed values. On the other hand, set

$$
\delta c_{\epsilon}(z)=2 \epsilon \delta c_{1}\left(\frac{z}{\epsilon}\right), \quad c_{\epsilon}(z)=c_{0}(z)+\delta c_{\epsilon}(z)
$$

for $0 \leq z \leq Z_{0}$, cut off to constants elsewhere. Then $\left\{\log c_{\epsilon}\right\}_{\epsilon \leq \epsilon_{0}}$ is bounded in $H^{1}\left[0, Z_{0}\right]$, for suitable $\epsilon_{0}$, but

$$
\begin{aligned}
& r_{*}-\mathcal{O}(\epsilon) \leq \frac{1}{2 \epsilon} \int_{z-\epsilon}^{z+\epsilon}\left|\epsilon h_{\epsilon}^{\prime} * c_{\epsilon}^{\prime}\right|^{2} \leq r^{*}+\mathcal{O}(\epsilon) \\
& \frac{1}{2 \epsilon} \int_{z-\epsilon}^{z+\epsilon}\left|c_{\epsilon}^{\prime}\right|=\bar{r}+\mathcal{O}(\epsilon)
\end{aligned}
$$

Thus with the choice $\Delta=2 \epsilon$, the quantities

$$
\begin{gathered}
r_{*}\left[c_{\epsilon}\right]\left(Z_{0}, \epsilon, 2 \epsilon\right), \\
r^{*}\left[c_{\epsilon}\right]\left(Z_{0}, \epsilon, 2 \epsilon\right), \quad \bar{r}\left[c_{\epsilon}\right]\left(Z_{0}, 2 \epsilon\right)
\end{gathered}
$$

stand in more or less fixed proportions throughout the set $\left\{c_{\epsilon}\right\}$. We conclude that, whatever the values of the constants $M_{1}, M_{2}, \bar{\epsilon}, \bar{\Delta}$ specified in Theorem 6.1, the set of travel-time velocities satisfying condition (iv) is nonempty-simply take $\tilde{v}=\tilde{v}\left[c_{\epsilon}\right]$ for sufficiently small $\epsilon$, and a suitable choice of $c_{0}, \delta c_{1}$.

Also the meaning of condition (iv) is clear from this construction. As $\epsilon \rightarrow 0$, the perturbation $\delta c_{\epsilon}$ becomes smaller, but its derivative has uniformly bounded (above and below) mean square over intervals of length $\epsilon$, and this even after convolution with the oscillatory kernel $\epsilon h_{\epsilon}^{\prime}$. Thus $c_{\epsilon}$ has significant oscillation everywhere on the scale $\epsilon$, i.e., $c_{\epsilon}$ is "uniformly rough."

In the estimates which follow, we will write for convenience

$$
\delta Q=D Q[\tilde{v}] \delta \tilde{v}, \quad \delta \tilde{S}=D \tilde{S}[\tilde{v}] \delta \tilde{v}
$$

Also, for any function $u$ of $(t, p)$ or $(z, p)$ we shall denote by $\int u$ the function

$$
(t, p) \mapsto \int_{0}^{t} d t^{\prime} u\left(t^{\prime}, p\right) \quad \text { or } \quad(z, p) \mapsto \int_{0}^{z} d z^{\prime} u\left(z^{\prime}, p\right)
$$

To begin the proof of Theorem 6.1, note that

$$
\begin{equation*}
\left\langle\delta \tilde{v}, \operatorname{Hess} J_{\sigma, \lambda}[\tilde{v}] \cdot \delta \tilde{v}\right\rangle=\|\delta \tilde{S}\|_{L^{2}\left(R_{1}\right)}^{2}+\sigma^{2}\|\delta Q\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2}+\lambda^{2}\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left(\tilde{R}_{2} \backslash \tilde{R}_{0}\right)} \tag{6.1}
\end{equation*}
$$

because of the consistency and coherency assumptions.

The second term in (6.1) is the most interesting. It follows immediately from the definition of $Q$ that

$$
\begin{aligned}
\delta Q & =\frac{\partial \delta \tilde{v}}{\partial p}-2 p\left(\int \tilde{v}^{2}\right) \frac{\partial \delta \tilde{v}}{\partial x}-4 p\left(\int \tilde{v} \delta \tilde{v}\right) \frac{\partial \tilde{v}}{\partial x}-3 p \tilde{v}^{2} \delta \tilde{v} \\
& =\left(\frac{\partial}{\partial p}(\delta \tilde{v} \circ \tau)\right) \circ \zeta-4 p\left(\int \tilde{v} \delta \tilde{v}\right) \frac{\partial \tilde{v}}{\partial x}-3 p \tilde{v}^{2} \delta \tilde{v} \\
& =\left\{\frac{\partial \delta v}{\partial p}-\frac{p}{2}\left(\int d z \delta v\right) \frac{\partial v^{2}}{\partial z}-3 p v^{2} \delta v\right\} \circ \zeta
\end{aligned}
$$

where we have written for convenience $\delta v=\delta \tilde{v} \circ \tau$. Note that $\delta v$ is not the perturbation in $v$ resulting from a perturbation in $c$.

Choose a test kernel $g \in C_{0}^{\infty}\left(\mathbf{R}_{z}\right)$ with $\|g\|_{L^{1}(\mathbf{R})}=1$ and $\operatorname{supp} g \subset[0, \infty)$. Then

$$
g *(\delta Q \circ \tau)=\frac{\partial}{\partial p} g * \delta v-\frac{1}{2} p\left(\int d z \delta v\right) g * \frac{\partial v^{2}}{\partial z}+E_{1}-3 p g *\left(v^{2} \delta v\right)
$$

The error term $E_{1}$ is the commutator of a multiplication operator and convolution with $g$ :

$$
E_{1}=p\left\{\left(\int d z \delta v\right) g * \frac{\partial v^{2}}{\partial z}-g *\left(\left(\int d z \delta v\right) \frac{\partial v^{2}}{\partial z}\right)\right\}
$$

for which a standard estimate gives

$$
\left\|E_{1}(\cdot, p)\right\|_{L^{2}\left[0, T_{2}\right]} \leq C m_{g}^{1}\|\delta v(\cdot, p)\|_{L^{\infty}(\mathbf{R})}
$$

(We have used the notation

$$
m_{g}^{k}=\int_{\mathbf{R}} d z z^{k}|g(z)|
$$

for the moments of $|g|$ as explained before.)
Set

$$
K_{g}=-\frac{1}{2} p\left(\int d z \delta v\right) g * \frac{\partial v^{2}}{\partial z} .
$$

The next goal is an $L^{2}$ estimate for $K_{g}$ on the domain $R_{Z}=[0, Z] \times\left[P_{1}, P_{2}\right]$. Recall that $Z$ is chosen so that

$$
T_{0} \leq \tau\left(Z, P_{2}\right)<\tau\left(Z, P_{1}\right) \leq T_{2} .
$$

First note that for its indefinite $p$-integral,

$$
\int_{p_{1}}^{p_{2}} d p K_{g}=\int_{p_{1}}^{p_{2}} g *(\delta Q \circ \tau)-\left.g * \delta v\right|_{p=p_{1}} ^{p_{2}}-\int_{p_{1}}^{p_{2}} d p E_{1}
$$

Since composition with $\tau$ and $\zeta$, the indefinite $p$-integral, and $z$-convolution with $g$ are all bounded operators on $L_{\mathrm{loc}}^{2}\left(\mathbf{R} \times\left[p_{1}, p_{2}\right]\right)$,

$$
\begin{aligned}
&\left\|\int_{p_{1}}^{p_{2}} d p K_{g}\right\|_{L^{2}[0, Z]} \leq C\left\{\left\|g * \delta v\left(\cdot, p_{1}\right)\right\|_{L^{2}[0, Z]}+\left\|g * \delta v\left(\cdot, p_{2}\right)\right\|_{L^{2}[0, Z]}\right. \\
&\left.+\|\delta Q\|_{L^{2}\left(\tilde{R}_{2}\right)}+m_{g}^{1}\left\|\frac{\partial \delta v}{\partial z}\right\|_{L^{2}\left(R_{Z}\right)}\right\} .
\end{aligned}
$$

Now assume that $\int g=0$ and choose $\psi \in C_{0}^{\infty}(\mathbf{R})$ with $\psi \equiv 1$ on $[0, Z]$. For $p \in\left[P_{1}, P_{2}\right]$, denote by $\delta \tilde{v}$ the extension $\delta v$ by a constant for $z>Z$. Then (since $\left.\operatorname{supp} g \subset \mathbf{R}^{+}\right)$

$$
\begin{aligned}
\|g * \delta v(\cdot, p)\|_{L^{2}[0, Z]}^{2} & \leq\|g * \psi \delta \bar{v}(\cdot, p)\|_{L^{2}[\mathbf{R}]}^{2} \\
& =\left.\frac{1}{\sqrt{2 \pi}} \int d k|\hat{g}(k)|^{2} \widehat{\psi \delta \bar{v}}(k)\right|^{2} \\
& =\frac{1}{\sqrt{2 \pi}} \int d k \frac{|\hat{g}(k)|^{2}}{|k|^{2}}|i k \widehat{\psi \delta \bar{v}}(k)|^{2} \\
& \leq\left(\sup _{k} \frac{|\hat{g}(k)|}{|k|}\right)^{2}\left\|\frac{\partial}{\partial z}(\psi \delta \bar{v}(\cdot, p))\right\|_{L^{2}(\mathbf{R})}^{2} \\
& \leq C\left(\sup _{k} \frac{|\hat{g}(k)|}{|k|}\right)^{2}\left\|\frac{\partial \delta v}{\partial z}(\cdot, p)\right\|_{L^{2}([0, Z])}^{2}
\end{aligned}
$$

since $\delta \bar{v}$ is constant for $z>Z$ and $\delta v(0, p) \equiv 0$.
Define

$$
\epsilon_{g}:=\sup _{k} \frac{|\hat{g}(k)|}{|k|} .
$$

From the bound

$$
\left\|\frac{\partial \delta v}{\partial z}(\cdot, p)\right\|_{L^{2}[0, Z]} \leq C\left\|\frac{\partial \delta \tilde{v}}{\partial x}(\cdot, p)\right\|_{L^{2}\left[0, T_{2}\right]}
$$

valid for $\delta \tilde{v} \in \sum$, we get for any $P_{1} \leq p_{1} \leq p_{2} \leq P_{2}$,

$$
\begin{aligned}
\left\|\int_{p_{1}}^{p_{2}} d p K_{g}\right\|_{L^{2}[0, Z]}^{2} \leq C\left\{\epsilon_{g}\right. & {\left[\left\|\frac{\partial \delta \tilde{v}}{\partial x}\left(\cdot, p_{1}\right)\right\|_{L^{2}\left[0, T_{2} / 2\right]}^{2}+\left\|\frac{\partial \delta \tilde{v}}{\partial x}\left(\cdot, p_{2}\right)\right\|_{L^{2}\left[0, T_{2} / 2\right]}^{2}\right] } \\
6.2) & \left.+\|\delta Q\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2}+m_{g}^{1}\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2}\right\} .
\end{aligned}
$$

Next we estimate the $p$-derivative of $K_{g}$ :

$$
\begin{aligned}
\frac{\partial K_{g}}{\partial p}=-\frac{1}{2} & {\left[\left(\int d z \delta v\right) g * \frac{\partial v^{2}}{\partial z}\right.} \\
& \left.+p\left(\int d z \frac{\partial \delta v}{\partial p}\right) g * \frac{\partial v^{2}}{\partial z}+p\left(\int d z \delta v\right) g * \frac{\partial^{2} v^{2}}{\partial p d z}\right] .
\end{aligned}
$$

The first term is clearly dominated in $L^{2}[0, Z]$ for each $p$ by a ( $\sum$-dependent) multiple of

$$
\|\delta \tilde{v}(\cdot, p)\|_{L^{2}\left[0, T_{2} / 2\right]}
$$

From the definition of $\delta Q$,

$$
\int d z \frac{\partial \delta v}{\partial p}=\int d z\left\{\delta Q \circ \tau-\frac{1}{2} p\left(\int d z \delta v\right) \frac{\partial v^{2}}{\partial z}-3 p \int v^{2} \delta v\right\}
$$

which is bounded by a ( $\sum$-dependent) multiple of

$$
\|\delta Q(\cdot, p)\|_{L^{2}\left[0, T_{2}\right]}+\|\delta \tilde{v}(\cdot, p)\|_{L^{2}\left[0, T_{2} / 2\right]}
$$

Finally, we note that

$$
v=\frac{c}{\sqrt{1-c^{2} p^{2}}}
$$

for some $c$ with

$$
\|c\|_{H^{1}[0, Z]} \leq C
$$

so that for any $p \in\left[P_{1}, P_{2}\right]$,

$$
\left\|\frac{\partial^{2} v^{2}}{\partial z \partial p}(\cdot, p)\right\|_{L^{2}[0, Z]} \leq C
$$

The upshot is the estimate

$$
\begin{equation*}
\left\|\frac{\partial K_{g}}{\partial p}(\cdot, p)\right\|_{L^{2}[0, Z]} \leq C\left\{\|\delta Q(\cdot, p)\|_{L^{2}\left[0, T_{2} / 2\right]}+\|\delta \tilde{v}(\cdot, p)\|_{L^{2}\left[0, T_{2} / 2\right]}\right\} \tag{6.3}
\end{equation*}
$$

Integrating in $p$, we also get

$$
\begin{equation*}
\left\|\frac{\partial K_{g}}{\partial p}\right\|_{L^{2}\left(R_{Z}\right)} \leq C\left(\|\delta Q\|_{L^{2}\left(\tilde{R}_{2}\right)}+\|\delta \tilde{v}\|_{L^{2}\left(\tilde{R}_{2}\right)}\right) \tag{6.4}
\end{equation*}
$$

Now we combine (6.2) and (6.4) to estimate $K_{g}$ via a simple interpolation inequality, which is a special case of Gilbarg and Trudinger (1983, Theorem 7.28):

$$
\text { For } u \in H^{2}[a, b], \alpha>0
$$

$$
\begin{equation*}
\left\|u^{\prime}\right\|_{L^{2}[a, b]}^{2} \leq \alpha\left\|u^{\prime \prime}\right\|_{L^{2}[a, b]}^{2}+\frac{C}{\alpha}\|u\|_{L^{2}[a, b]}^{2} \tag{6.5}
\end{equation*}
$$

where $C=C(|b-a|)$.
Apply (6.5) to $u(p)=\int_{p_{0}}^{p} d p^{\prime} K_{g}(z, p)$ for arbitrary $p_{0} \in\left[P_{1}, P_{2}\right]$, integrate the result in $z$, and use (6.2) and (6.4) to obtain

$$
\begin{aligned}
\left\|K_{g}\right\|_{L^{2}\left(R_{Z}\right)}^{2} \leq \frac{C}{\alpha}\{ & \epsilon_{g}^{2}\left(\left[P_{2}-P_{1}\right]\left\|\frac{\partial \delta \tilde{v}}{\partial x}\left(\cdot, p_{0}\right)\right\|_{L^{2}\left[0, T_{2} / 2\right]}^{2}+\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2}\right) \\
& \left.+\left(m_{g}^{1}\right)^{2}\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2}+\|\delta Q\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2}\right\} \\
& +\alpha C^{\prime}\left\{\|\delta Q\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2}+\|\delta \tilde{v}\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2}\right\}
\end{aligned}
$$

With the choice

$$
\alpha^{*}=\max \left(\epsilon_{g}, m_{g}^{1}\right), \quad \alpha_{*}=\min \left(\epsilon_{g}, m_{g}^{1}\right)
$$

this becomes after integration in $p_{0}$ from $P_{1}$ to $P_{2}$

$$
\begin{gather*}
\left\|K_{g}\right\|_{L^{2}\left(R_{Z}\right)}^{2} \leq C \frac{\left(\alpha^{*}\right)^{2}}{\alpha_{*}}\left\{\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2}+\|\delta \tilde{v}\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2}\right\} \\
+C^{\prime}\left(\alpha^{*}+\frac{1}{\alpha_{*}}\right)\|\delta Q\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2} \tag{6.6}
\end{gather*}
$$

The next step is to show that $K_{g}$ actually dominates the indefinite integral of $\delta \tilde{v}$. It is at this point that some constraints on $\tilde{v}$ (hence on $c$ ), other than coherency and membership in $\sum$, become necessary. Recall that

$$
K_{g}=-\frac{1}{2} p\left(\int d z \delta v\right) g * \frac{\partial v^{2}}{\partial z}
$$

Thus $K_{g}$ is the product of a relatively smooth factor (the indefinite integral) and a relatively rough factor (the derivative). Clearly, some estimate of the smooth factor must be possible, provided that the rough factor is sufficiently uniformly rough. The following simple lemma gives a crude criterion of this type.

Lemma 6.2. Suppose that $u, \Phi \in C^{\infty}(\mathbf{R})$. Set for $\Delta>0, a<b$

$$
\begin{gathered}
r(x, \Delta)=\frac{1}{\Delta} \int_{x-\Delta / 2}^{x+\Delta / 2}|u|^{2} \\
r_{*}(\Delta)=\inf _{x \in[a, b]} r(x, \Delta), \quad r^{*}(\Delta)=\sup _{x \in[a, b]} r(x, \Delta)
\end{gathered}
$$

Then for any $\Delta>0\left(L^{2}\right.$-norms $)$ :

$$
\|\Phi u\|_{L^{2}[a, b]}^{2} \geq \frac{r_{*}(\Delta)}{2}\|\Phi\|_{L^{2}[a, b]}^{2}-\frac{16}{9}\left(r_{*}(\Delta)+r^{*}(\Delta)\right) \Delta^{2}\left\|\Phi^{\prime}\right\|_{L^{2}[a, b]}^{2}
$$

Proof. Set

$$
\bar{\Phi}_{\Delta}(x)=\frac{1}{\Delta} \int_{x-\Delta / 2}^{x+\Delta / 2} \Phi
$$

Then the Cauchy-Schwarz inequality gives

$$
\left|\Phi(y)-\bar{\Phi}_{\Delta}(x)\right| \leq \frac{4}{3} \Delta^{1 / 2} \int_{x-\Delta / 2}^{x+\Delta / 2}\left|\Phi^{\prime}\right|^{2}
$$

for $x-\Delta / 2 \leq y \leq x+\Delta / 2$. Thus

$$
\begin{aligned}
\int_{x-\Delta / 2}^{x+\Delta / 2}|\Phi u|^{2} & \geq\left[\left.\left|\bar{\Phi}_{\Delta}(x)^{2}-\frac{16}{9} \Delta \int_{x-\Delta / 2}^{x+\Delta / 2}\right| \Phi^{\prime}\right|^{2}\right] \int_{x-\Delta / 2}^{x+\Delta / 2}|u|^{2} \\
& \geq \Delta\left|\bar{\Phi}_{\Delta}(x)\right|^{2} r_{*}(\Delta)-\frac{16}{9} \Delta^{2} r^{*}(\Delta) \int_{x-\Delta / 2}^{x+\Delta / 2}\left|\Phi^{\prime}\right|^{2}
\end{aligned}
$$

Similarly,

$$
\Delta\left|\bar{\Phi}_{\Delta}(x)\right|^{2} \geq \frac{1}{2} \int_{x-\Delta / 2}^{x+\Delta / 2}|\Phi|^{2}-\frac{16}{9} \Delta^{2} \int_{x-\Delta / 2}^{x+\Delta / 2}\left|\Phi^{\prime}\right|^{2}
$$

Thus

$$
\int_{x-\Delta / 2}^{x+\Delta / 2}|\Phi u|^{2} \geq \frac{r_{*}(\Delta)}{2} \int_{x-\Delta / 2}^{x+\Delta / 2}|\Phi|^{2}-\frac{16}{9}\left(r_{*}(\Delta)+r^{*}(\Delta)\right) \Delta^{2} \int_{x-\Delta / 2}^{x+\Delta / 2}\left|\Phi^{\prime}\right|^{2}
$$

Now sum both sides over $x=\left(k+\frac{1}{2}\right) \Delta, k=0, \ldots[(b-a) / \Delta]$ to obtain the result. $\quad \square$

We shall apply Lemma 6.2 to $K_{g}$, with the identifications

$$
\Phi \sim-\frac{1}{2} p \int \delta v(\cdot, p), \quad u \sim g * \frac{\partial v^{2}}{\partial z}(\cdot, p) .
$$

Note that

$$
\frac{\partial v^{2}}{\partial z}=\left(1-c^{2} p^{2}\right)^{-2} c \frac{\partial c}{\partial z}
$$

so that

$$
g * \frac{\partial v^{2}}{\partial z}=\left(1-c^{2} p^{2}\right)^{-2} c g * \frac{\partial c}{\partial z}+E_{2}
$$

We will assume that the length scale $\Delta$ is chosen so that $\operatorname{supp} g \subset[\Delta / 2, \Delta / 2]$. Then a slight refinement of the standard error estimate gives

$$
\frac{1}{\Delta} \int_{z-\Delta / 2}^{z+\Delta / 2}\left|E_{2}\right| \leq C \Delta^{2} r_{\delta}^{*}(\Delta) a_{g}(\Delta)
$$

where we have written, for any compactly supported measure $h$, and $Z_{0}>0$ to be determined:

$$
\begin{aligned}
& r_{h}^{*}(\Delta)=\sup _{z \in\left[0, Z_{0}\right]} \frac{1}{\Delta} \int_{z-\Delta / 2}^{z+\Delta / 2}\left|h * \frac{d c}{d z}\right|^{2} \\
& r_{h, *}(\Delta)=\inf _{z \in\left[0, Z_{0}\right]} \frac{1}{\Delta} \int_{z-\Delta / 2}^{z+\Delta / 2}\left|h * \frac{d c}{d z}\right|^{2} \\
& a_{h}(\Delta)=\sup _{z \in\left[0, Z_{0}\right]} \frac{1}{\Delta} \int_{z-\Delta / 2}^{z+\Delta / 2}\left(|h| *\left|\frac{d c}{d z}\right|\right)^{2} .
\end{aligned}
$$

For various $\sum$-dependent constants $C_{1}-C_{4}$, any $z \in\left[0, Z_{0}\right]$,

$$
\begin{aligned}
C_{1} r_{g, *}(\Delta)-C_{2} \Delta^{2} r_{\delta}^{*}(\Delta) a_{g}(\Delta) & \leq \frac{1}{\Delta} \int_{z-\Delta / 2}^{z+\Delta / 2}\left|g * \frac{\partial v^{2}}{\partial z}\right|^{2} \\
& \leq C_{3} r_{g}^{*}(\Delta)+C_{4} \Delta^{2} r_{g}^{*}(\Delta) a_{g}(\Delta)
\end{aligned}
$$

Accordingly Lemma 6.2 implies, so long as $Z_{0} \leq Z$, for $p_{0} \in\left[P_{1}, P_{2}\right]$

$$
\begin{align*}
\left\|K_{g}(\cdot, p)\right\|_{L^{2}[0, Z]}^{2} \geq & C p^{2} r_{g, *}(\Delta)\left\|\int d z \delta v(\cdot, p)\right\|_{L^{2}\left[0, Z_{0}\right]}^{2}  \tag{6.7}\\
& \quad-C^{\prime}\left(r_{g, *}(\Delta)+r_{g}^{*}(\Delta)+r_{g}^{*}(\Delta) a_{g}(\Delta)\right) \Delta^{2}\|\delta v(\cdot, p)\|_{L^{2}\left[0, Z_{0}\right]}^{2}
\end{align*}
$$

These estimates have no force unless the quantities $r_{g, *}(\Delta)$ and

$$
r_{t}^{*}(\Delta)=\left(r_{g, *}(\Delta)+r_{g}^{*}(\Delta)+r_{g}^{*}(\Delta) a_{g}(\Delta)\right)
$$

are comparable. These quantities depend on the parameters $\Delta$ and $Z_{0}$ and on the kernel $g$ (all of which are still to be chosen) -and, of course, on the velocity profile $c$.

To further manipulate the norms of $\delta v, \delta \tilde{v}$, we require an estimate on the $p$ derivative: after some algebra,

$$
\begin{aligned}
& \frac{d}{d p}\left\|\int d z \delta v(\cdot, p)\right\|_{L^{2}\left[0, Z_{0}\right]}^{2} \\
& \quad=2\left\langle\int d z \delta v(\cdot, p), \int^{2} d z\left(\delta C \circ \tau+\frac{1}{2} p\left(\int d z \delta v\right) \frac{\partial v^{2}}{\partial z}+3 p v^{2} \delta v\right)\right\rangle_{L^{2}\left[0, Z_{0}\right]} \\
& \quad \leq C\left\|\int d z \delta v(\cdot, p)\right\|_{L^{2}\left[0, Z_{0}\right]}^{2}+C^{\prime}\|\delta Q \circ \tau(\cdot, p)\|_{L^{2}\left[0, Z_{0}\right]}^{2}
\end{aligned}
$$

In the following lemma we have employed an estimate on norms of products.
Lemma 6.3. For $f \in H^{1}[a, b], g \in L^{2}[a, b]$, define

$$
\int_{a}^{z} f g=h(z), \quad a \leq z \leq b
$$

Then

$$
\|h\|_{0} \leq C\|f\|_{1}\left\|\int_{a} g\right\|_{0}
$$

for a constant $C$ depending on $a, b$.
Proof. Since

$$
h(z)=f(z) \int_{a}^{z} g-\int_{a}^{z} d z^{\prime} f^{\prime}\left(z^{\prime}\right) \int_{a}^{z^{\prime}} g
$$

we have

$$
\begin{aligned}
\|h\|_{0} & \leq\|f\|_{L^{\infty}}\left\|\int g\right\|_{0}+\left(\int_{a}^{b} d z\left[\int_{a}^{z} d z^{\prime} f^{\prime}\left(z^{\prime}\right) \int_{0}^{z^{\prime}} g\right]^{2}\right) \\
& \leq C\|f\|_{1}\left\|\int g\right\|_{0}+\int_{a}^{b} d z\left[\int_{a}^{z} d z^{\prime}\left(f^{\prime}\left(z^{\prime}\right)\right)^{2}\right]\left[\int_{a}^{z} d z^{\prime}\left[\int_{0}^{z^{\prime}} g\right]^{2}\right]
\end{aligned}
$$

whence the required inequality follows.
Thus Gronwall's inequality gives

$$
\left|\left\|\int d z \delta v(\cdot, p)\right\|_{L^{2}\left[0, Z_{0}\right]}^{2}-\left\|\int d z \delta v\left(\cdot, p_{0}\right)\right\|_{L^{2}\left[0, Z_{0}\right]}^{2}\right| \leq C\|\delta Q\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2}
$$

for any $p_{0} \in\left[P_{1}, P_{2}\right]$. Thus

$$
\begin{aligned}
& \int_{P_{1}}^{P_{2}} d p p^{2}\left\|\int d z \delta v(\cdot, p)\right\|_{L^{2}\left[0, Z_{0}\right]}^{2} \\
& \quad \geq\left(\left\|\int d z \delta v\left(\cdot, p_{0}\right)\right\|_{L^{2}\left[0, Z_{0}\right]}^{2}-C\|\delta Q\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2}\right) \frac{P_{2}^{3}-P_{1}^{3}}{3}
\end{aligned}
$$

so that (6.7) implies, after integrating the preceding inequality in $p_{0}$ from $P_{1}$ to $P_{2}$,

$$
\begin{aligned}
C\left\|K_{g}\right\|_{L^{2}\left(R_{Z}\right)}^{2} \geq & C^{\prime} r_{g, *}(\Delta)\left\|\int d z \delta v\right\|_{L^{2}\left(\left[0, Z_{0}\right] \times\left[P_{1}, P_{2}\right]\right)}^{2} \\
& -C^{\prime \prime}\left\{\|\delta Q\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2}+r_{t}^{*}(\Delta) \Delta^{2}\|\delta v\|_{L^{2}\left(\left[0, Z_{0}\right] \times\left[p_{1}, p_{2}\right]\right)}^{2}\right\} .
\end{aligned}
$$

Now concatenate the above inequality with (6.6) to get

$$
\begin{aligned}
& r_{g, *}(\Delta)\left\|\int \delta v\right\|_{L^{2}\left(\left[0, Z_{0}\right] \times\left[P_{1}, P_{2}\right]\right)}^{2}-C^{\prime \prime}\left\{\|\delta Q\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2}+r_{t}^{*}(\Delta) \Delta^{2}\|\delta v\|_{L^{2}\left(\left[0, Z_{0}\right] \times\left[P_{1}, P_{2}\right]\right)}^{2}\right\} \\
& \quad \leq C \frac{\left(\alpha^{*}\right)^{2}}{\alpha_{*}}\|\delta \tilde{v}\|_{H^{1}\left(\tilde{R}_{2}\right)}+C^{\prime}\left(\alpha^{*}+\frac{1}{\alpha_{*}}\right)\|\delta Q\|_{L^{2}\left(\tilde{R}_{2}^{\prime}\right)}^{2} .
\end{aligned}
$$

Next recall that the $L^{2}$-norms of $\delta v$ and $\delta \tilde{v}$ are related by

$$
\|\delta v\|_{L^{2}\left(R_{Z}\right)} \leq C\|\delta \tilde{v}\|_{L^{2}\left(\tilde{R}_{2}\right)}
$$

as noted at the beginning of the section, which allows us to simplify the above inequality to

$$
\begin{align*}
r_{g, *}(\Delta)\left\|\int d z \delta v\right\|_{L^{2}\left(\left[0, Z_{0}\right] \times\left[P_{1}, P_{2}\right]\right) \leq}^{2} \leq & \left(\frac{\left(\alpha^{*}\right)^{2}}{\alpha_{*}}+r_{t}^{*}(\Delta) \Delta^{2}\right)\|\delta \tilde{v}\|_{H^{1}\left(\tilde{R}_{2}\right)}^{2}  \tag{6.8}\\
& +C^{\prime}\left(1+\alpha^{*}+\frac{1}{\alpha_{*}}\right)\|\delta Q\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2}
\end{align*}
$$

It is convenient at this point to put the left-hand side in terms of $\delta \tilde{v}$ also, by means of Lemma 6.3. Since

$$
\int_{0}^{z} d z^{\prime} \delta v\left(z^{\prime}, p\right)=\int_{0}^{\tau(z, p)} d x \tilde{v}(x, p) \delta \tilde{v}(x, p)
$$

we can apply Lemma 6.3 with $f=(\tilde{v}(\cdot, p))^{-1}, g=\tilde{v}(\cdot, p) \delta \tilde{v}(\cdot, p)$, to get

$$
\left\|\int \delta \tilde{v}\left(\cdot, p_{0}\right)\right\|_{L^{2}\left[0, \tau\left(Z_{0}, p_{0}\right)\right]} \leq C\left\|\int \delta v\left(\cdot, p_{0}\right)\right\|_{L^{2}\left[0, Z_{0}\right]}
$$

whence (6.8) implies, after integration in $p_{0}$ from $P_{1}$ to $P_{2}$,

$$
\begin{align*}
r_{g, *}(\Delta)\left\|\int \delta \tilde{v}\right\|_{L^{2}\left(A_{3}\right)}^{2} \leq C( & \left.\frac{\left(\alpha^{*}\right)^{2}}{\alpha_{*}}+r_{t}^{*}(\Delta) \Delta^{2}\right)\|\delta \tilde{v}\|_{H^{1}\left(\tilde{R}_{2}\right)}^{2}  \tag{6.9}\\
& +C^{\prime}\left(1+\alpha^{*}+\frac{1}{\alpha_{*}}\right)\|\delta Q\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2}
\end{align*}
$$

Here $A_{3}$ is the region

$$
\left\{(x, p): P_{1} \leq p \leq P_{2}, \quad 0 \leq x \leq \tau\left(Z_{0}, p\right)\right\}
$$

At this point, we determine $Z_{0}$ : set

$$
Z_{0}=\zeta\left(\frac{1}{2} T_{0}, P_{1}\right)=\inf _{p \in P_{1}, P_{2}} \zeta\left(\frac{1}{2} T_{0}, p\right)
$$

Thus

$$
A_{3} \subset \tilde{R}_{0}
$$

The interpolation inequality (6.5) and (6.9) now yield

$$
\begin{gather*}
\|\delta \tilde{v}\|_{L^{2}\left(A_{3}\right)}^{2} \leq\left[\beta+\frac{C}{\beta r_{g, *}(\Delta)}\left(\frac{\left(\alpha^{*}\right)^{2}}{\alpha_{*}}+r_{t}^{*}(\Delta) \Delta^{2}\right)\right]\|\delta \tilde{v}\|_{H^{1}\left(\tilde{R}_{2}\right)}^{2}  \tag{6.10}\\
+\frac{C^{\prime}\left(1+\alpha^{*}+\left(1 / \alpha_{*}\right)\right)}{\beta r_{g, *}(\Delta)}\|\delta Q\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2}
\end{gather*}
$$

It follows immediately from the Dirichlet condition at $x=T_{2}$ in the definition of $\sum$ that

$$
\|\delta \tilde{v}\|_{H^{1}\left(\tilde{R}_{2}\right)}^{2} \leq\left\|\delta \tilde{v}_{H^{1}\left(\tilde{R}_{0}\right)}^{2}+C\right\| \frac{\partial \delta \tilde{v}}{\partial x} \|_{L^{2}\left(\tilde{R}_{2} \backslash \tilde{R}_{0}\right)}^{2}
$$

It is only slightly more difficult to estimate

$$
\begin{equation*}
\|\delta \tilde{v}\|_{L^{2}\left(\tilde{R}_{1} \backslash A_{3}\right)}^{2} \leq C\left\{\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left(\tilde{R}_{2} \backslash \tilde{R}_{0}\right)}^{2}+\|\delta Q\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2}\right\} . \tag{6.11}
\end{equation*}
$$

In fact, from the inequality

$$
\left|\frac{\partial \delta v}{\partial p}\right|^{2}+\left|\frac{\partial \delta v}{\partial x}\right|^{2} \leq C\left(\left|\frac{\partial \delta v}{\partial x}\right|^{2}+|\delta Q|^{2}\right)
$$

which holds at every point in $\tilde{R}_{2}$, and the already-used inequality

$$
\|\delta \tilde{v}\|_{L^{2}\left(\tilde{R}_{2} \backslash \tilde{R}_{0}\right)} \leq \sqrt{T_{2}-T_{0}}\left\|\frac{\partial \delta v}{\partial x}\right\|_{L^{2}\left(\tilde{R}_{2} \backslash \tilde{R}_{0}\right)}
$$

(Dirichlet condition at $x=T_{2}$ !) follows the estimate

$$
\|\delta \tilde{v}\|_{H^{1}\left(\tilde{R}_{2} \backslash \tilde{R}_{0}\right)} \leq C\left(\left\|\frac{\partial \delta v}{\partial x}\right\|_{L^{2}\left(\tilde{R}_{2} \backslash \tilde{R}_{0}\right)}+\|\delta Q\|_{L^{2}\left(\tilde{R}_{2}\right)}\right)
$$

whence from the trace theorem

$$
\left\|\delta \tilde{v}\left(\cdot, P_{1}\right)\right\|_{L^{2}\left[T_{0}, T_{2}\right]} \leq C\left\{\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left(\tilde{R}_{2} \backslash \tilde{R}_{0}\right)}+\|\delta Q\|_{L^{2}\left(\tilde{R}_{2}\right)}\right\}
$$

Any point in $\tilde{R}_{1} \backslash A_{3}$ lies on a curve of the family

$$
p \mapsto \tau(z, p),
$$

which joins it to the segment $\left[T_{0}, T_{2}\right] \times\left\{P_{1}\right\}$, and $\delta Q$ is a first-order partial differential operator (acting on $\delta \tilde{v}$ ) whose principal part is a tangent vector field to this family of curves. Now (6.11) follows from the standard energy estimate for hyperbolic systems.

Combining (6.11) with (6.10), we get

$$
\begin{aligned}
\|\delta \tilde{v}\|_{L^{2}\left(\tilde{R}_{1}\right)}^{2} \leq[\beta & \left.+\frac{C}{\beta r_{g, *}(\Delta)}\left(\frac{\left(\alpha^{*}\right)^{2}}{\alpha_{*}}+r_{t}^{*}(\Delta) \Delta^{2}\right)\right]\|\delta \tilde{v}\|_{H^{1}\left(\tilde{R}_{0}\right)}^{2} \\
& +C^{\prime}\left[\|\delta Q\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2}+\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left(\tilde{R}_{2} \backslash \tilde{R}_{0}\right)}^{2}\right]
\end{aligned}
$$

where $C^{\prime}$ depends on $\beta, \alpha_{*}, \alpha^{*}$, and $r_{g, *}$ as well. Now recall the conclusion of Theorem 5.2 which we rewrite in a suggestive way:

$$
\|\delta \tilde{S}\|_{L^{2}\left(R_{1}\right)}^{2}+\left(m_{g}^{1}\right)^{2} L_{2}^{2}\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left(\tilde{R}_{1} \backslash \tilde{R}_{0}\right)}^{2} \geq L_{1}^{2}\|\delta \tilde{v}\|_{H^{1}\left(\tilde{R}_{0}\right)}^{2}-\left(L_{0}^{2}+L_{1}^{2}\right)\|\delta \tilde{v}\|_{L^{2}\left(\tilde{R}_{1}\right)}^{2}
$$

Evidently, Theorem 6.1 has been proved if we can make the various choices deferred above so that

$$
\begin{equation*}
\left(L_{0}^{2}+L_{1}^{2}\right)\left[\beta+\frac{C}{\beta r_{g, *}(\Delta)}\left(\frac{\left(\alpha^{*}\right)^{2}}{\alpha_{*}}+r_{t}^{*}(\Delta) \Delta^{2}\right)\right]<L_{1}^{2} \tag{6.12}
\end{equation*}
$$

To understand the left-hand side of (6.12) we first examine $\alpha=\max \left(\epsilon_{g}, m_{g}^{1}\right)$. We relieve the reader's suspense by identifying the test kernel $g$ with the kernel $\epsilon h_{\epsilon}^{\prime}$ appearing in the statement of the theorem, so that the issue becomes one of choosing $\epsilon>0$. Note that with this identification

$$
m_{g}^{1}=\int d z\left|z \epsilon h_{\epsilon}^{\prime}(z)\right|=\mathcal{O}(\epsilon)
$$

and similarly,

$$
\epsilon_{g}=\mathcal{O}(\epsilon)
$$

On the other hand, from the definitions,

$$
\begin{aligned}
r_{g}^{*}(\Delta) & =r^{*}\left(Z_{0}, \Delta, \epsilon\right) \\
r_{g, *}(\Delta) & =r_{*}\left(Z_{0}, \Delta, \epsilon\right), \\
r_{g}^{*}(\Delta) & =\bar{r}\left(Z_{0}, \Delta\right)
\end{aligned}
$$

while Young's inequality gives

$$
a_{g}(\Delta) \leq C \bar{r}\left(Z_{0}, \Delta\right)
$$

provided that $\epsilon \leq \Delta$, say, so that the support of $h_{\epsilon}$ is contained within a fixed number of $\Delta$-intervals. In fact, we shall adopt the convention that $\epsilon \leq C \Delta^{2}$ and assume that $\Delta$ is sufficiently small that $\epsilon \leq \Delta$ as well. Then

$$
r_{t, *}(\Delta) \leq C\left(r_{*}\left(Z_{0}, \epsilon, \Delta\right)+r^{*}\left(Z_{0}, \epsilon, \Delta\right)+\bar{r}\left(Z_{0}, \Delta\right)^{2}\right)
$$

where the constant now depends on the test wavelet $h_{1}$ as well as on $\sum$-this will be the default dependence for constants " $C$ " for the rest of the argument.

Note the uniform (over $c \in H_{\text {loc }}^{1}$ corresponding to $\tilde{v} \in \sum$ ) constraints, for all $\epsilon, \Delta>0$ :

$$
\begin{aligned}
& r_{*}\left(Z_{0}, \epsilon, \Delta\right) \leq r^{*}\left(Z_{0}, \epsilon, \Delta\right) \leq C, \\
& \bar{r}\left(Z_{0}, \Delta\right) \leq C \\
& r^{*}\left(Z_{0}, \epsilon, \Delta\right) \leq C \bar{r}^{*}\left(Z_{0}, \Delta\right) .
\end{aligned}
$$

Choose a lower bound $M_{1}$ and a relative lower bound $M_{2}$, in the statement of Theorem 6.1, subject to these constraints, and assume that $c$ satisfies condition (iv) of the theorem (recall that we have already met the constraint on $Z_{0}$, viz.

$$
\left.T_{0}=\tau\left(Z_{0}, P_{1}\right)\right)
$$

That is,

$$
\begin{align*}
& M_{1} \leq r_{*}\left(Z_{0}, \epsilon, \Delta\right) \\
& \bar{r}\left(Z_{0}, \Delta\right) \leq M_{2} r_{*}\left(Z_{0}, \epsilon, \Delta\right)  \tag{6.13}\\
& r^{*}\left(Z_{0}, \epsilon, \Delta\right) \leq M_{2} r_{*}\left(Z_{0}, \epsilon, \Delta\right)
\end{align*}
$$

Then the ratio

$$
\frac{C}{r_{g, *}(\Delta)}\left(\frac{\left(\alpha^{*}\right)^{2}}{\alpha_{*}}+r_{t}^{*}(\Delta) \Delta^{2}\right)
$$

is $\mathcal{O}\left(\epsilon+\Delta^{2}\right)=\mathcal{O}\left(\Delta^{2}\right)$ for coherent $\tilde{v} \epsilon \sum$ for which the corresponding velocity profile $c$ satisfies (6.13). Then we can choose $\beta=\mathcal{O}(\Delta)$ so that the left-hand side of (6.12) becomes $\mathcal{O}(\Delta)$ as well. In particular, for sufficiently small $\Delta$, other choices as above, the left-hand side of (6.12) is

$$
\leq C\left(L_{0}^{2}+L_{1}^{2}\right) \Delta \quad<\frac{1}{2} L_{1}^{2}
$$

whence finally

$$
\begin{equation*}
\frac{1}{2} L_{1}^{2}\|\delta \tilde{v}\|_{H^{1}\left(\tilde{R}_{0}\right)}^{2} \leq\|\delta \tilde{S}\|_{L^{2}\left(R_{1}\right)}^{2}+C\|\delta Q\|_{L^{2}\left(\tilde{R}_{2}\right)}^{2}+C^{\prime}\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left(\tilde{R}_{2} \backslash \tilde{R}_{0}\right)} \tag{6.14}
\end{equation*}
$$

The right-hand side of (6.14) is bounded by a multiple of the Hessian quadratic form, the factor now depending on the penalty constants $\sigma$ and $\lambda$ as well. This completes the proof of Theorem 6.1.

The proof of Theorem 2.1 is now immediate. Given appropriate $T_{0}, T_{1}, T_{2}, K_{0}, K_{1}, K^{*}$, $P_{1}, P_{2}, c_{0}, c_{1}$, and $c^{*}$, let $\sum_{c}$ denote the collection of $c \in H_{\text {loc }}^{1}(\mathbf{R})$ satisfying
(i) $c(z)=c_{0}, \quad z<0$,
(ii) $\|\log c\|_{L^{\infty}(\mathbf{R})} \leq c^{*} \quad\left(\leq-\log P_{2}\right)$,
(iii) $c(z)=c_{1} \quad$ if $\quad 2 \int_{0}^{z} \sqrt{\frac{1}{c^{2}}-P_{1}^{2}} \geq T_{0}$.

For some $\ell^{*}=\ell\left(c^{*}\right)$,

$$
\|\log c\|_{H^{1}[0, Z]} \leq c^{*} \longrightarrow\|\log \tilde{v}[c](\cdot, p)\|_{H^{1}\left[0, T_{0} / 2\right]} \leq \ell^{*}
$$

Then $c \in \sum_{c} \Rightarrow \tilde{v}[c] \in \sum$, as defined before the statement of Theorem 6.1.

Let $\bar{m}$ be as in the statement of Theorem 5.2 and assume that $f \in \mathcal{E}^{\prime}(\mathbf{R})$ is chosen to satisfy

$$
\begin{aligned}
& K^{*}\left\|\frac{\partial \phi}{\partial x}\right\|_{L^{2}(\mathbf{R})} \geq\left\|f * \frac{\partial \phi}{\partial x}\right\|_{L^{2}(\mathbf{R})} \geq K_{1}\left\|\frac{\partial \phi}{\partial x}\right\|_{L^{2}(\mathbf{R})}-K_{0}\|\phi\|_{L^{2}(\mathbf{R})} \\
& \text { for } \phi \in H^{1}(\mathbf{R}) \\
& m_{f}^{1} \leq \bar{m} .
\end{aligned}
$$

Choose a test wavelet $h_{1}$ as described above. Then choose $M_{1}, M_{2}, \bar{\Delta}$, and $\bar{\epsilon}$ as in the statement of Theorem 6.1 and define

$$
\begin{aligned}
\sum_{c}^{\prime}= & \left\{c \in \sum_{c}: \text { for } \Delta, \epsilon \text { with } 0<\Delta \leq \bar{\Delta}, \quad 0<\epsilon \leq \bar{\epsilon},\right. \\
& \text { and } Z_{0} \text { satisfying } 2 \int_{0}^{Z_{0}}\left(1 / c_{2}-p_{1}^{2}\right)^{1 / 2}=T_{0} \\
& \text { the following inequalities hold: } M_{1} \leq r_{*}\left(Z_{0}, \epsilon, \Delta\right) \\
& \left.M_{2} r_{*}\left(Z_{0}, \epsilon, \Delta\right) \geq \max \left(\bar{r}\left(Z_{0}, \Delta\right), r^{*}\left(Z_{0}, \epsilon, \Delta\right)\right)\right\}
\end{aligned}
$$

Then $c$ is constant for $z>Z_{0}$, so $\tilde{v}[c]$ is constant (for each $p \in\left[P_{1}, P_{2}\right]$ ) for $t \geq \tau\left(Z_{0}, p\right)$, whence a fortiori for $t \geq T_{0}$.

The remarks after the statement of Theorem 6.1 show that, for arbitrary (but consistent) choices of the various parameters, the set $\sum_{c}^{\prime}$ is nonempty.

Finally, assume that in the definition of $J_{\sigma, \lambda}$,

$$
D=S[c]=\tilde{S}[\tilde{v}[c]]
$$

for $c \in \sum_{c}^{\prime}$. Then

$$
J_{\sigma, \lambda}[\tilde{v}[c]]=0
$$

while Theorem 6.1 shows that the Hessian of $J_{\sigma, \lambda}$ at $\tilde{v}[c]$ is positive definite.
Therefore the implicit function theorem implies the existence of
(1) An open neighborhood $U$ in $L^{2}\left(R_{1}\right)$ of the set

$$
\left\{S[c]: c \in \sum_{c}^{\prime}\right\}
$$

(2) An open neighborhood $V$ in $\sum$ of the set

$$
\left\{\tilde{v}[c]: c \in \sum_{c}^{\prime}\right\}
$$

so that for each $D \in U$, the problem

$$
\min _{\tilde{v} \in \sum} J_{\sigma, \lambda}[\tilde{v}]
$$

has a unique solution $\tilde{v}=\tilde{I}[D] \in V$, which is moreover a Lipschitz continuous function of the data $D$.

Define the averaging operator

$$
A: \sum \longrightarrow L_{\mathrm{loc}}^{2}(\mathbf{R})
$$

by

$$
A \tilde{v}(z)=\frac{1}{P_{2}-P_{1}} \int_{P_{1}}^{P_{2}} d p\left[\left(\frac{1}{\tilde{v}(\tau(z, p), p)}\right)^{2}+p^{2}\right]^{-1 / 2}
$$

Remark. A performs a version of the operation "normal moveout correction, stack" from the reflection seismic data processing stream (see, e.g., Yilmaz (1987, §1.4)).

Then for $c \in \sum_{c}$,

$$
A \tilde{v}[c]=c
$$

Also, $A$ is Lipschitz continuous in the topologies indicated in its definition.
Set

$$
I=A \circ \tilde{I}: U \rightarrow L_{\mathrm{loc}}^{2}
$$

Then $I$ has all of the properties indicated in the statement of Theorem 2.1. In particular, for $D_{1}, D_{2} \in U$,

$$
\left\|I\left(D_{1}\right)-I\left(D_{2}\right)\right\|_{L^{2}[0, Z]} \leq L^{*}\left\|D_{1}-D_{2}\right\|_{L^{2}\left(R_{1}\right)}
$$

for suitable $L^{*}$, depending on the various parameters defining $\sum_{c}^{\prime}$ and on $f$. This completes the proof of Theorem 2.1.
7. Nonelliptic sources. In this section we give a very brief sketch of the state of affairs when $f$ is smooth. The necessary regularization arguments have become quite commonplace, so we shall concentrate on the steps necessary to modify the proof of Theorem 6.1.

Thus, suppose that $f \in C_{0}^{\infty}(\mathbf{R})$ : then the best "near-elliptic" estimate might have the form

$$
\begin{equation*}
\left\|f * \frac{\partial \phi}{\partial x}\right\|_{L^{2}(\mathbf{R})} \geq K_{1}\left\|\frac{\partial \phi}{\partial x}\right\|_{L^{2}(\mathbf{R})}-K_{0}\|\phi\|_{L^{2}(\mathbf{R})}-K_{2}\left\|\frac{\partial^{2} \phi}{\partial x^{2}}\right\|_{L^{2}(\mathbf{R})} \tag{7.1}
\end{equation*}
$$

for $\phi \in H^{2}(\mathbf{R})$. The size of $K_{2}$ measures the "passband" of $f$ : i.e., if $|\hat{f}(\omega)|$ is uniformly large in an interval $\Omega_{\ell} \leq|\omega| \leq \Omega_{h}$, then $K_{2}=\mathcal{O}\left(1 / \Omega_{h}\right)$.

The analogue of Theorem 5.2 is Theorem 7.1.
Theorem 7.1. Given $P_{2}>P_{1} \geq 0, T_{1}>T_{0}>0, K^{*} \geq K_{1}>0, K_{0}, K_{2} \geq 0$, and $\ell^{*}>0$, there exist $\bar{m}, L_{0}, L_{1}, L_{2}, L_{3},>0$, so that if $f \in C_{0}^{\infty}(\mathbf{R})$ satisfies (7.1) and $m_{f}^{1} \leq \bar{m}$, then for $\tilde{v} \in \sum \cap H_{\mathrm{loc}}^{2}(\mathbf{R}), \delta \tilde{v} \in \sum \cap H_{\mathrm{loc}}^{2}(\mathbf{R})$

$$
\begin{aligned}
\|D \tilde{S}[\tilde{v}] \delta \tilde{v}\|_{L^{2}\left(R_{1}\right)} \geq L_{1} & \left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left(\tilde{R}_{0}\right)}-L_{0}\|\delta \tilde{v}\|_{L^{2}\left(\tilde{R}_{1}\right)} \\
& -m_{f}^{1} L_{3}\left\|\frac{\partial \delta \tilde{v}}{\partial x}\right\|_{L^{2}\left(\tilde{R}_{1} \backslash \tilde{R}_{0}\right)}-L_{2}\left\|\frac{\partial^{2} \delta \tilde{v}}{\partial x^{2}}\right\|_{L^{2}\left(\tilde{R}_{1}\right)}
\end{aligned}
$$

The principal new ingredient in the proof is the higher-order estimate for the planewave problem

$$
\left\|D S_{0}\left[\tilde{v}, \delta^{\prime}\right] \delta \tilde{v}\right\|_{L^{2}[0, T]} \leq C_{2}\|\delta \tilde{v}\|_{H^{2}[0, T / 2]}
$$

for $\log \tilde{v} \in H_{\mathrm{loc}}^{2}(\mathbf{R}), \delta \tilde{v} \in H_{\mathrm{loc}}^{2}(\mathbf{R})$. See, for instance, Suzuki (1988) for similar estimates.

Most of the proof of Theorem 6.1 goes through as before, except that now the smoothness constraint implicit in Theorem 7.1 conflicts with the roughness conditions. For example, for a coherent $\tilde{v} \in \sum \cap H_{\mathrm{loc}}^{2}(\mathbf{R})$, its corresponding $c \in H_{\mathrm{loc}}^{2}(\mathbf{R})$ satisfies

$$
\begin{aligned}
\frac{1}{\Delta} \int_{z-\Delta / 2}^{z+\Delta / 2}\left|\epsilon h_{\epsilon}^{\prime} * c^{\prime}\right|^{2} & =\frac{1}{\Delta} \int_{z-\Delta / 2}^{z+\Delta / 2}\left|\epsilon h_{\epsilon} * c^{\prime \prime}\right|^{2} \\
& \leq C \frac{\epsilon^{2}}{\Delta}\left\|c^{\prime \prime}\right\|_{L^{2}[z-2 \Delta, z+2 \Delta]}^{2}
\end{aligned}
$$

For the constraint $\epsilon=0(\Delta)$, which we were bound to impose, this gives

$$
\leq C \Delta\left\|c^{\prime \prime}\right\|_{L^{2}\left[0, Z_{0}\right]}
$$

So over any bounded set in $H^{2}\left(\tilde{R}_{2}\right), r_{*}$ is $\mathcal{O}(\Delta)$ over coherent travel-time velocities. Thus estimates of the sort developed in § 6 can only succeed if
(i) $f$ is sufficiently "broadband" that (7.1) holds with small $K_{2}$ relative to $\sum, K_{0}$, $K_{1}, K^{*}$;
(ii) Target velocities exist in the intersection of $\sum_{c}^{\prime}$ and a sufficiently large ball in $H^{2}\left(\tilde{R}_{2}\right)$, for which the regularized cost functional

$$
\begin{aligned}
& J_{\sigma, \lambda, \rho}[\tilde{v}]:=\frac{1}{2}\left\{\|\tilde{S}[\tilde{v}]-D\|_{L^{2}\left(R_{1}\right)}^{2}+\sigma^{2}\|C[\tilde{v}]\|_{L^{2}\left(\tilde{R}_{1}\right)}^{2}\right. \\
&\left.+\lambda^{2}\left\|\frac{\partial \tilde{v}}{\partial x}\right\|_{L^{2}\left(\tilde{R}_{2} \backslash \tilde{R}_{0}\right)}+\rho^{2}\left\|\frac{\partial \tilde{v}}{\partial x}\right\|_{L^{2}\left(\tilde{R}_{2}\right)}\right\}
\end{aligned}
$$

takes a sufficiently small value, with $\rho=\mathcal{O}\left(K_{2}\right)$.
Then the Hessian of $J_{\sigma, \lambda, \rho}$ will be positive-definite at target velocities as described in (ii), while the value of $J_{\sigma, \lambda, \rho}$ will be small enough to conclude the existence of a nearby local minimizer. Since it will no longer be possible to have $J=0$, only an approximation will be obtained even for data corresponding exactly to $c \in \sum_{c}^{\prime} \cap H_{\mathrm{loc}}^{2}(\mathbf{R})$.

The reader is referred to Symes (1986b) for details of a similar construction.

## REFERENCES

J. Duistermat (1973), Fourier Integral Operators, Courant Institute Lecture Notes, Courant Institute of Mathematical Sciences, New York University, New York.
J. Fawcett (1984), On the stability of inverse scattering problems, Wave Motion, 6, pp. 489-499.
O. Gauthier, A. Tarantola, and J. Virieux (1986), Two-dimensional nonlinear inversion of seismic waveforms, Geophysics, 51, pp. 1387-1403.
D. Gilbarg and N. Trudinger (1983), Elliptic Partial Differential Equations of Second Order, Springer-Verlag, Berlin, New York, Heidelberg, Tokyo.
S. Gray and W. Symes (1985), Stability considerations for one-dimensional inverse problems, Geophys. J. Roy. Astr. Soc., 80, pp. 149-163.
S. Helgason (1980), The Radon Transform, Birkhauser, Boston, Basel, Stuttgart.
P. Kolb, F. Collino, and P. Lailly (1986), Prestack inversion of a 1D medium, Proc. IEEE, 74, pp. 498-506.
H-O. Kreiss (1970), Initial-boundary value problems for hyperbolic systems, Comm. Pure and Appl. Math., 23, pp. 277-298.
D. G. Luenberger (1973), Introduction to Linear and Nonlinear Programming, Addison-Wesley, Reading, MA.
A. McAulay (1985), Prestack inversion with plane-layer point sourcemodeling, Geophysics, 50, pp. 77-89.
K. Miller (1970), Least-squares methods for ill-posed problems with prescribed bounds, SIAM J. Math. Anal., 1, pp. 52-74.
P. Mora (1987), Nonlinear 2-d elastic inversion of multi-offset seismic data, Geophysics, 52, pp. 1211-1228.
A. Nachman (1987), Reconstructions from boundary measurements, preprint.
J. Necas (1967), Les methodes directes en theorie des equations elliptiques, Maison, Paris.

Y-H. Pao, F. Santosa, and W. Symes (1984), Inverse Problems of Acoustic and Elastic Waves, in Inverse Problems of Acoustic and Elastic Waves, F. Santosa, Y-H. Pao, W. Symes, and C. Holland, eds., Society for Industrial and Applied Mathematics, Philadelphia.
L. Payne (1975), Improperly Posed Problems in Partial Differential Equations, CBMS-NSF Regional Conference Series in Applied Mathematics 22, Society for Industrial and Applied Mathematics, Philadelphia.
Rakesh and W. Symes (1988), Uniqueness for an inverse problem for the wave equation, Comm. Partial Differential Equations, 13, pp. 87-96.
A. Ramm (1986), Scattering by Obstacles, Reidel, Dordrecht.
J. Rauch and M. Taylor (1974), Exponential decay of solutions to hyperbolic equations in bounded domains, Indiana J. Math., 24, pp. 79-86.
P. Sacks and F. Santosa (1987), A simple computational scheme for determining the sound speed of an acoustic medium from the surface values of its impulse response, SIAM J. Sci. Statist. Comput., 3, pp. 501-520.
P. Sacks and W. Symes (1985), Uniqueness and continuous dependence for a multidimensional hyperbolic inverse problem, Comm. Partial Differential Equations, 10, pp. 635-676.
F. Santosa and W. Symes (1988), High frequency perturbational analysis for the point-source response of a layered acoustic medium, J. Comput. Phys., 74, pp. 318-381.
(1989), An Analysis of Least-Squares Velocity Inversion, Geophysical Monograph Number 4, Society of Exploration Geophysicists, Tulsa, OK.
Z. Sun (1988), On the uniqueness of a multidimensional hyperbolic inverse problem, Comm. Partial Differential Equations, 13, pp. 1189-1208.
T. Suzuki (1988), Stability of an inverse hyperbolic problem, Inverse Problems, 4, pp. 273-290.
W. Symes (1981), The inverse reflection problem for a smoothly stratified elastic medium, SIAM J. Math. Anal., 12, pp. 421-453. (1983), Impedance Profile Inversion via the First Transport Equation, J. Math. Anal. Appl., 94, pp. 435-453. (1985), Stability and instability results for inverse problems in several-dimensional wave propagation, in Computing Methods in Applied Science and Engineering VII, R. Glowinski and J. L. Lions, eds., North-Holland, Amsterdam.
(1986a), On the relation between coefficient and boundary values for solutions of Webster's horn equation, SIAM J. Math. Anal., 17, pp. 1400-1420.
___ (1986b), Stability properties for the velocity inversion problem, in Proc. SIAM Conference on Seismic Exploration and Reservoir Modeling, W. Fitzgibbon, ed., Society for Industrial and Applied Mathematics, Philadelphia.
(1988), Velocity inversion by coherency optimization, Technical Report 88-4, Department of Mathematical Sciences, Rice University, Houston, Texas.
___ (1990), Velocity inversion: a case study in infinite-dimensional optimization, Math. Programming, 48, pp. 71-102.
___ (1991), Estimation of the Marmousi Velocity Model by Differential Semblance Optimization: Initial Attempts, in The Marmousi Experience: Practical Aspects of Seismic Inversion, R. Versteeg and G. Grau, eds., Institut Francais du Petrole - Technip.
W. Symes and J. J. Carazzone (1989), Velocity inversion by coherency optimization, Proc. Workshop on Geophysical Inversion, J.B. Bednar, ed., Society for Industrial and Applied Mathematics, Philadelphia (1991).
W. Symes and J. J. Carazzone (1990), Velocity inversion by differential semblance optimization, Geophysics, to appear.
A. Tarantola (1987), Inverse Problem Theory, Elsevier, New York.
A.N. Tikhonov and V. Y. Arsenin (1977), Solution of Ill-Posed Problems, Winston, New York.
O. Yilmaz (1987), Seismic Data Processing, Society of Exploration Geophysicists, Investigations in Geophysics No. 2, Tulsa, OK.

# SOLUTION OF THE INVERSE SCATTERING PROBLEM FOR THE THREE-DIMENSIONAL SCHRÖDINGER EQUATION USING A FREDHOLM INTEGRAL EQUATION* 
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#### Abstract

It is shown that the inverse scattering problem for the three-dimensional Schrödinger equation with a potential having no spherical symmetry can be solved using a Fredholm integral equation. The integral operator studied here is shown to be compact and self-adjoint with its spectrum in $[-1,1]$. The relationship between solutions of this Fredholm equation and of a related RiemannHilbert problem is also clarified, and it is shown that the Fredholm integral equation is uniquely solvable if and only if the Riemann-Hilbert problem is uniquely solvable.
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1. Introduction. Consider the Schrödinger equation in three dimensions

$$
\begin{equation*}
\Delta \psi(k, x, \theta)+k^{2} \psi(k, x, \theta)=V(x) \psi(k, x, \theta), \tag{1.1}
\end{equation*}
$$

where $\Delta$ is the Laplacian, $k^{2} \in \mathbf{R}$ is energy, $x \in \mathbf{R}^{3}$ is the space coordinate, and $\theta \in S^{2}$ is a unit vector in $\mathbf{R}^{3}$. We assume that the potential $V(x)$ is real and decreases to zero sufficiently fast as $|x| \rightarrow \infty$. However, we do not assume any spherical symmetry on the potential. As $|x| \rightarrow \infty$, the wavefunction $\psi(k, x, \theta)$ satisfies

$$
\begin{equation*}
\psi(k, x, \theta)=e^{i k \theta \cdot x}+\frac{e^{i k|x|}}{|x|} A\left(k, \frac{x}{|x|}, \theta\right)+o\left(\frac{1}{|x|}\right) \tag{1.2}
\end{equation*}
$$

where $A\left(k, \theta, \theta^{\prime}\right)$ is the scattering amplitude. The scattering operator $S\left(k, \theta, \theta^{\prime}\right)$ is then defined by

$$
\begin{equation*}
S\left(k, \theta, \theta^{\prime}\right)=\delta\left(\theta-\theta^{\prime}\right)-\frac{k}{2 \pi i} A\left(k, \theta, \theta^{\prime}\right) \tag{1.3}
\end{equation*}
$$

where $\delta$ is the Dirac delta distribution on $S^{2}$. In operator notation (1.3) is written as

$$
S(k)=\mathbf{I}-\frac{k}{2 \pi i} A(k),
$$

where the operators are all defined on $L^{2}\left(S^{2}\right)$, the Hilbert space of complex valued square integrable functions on the unit sphere $S^{2}$ in $\mathbf{R}^{3}$ with the usual inner product.

In this article we study the inverse scattering problem, which consists of recovering $V(x)$ when $S(k)$ is known. Since the main source of information about molecular, atomic, and subatomic particles consists of collision experiments, solving the inverse

[^57]scattering problem is equivalent to determining the forces among particles from scattering data.

For one-dimensional and radial Schrödinger equations, the inverse scattering problem is fairly well understood (at least for certain classes of potentials) [1]. In higher dimensions, however, the situation is quite different. The solution methods developed in higher dimensions include the Newton-Marchenko method [2]-[4], the generalized Gel'fand-Levitan method [2]-[5], the $\bar{\partial}$ method [6]-[9], a method that only relies on backward scattering data [10]-[13], a method that uses the Green's function of Faddeev [14]-[16], and the Wiener-Hopf factorization method [17]. There are still many open problems in multidimensional inverse scattering, and the methods developed are still far from being complete. Newton's recent book [18] gives a comprehensive review of the methods and related open problems in three-dimensional inverse scattering prior to 1989 .

The main idea behind both the Newton-Marchenko and generalized Gel'fandLevitan methods is to formulate the inverse scattering problem as a Riemann-Hilbert boundary value problem, to transform this Riemann-Hilbert problem into a nonhomogeneous integral equation where the kernel contains the Fourier transform of the scattering data, and to obtain the potential from the solution of the resulting integral equation. In this paper we give the solution of the three-dimensional inverse scattering problem by generalizing a method by Muskhelishvili and Vekua [19], [20] developed to solve Riemann-Hilbert problems with several unknown functions. In the radial case, Newton and Jost used this method to construct potentials from an $n \times n$ scattering matrix for a system of $n$ ordinary differential equations [21]. Here we generalize the Muskhelishvili-Vekua method (and hence the Newton-Jost method) to solve an operator Riemann-Hilbert problem and thus to obtain the solution of the inverse scattering problem for the three-dimensional Schrödinger equation. In this method, the kernel of the key integral equation is an $n \times n$ matrix valued function whereas in our case we deal with an integral equation whose kernel is an operator valued function. In the Newton-Jost method the inverse scattering problem pertains to a system of $n$ ordinary differential equations with an $n \times n$ scattering matrix; however, in this paper, we deal with the inverse scattering problem for a partial differential equation where the kernel of the key integral equation is an operator valued function. Contrary to the three-dimensional Newton-Marchenko and generalized Gel'fand-Levitan inversion methods, we do not use any Fourier transform in our solution of the inverse scattering problem.

The present paper is organized as follows. In $\S 2$ we identify the class of potentials for which all of the results in this paper are valid, and we state the key RiemannHilbert problem which helps to solve the inverse scattering problem for the threedimensional Schrödinger equation. In §3, using the Riemann-Hilbert problem, we obtain our fundamental Fredholm integral equation (3.10). In §4, we show that the Fredholm integral operator of (3.10) is compact and self-adjoint and its spectrum is confined to $[-1,1]$. In $\S 5$, we study the relationship between solutions of our Fredholm integral equation and of the Riemann-Hilbert problem and relate the unique solvability of the Fredholm equation to that of the Riemann-Hilbert problem. In §6, utilizing the solution of the fundamental Fredholm integral equation, we give the solution of the inverse scattering problem for the three-dimensional Schrödinger equation. Finally in $\S 7$, the conclusion is given.
2. Riemann-Hilbert problem. We first identify the class of potentials for which all of the results in this paper are valid. Except for the third condition given in
the following definition, these conditions are standard assumptions on the potential [18]. These conditions were instrumental in proving the Hölder continuity of the scattering operator and the existence of a Wiener-Hopf factorization of the scattering operator [17].

Definition 2.1. A potential $V(x)$ is said to belong to the Newton class if $V(x)$ is real valued and measurable and satisfies

1. $\exists a, b>0$ such that

$$
\begin{equation*}
\int_{\mathbf{R}^{3}} d x|V(x)|\left(\frac{|x|+|y|+a}{|x-y|}\right)^{2} \leq b, \quad \forall y \in \mathbf{R}^{3} \tag{2.1}
\end{equation*}
$$

2. $\exists c>0, s>\frac{1}{2}$ such that

$$
\begin{equation*}
|V(x)| \leq \frac{c}{\left(1+|x|^{2}\right)^{s}}, \quad \forall x \in \mathbf{R}^{3} \tag{2.2}
\end{equation*}
$$

3. $\exists \alpha>0$ and some $\beta \in(0,1]$ such that

$$
\begin{equation*}
\int_{\mathbf{R}^{3}} d x|x|^{\beta}|V(x)| \leq \alpha \tag{2.3}
\end{equation*}
$$

4. $k=0$ is not an exceptional point [22]. This condition is satisfied if at zero energy there are neither bound states nor half bound states.

In the Schrödinger equation (1.1), $k$ appears as $k^{2}$ and hence $\psi(-k, x, \theta)$ is a solution whenever $\psi(k, x, \theta)$ is. These two solutions are related to each other as [2]

$$
\begin{equation*}
\psi(k, x, \theta)=\int_{S^{2}} d \theta^{\prime} S\left(k,-\theta, \theta^{\prime}\right) \psi\left(-k, x, \theta^{\prime}\right) \tag{2.4}
\end{equation*}
$$

Define

$$
\begin{equation*}
f(k, x, \theta)=e^{-i k \theta \cdot x} \psi(k, x, \theta) \tag{2.5}
\end{equation*}
$$

If the potential satisfies (2.1) and if there are no bound states, for fixed $x$ and $\theta$, the function $f(k, x, \theta)$ has an analytic extension in $k$ to the upper half complex plane $\mathbf{C}^{+}$ and $f(k, x, \theta)=1+O\left(\frac{1}{|k|}\right)$ as $|k| \rightarrow \infty$ there [2]. Similarly $f(-k, x, \theta)$ has an analytic extension in $k$ to the lower half complex plane $\mathbf{C}^{-}$. Hence, using (2.4), we obtain the Riemann-Hilbert problem

$$
\begin{equation*}
f(k, x, \theta)=\int_{S^{2}} d \theta^{\prime} e^{-i k \theta \cdot x} S\left(k,-\theta, \theta^{\prime}\right) e^{-i k \theta^{\prime} \cdot x} f\left(-k, x, \theta^{\prime}\right), \quad k \in \mathbf{R} \tag{2.6}
\end{equation*}
$$

Let us define

$$
\begin{gather*}
G\left(k, x, \theta, \theta^{\prime}\right)=e^{-i k \theta \cdot x} S\left(k,-\theta,-\theta^{\prime}\right) e^{i k \theta^{\prime} \cdot x}  \tag{2.7}\\
X_{ \pm}(k)=f( \pm k, x, \pm \theta)-1 \tag{2.8}
\end{gather*}
$$

where $f(k, x, \theta)$ is as in (2.5). Then we can write (2.6) in vector form as

$$
\begin{equation*}
X_{+}(k)=G(k) X_{-}(k)+[G(k)-\mathbf{I}] \hat{1}, \quad k \in \mathbf{R}, \tag{2.9}
\end{equation*}
$$

where $G(k)$ is the operator on $L^{2}\left(S^{2}\right)$ with its kernel given in (2.7), I is the identity operator on this space, and $\hat{1}$ is the function on $L^{2}\left(S^{2}\right)$ defined as $\hat{1}(\theta)=1, \forall \theta \in$ $S^{2}$. Note that, since $x$ enters (2.9) only as a parameter, we have suppressed the $x$ dependence of all the operators and vectors in (2.9).

If there are bound states, the extension of $f(k, x, \theta)$ in $k$ to $\mathbf{C}^{+}$becomes meromorphic with simple poles on the imaginary axis. A pole at $k=i \kappa$ corresponds to
a bound state of the Hamiltonian with energy $-\kappa^{2}$. It is possible to remove these simple poles from the Riemann-Hilbert problem by a reduction method [4]. Assume there is a bound state corresponding to a pole at $k=i \kappa$. Using a suitable orthogonal projection $\mathbf{B}$, we form the rational function

$$
\Pi(k)=\mathbf{I}-\mathbf{B}+\frac{k+i \kappa}{k-i \kappa} \mathbf{B}
$$

and define the corresponding reduced quantities

$$
\begin{gather*}
G^{\mathrm{red}}(k)=\Pi(k)^{-1} G(k) \Pi(k) \\
X_{+}^{\mathrm{red}}(k)=\Pi(k)^{-1} X_{+}(k)+\left[\Pi(k)^{-1}-\mathrm{I}\right] \hat{1}  \tag{2.10}\\
X_{-}^{\mathrm{red}}(k)=\Pi(k) X_{-}(k)+[\Pi(k)-\mathrm{I}] \hat{1} . \tag{2.11}
\end{gather*}
$$

As a result, $X_{+}^{\text {red }}(k)$ does not have a pole at $k=i \kappa$ and $X_{-}^{\text {red }}(k)$ does not have a pole at $k=-i \kappa$. If there is more than one bound state, this procedure must be repeated to remove the finitely many poles corresponding to the bound states; the details can be found in [4]. This eventually leads to the reduced Riemann-Hilbert problem

$$
\begin{equation*}
X_{+}^{\mathrm{red}}(k)=G^{\mathrm{red}}(k) X_{-}^{\mathrm{red}}(k)+\left[G^{\mathrm{red}}(k)-\mathbf{I}\right] \hat{1}, \quad k \in \mathbf{R} \tag{2.12}
\end{equation*}
$$

Once the reduced Riemann-Hilbert problem (2.12) is solved, the solution of the original Riemann-Hilbert problem (2.9) can easily be obtained using (2.10) and (2.11). Hence, in the following sections, without any loss of generality, we will obtain the solution of the Riemann-Hilbert problem assuming that $X_{+}(k)$ and $X_{-}(k)$ have analytic extensions to $\mathbf{C}^{+}$and $\mathbf{C}^{-}$, respectively, and vanish in the norm of $L^{2}\left(S^{2}\right)$ as $k \rightarrow \infty$ from that half plane.
3. Fredholm integral equation. In this section we show that the RiemannHilbert problem posed in (2.9) leads to a Fredholm integral equation, which will be the key equation to solve the inverse scattering problem.

From the Cauchy integral formula we have

$$
\begin{gather*}
X_{+}(k)=\frac{1}{\pi i} \mathrm{CPV} \int_{-\infty}^{+\infty} d t \frac{X_{+}(t)}{t-k}  \tag{3.1}\\
X_{-}(k)=-\frac{1}{\pi i} \mathrm{CPV} \int_{-\infty}^{+\infty} d t \frac{X_{-}(t)}{t-k} \tag{3.2}
\end{gather*}
$$

where CPV denotes the Cauchy principal value. Operating on (3.2) by $G(k)$ and adding the result to (3.1), we obtain

$$
\begin{equation*}
X_{+}(k)+G(k) X_{-}(k)=\frac{1}{\pi i} \mathrm{CPV} \int_{-\infty}^{+\infty} \frac{d t}{t-k}\left[X_{+}(t)-G(k) X_{-}(t)\right] \tag{3.3}
\end{equation*}
$$

Using (2.9) in (3.3) we obtain

$$
\begin{align*}
2 X_{+}(k) & +[\mathbf{I}-G(k)] \hat{1}  \tag{3.4}\\
& =\frac{1}{\pi i} \mathrm{CPV} \int_{-\infty}^{+\infty} \frac{d t}{t-k}\left(\left[\mathbf{I}-G(k) G(t)^{-1}\right] X_{+}(t)+G(k)\left[\mathbf{I}-G(t)^{-1}\right] \hat{1}\right) .
\end{align*}
$$

Define the integral operator $K$ whose kernel is given by

$$
\begin{equation*}
K(k, t)=\frac{1}{2 \pi i} \frac{\mathbf{I}-G(k) G(t)^{-1}}{t-k} . \tag{3.5}
\end{equation*}
$$

Then we can write (3.4) as

$$
\begin{equation*}
X_{+}(k)-\mathrm{CPV} \int_{-\infty}^{+\infty} d t K(k, t) X_{+}(t)=H(k) \tag{3.6}
\end{equation*}
$$

where $H(k)$ is given by

$$
H(k)=\left[G(k)-\mathbf{I}+\int_{-\infty}^{\infty} d t K(k, t)\right] \hat{1} .
$$

If the potential $V(x)$ belongs to the Newton class defined in $\S 2$, the operator $G(k)^{-1}$ is Hölder continuous [17]. Hence the integral in (3.6) is no longer singular and we can drop CPV in front of this integral. Thus, we obtain the regular Fredholm integral equation of the second kind

$$
\begin{equation*}
X_{+}(k)-\int_{-\infty}^{+\infty} d t K(k, t) X_{+}(t)=H(k) \tag{3.7}
\end{equation*}
$$

The Möbius transformation $k \rightarrow \xi=(k-i) /(k+i)$ maps the extended real axis onto the unit circle $\mathbf{T}$, the upper half complex plane $\mathbf{C}^{+}$onto the unit disk $\mathbf{T}^{+}$, and the lower half complex plane $\mathbf{C}^{-}$onto the exterior of the unit disk $\mathbf{T}^{-}$where $\infty$ is considered to be a point of $\mathbf{T}^{-}$. Let $\tilde{S}(\xi)=S(k)$ under this transformation, and let us adopt this notation and use the tilde to denote the Möbius transformed quantity for other functions and operator valued functions throughout the paper.

Let $k \rightarrow \xi=(k-i) /(k+i)$ and $t \rightarrow \eta=(t-i) /(t+i)$ under this Möbius transformation. Defining

$$
\begin{equation*}
Y(\xi)=\frac{\tilde{X}_{+}(\xi)}{1-\xi}=\frac{k+i}{2 i} X_{+}(k) \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
L(\xi)=\frac{\tilde{H}(\xi)}{1-\xi}=\frac{k+i}{2 i} H(k) \tag{3.9}
\end{equation*}
$$

we can transform (3.7) into

$$
\begin{equation*}
Y(\xi)-\int_{\mathbf{T}} d \eta \tilde{K}(\xi, \eta) Y(\eta)=L(\xi) \tag{3.10}
\end{equation*}
$$

where the kernel of the integral operator $\tilde{K}$ is given by

$$
\begin{equation*}
\tilde{K}(\xi, \eta)=\frac{1}{2 \pi i} \frac{\mathbf{I}-\tilde{G}(\xi) \tilde{G}(\eta)^{-1}}{\eta-\xi} \tag{3.11}
\end{equation*}
$$

Comparing (3.11) with (3.5) we see that $\tilde{K}$ is the Möbius transformed operator for $K$.
4. Properties of the integral operator. In this section we show that the integral operator $\tilde{K}$ in (3.10) is compact and self-adjoint and its spectrum lies in $[-1,1]$.

For $\alpha \in(0,1]$ let $\mathcal{H}_{\alpha}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ be the Banach space of Hölder continuous functions $W: \mathbf{T} \rightarrow L^{2}\left(S^{2}\right)$; i.e., the Banach space of all (strongly) continuous functions $W: \mathbf{T} \rightarrow L^{2}\left(S^{2}\right)$ which are bounded with respect to the norm

$$
\||W|\|_{\alpha}=\max _{\xi \in \mathbf{T}}\|W(\xi)\|+\sup _{\xi \neq \eta \in \mathbf{T}} \frac{\|W(\xi)-W(\eta)\|}{|\xi-\eta|^{\alpha}}
$$

Here and in the following $\|\cdot\|$ without any subscript denotes the operator norm on $L^{2}\left(S^{2}\right)$. Let $\mathcal{C}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ denote the Banach space of (strongly) continuous functions $W: \mathbf{T} \rightarrow L^{2}\left(S^{2}\right)$ with norm $\|W\|_{\infty}=\max _{\xi \in \mathbf{T}}\|W(\xi)\|$. Finally, for $1 \leq p \leq \infty$ let $L^{p}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ denote the Banach space of all strongly measurable functions $W: \mathbf{T} \rightarrow$ $L^{2}\left(S^{2}\right)$ such that $\|W(\cdot)\|$ belongs to $L^{p}(\mathbf{T})[23]$.

Let $\Gamma$ be the singular integral operator on $L^{2}\left(S^{2}\right)$ defined by

$$
\begin{equation*}
(\Gamma f)(\xi)=\frac{1}{\pi i} \operatorname{CPV} \int_{\mathbf{T}} d \eta \frac{f(\eta)}{\eta-\xi} \tag{4.1}
\end{equation*}
$$

Then, from (3.10) and (3.11) it is seen that we can write $\tilde{K}$ as

$$
\begin{equation*}
\tilde{K}=\frac{1}{2}\left(\Gamma-\tilde{G} \Gamma \tilde{G}^{-1}\right), \tag{4.2}
\end{equation*}
$$

where $\tilde{G}$ and $\tilde{G}^{-1}$ are operators of multiplication by the respective functions. The space $L^{2}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ is a Hilbert space which allows the decomposition into the orthogonal closed subspaces $\mathcal{E}_{+}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ and $\mathcal{E}_{-}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$. Here $\mathcal{E}_{+}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ is the subspace of all $L^{2}$-functions which allow for an analytic continuation to $\mathbf{T}^{+}$, while $\mathcal{E}_{-}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ is the subspace of $L^{2}$-functions which allow for an analytic continuation to $\mathbf{T}^{-}$that vanishes at infinity. If $f(\xi)$ is an $L^{2}$-function defined on the unit circle $\mathbf{T}$, then using its Fourier series, we have the decomposition

$$
f(\xi)=\sum_{n=-\infty}^{-1} f_{n} \xi^{n}+\sum_{n=0}^{\infty} f_{n} \xi^{n}
$$

as a sum of elements in $\mathcal{E}_{-}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ and $\mathcal{E}_{+}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$, and this decomposition is orthogonal. If we denote the two summations in the above decomposition as $f_{-}$and $f_{+}$, respectively, we obtain

$$
\begin{equation*}
\Gamma f=f_{+}-f_{-} \tag{4.3}
\end{equation*}
$$

Thus, $\Gamma$ is self-adjoint and has unit norm on $L^{2}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$. More generally, $\Gamma$ is a bounded linear operator on $\mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right.$ ), where $\mathcal{E}$ represents $L^{p}$ with $1<p<\infty$ or $\mathcal{H}_{\gamma}$ with $0<\gamma<1$. This result can be derived from the boundedness of $\Gamma$ on the spaces $\mathcal{E}(\mathbf{T})$ of scalar functions (Theorems I2.1 and I6.1 of [24]) and the density of the linear subspace $\left\{\sum_{j=1}^{n} \varphi_{j}(\cdot) h_{j}: n \in \mathbf{N}, \varphi_{j} \in \mathcal{E}(\mathbf{T}), h_{j} \in L^{2}\left(S^{2}\right)\right\}$ in $\mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ [23].

For potentials identified in Definition 2.1, we will prove the following three propositions.

Proposition 4.1. Let $V(x)$ belong to the Newton class. Then the Fredholm integral operator $\tilde{K}$ in (3.10) is compact on $L^{p}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ for $1 \leq p \leq \infty$, on $\mathcal{C}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$, and on $\mathcal{H}_{\gamma}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ for $0<\gamma<\mu$. Here $\mu=\beta / 2(1+\beta)$ for $s>1$ in (2.2) and $\mu=\beta(1-s) /\left(\beta-s+\frac{3}{2}\right)$ for $\frac{1}{2}<s<1$ in (2.2), where $\beta \in(0,1]$ is the constant in (2.3) [17].

Proof. Define the integral operator $M$ acting on $L^{2}\left(S^{2}\right)$ as

$$
\begin{equation*}
(M Z)(\xi)=\frac{1}{2 \pi i} \int_{\mathbf{T}} d \eta \frac{\tilde{G}(\eta)-\tilde{G}(\xi)}{\eta-\xi} Z(\eta) \tag{4.4}
\end{equation*}
$$

Then $(\tilde{K} Y)(\xi)=\left(M \tilde{G}^{-1} Y\right)(\xi)$. Due to the fact that the scattering operator $S(k)$ is unitary, the operator $\tilde{G}(\xi)^{-1}$ is bounded with norm $\left\|\tilde{G}^{-1}\right\|=1$. Hence, to prove that $\tilde{K}$ is compact, it is sufficient to prove that $M$ is compact, and we will prove this by showing that $M$ can be approximated by a sequence of finite rank operators.

It is known [17] that $\tilde{G}(\xi)-\mathbf{I}$ is a compact operator on $L^{2}\left(S^{2}\right)$ depending continuously on $\xi \in \mathrm{T}$. Hence it can be approximated by a sequence of finite rank operators $\left\{\tilde{G}_{n}(\xi)-\mathbf{I}\right\}_{n=1}^{\infty}$ given by

$$
\tilde{G}_{n}(\xi)-\mathbf{I}=\sum_{j=-n}^{n} \xi^{j} A_{j}
$$

where $\left\{A_{j}\right\}_{j=-\infty}^{\infty}$ is a sequence of mutually orthogonal finite rank operators on $L^{2}\left(S^{2}\right)$. We then obtain

$$
\begin{equation*}
\frac{\tilde{G}_{n}(\eta)-\tilde{G}_{n}(\xi)}{\eta-\xi}=\sum_{j=1}^{n} \sum_{l=0}^{j-1}\left(\xi^{l} \eta^{j-l-1}-\xi^{l-j} \eta^{-l-1}\right) A_{j} \tag{4.5}
\end{equation*}
$$

Using (4.5) in (4.4) we obtain a sequence of operators $\left\{M_{n}\right\}_{n=1}^{\infty}$ given by

$$
\begin{equation*}
\left(M_{n} Y\right)(\xi)=\frac{1}{2 \pi i} \sum_{j=1}^{n}\left(\sum_{l=0}^{j-1} \xi^{l}-\sum_{l=j}^{2 j-1} \xi^{l-2 j}\right) A_{j} \int_{\mathbf{T}} d \eta \eta^{j-l-1} Y(\eta) \tag{4.6}
\end{equation*}
$$

Hence, for each $n, M_{n}$ is a finite rank operator. We will complete the proof of our proposition by showing that $M_{n}$ converges to $M$ as $n \rightarrow \infty$ in the function spaces $L^{p}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right), \mathcal{C}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$, and $\mathcal{H}_{\gamma}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$.

From (4.2) and (4.4), it is seen that $M=\frac{1}{2}(\Gamma \tilde{G}-\tilde{G} \Gamma)$ and $M_{n}=\frac{1}{2}\left(\Gamma \tilde{G}_{n}-\tilde{G}_{n} \Gamma\right)$. Hence, using the boundedness of $\Gamma$ on $\mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$, where $\mathcal{E}$ is equal to $L^{p}$ with $1<p<\infty$ or equal to $\mathcal{H}_{\gamma}$ with $0<\gamma<\mu$, we have in the operator norm on $\mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$

$$
\left\|M-M_{n}\right\|_{\mathcal{E}} \leq\|\Gamma\|_{\mathcal{E}}\left\|\tilde{G}-\tilde{G}_{n}\right\|_{\mathcal{E}} \leq c\left\|\mid \tilde{G}-\tilde{G}_{n}\right\|_{\gamma}
$$

for some constant $c>0$. Thus, $M_{n} \rightarrow M$ in the norm of $L^{p}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ for $1<p<\infty$ and in the norm of $\mathcal{H}_{\gamma}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ for $0<\gamma<\mu$.

It remains to prove the convergence of $M_{n}$ to $M$ as $n \rightarrow \infty$ in the operator norm on $\mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right.$ ) where $\mathcal{E}$ is $L^{1}, L^{\infty}$, or $\mathcal{C}$. First, from (4.4) we obtain

$$
\begin{equation*}
\left\|\left(M-M_{n}\right) Y\right\|_{p} \leq m_{\gamma}\left\|\mid \tilde{G}-\tilde{G}_{n}\right\|\left\|_{\gamma}\right\| Y \|_{p}, \quad p=1, \infty \tag{4.7}
\end{equation*}
$$

where

$$
m_{\gamma}=\frac{1}{2 \pi} \int_{\mathbf{T}} \frac{|d \eta|}{|\eta-\xi|^{1-\gamma}}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{d t}{(2-2 \cos t)^{(1-\gamma) / 2}}
$$

is a constant independent of $\xi \in \mathbf{T}$. Then, from (4.7) it follows that $M_{n} \rightarrow M$ in the operator norm on $L^{1}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ and on $L^{\infty}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$. Next, as a result of the dominated convergence theorem for Bochner integrals (Theorem II. 3 of [23]), if $\xi \rightarrow \xi_{0}$ in $\mathbf{T}$, then for every $Y \in L^{\infty}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$, [(M-M)Y]((%5Cxi)) converges to $\left[\left(M-M_{n}\right) Y\right]\left(\xi_{0}\right)$ in the norm of $L^{2}\left(S^{2}\right)$. Therefore, $M$ and $M_{n} \operatorname{map} L^{\infty}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ into $\mathcal{C}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$. Hence, we obtain from (4.7) that the convergence of $M_{n}$ to $M$ also holds in the operator norm on $\mathcal{C}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$. Thus, the proof is complete.

If $\lambda$ is a nonzero eigenvalue of $\tilde{K}$, then, by the compactness of $\tilde{K}$ on $\mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$, there exists some integer $N \geq 1$ such that the kernel of $(\tilde{K}-\lambda \mathbf{I})^{n}$ coincides with the kernel of $(\tilde{K}-\lambda \mathrm{I})^{N}$ if $n \geq N$. The finite dimension of this subspace is called the algebraic multiplicity of $\lambda$. The dimension of the kernel of $\tilde{K}-\lambda \mathbf{I}$ is called the geometric multiplicity of $\lambda$.

As a result of the compactness of $\tilde{K}$, we have the following result.

Corollary 4.2. Let $V(x)$ belong to the Newton class. Then the nonzero eigenvalues of $\tilde{K}$ as well as their (algebraic) multiplicities do not depend on the choice of the function space on which they are defined. As a result, the eigenvectors and generalized eigenvectors of $\tilde{K}$ corresponding to its nonzero eigenvalues belong to each of the spaces $\mathcal{C}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right), L^{p}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ for $1 \leq p \leq \infty$, and $\mathcal{H}_{\gamma}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ for $0<\gamma<\mu$, where $\mu$ is the constant specified in Proposition 4.1.

Proof. Note that for $0<\beta \leq \gamma$ and $1 \leq p \leq q<\infty$ we have

$$
\mathcal{H}_{\gamma} \subset \mathcal{H}_{\beta} \subset \mathcal{C} \subset L^{\infty} \subset L^{q} \subset L^{p}
$$

Consider any of the four pairs of spaces $\left\{L^{\infty}, L^{p}\right\},\left\{L^{q}, L^{p}\right\},\left\{\mathcal{C}, L^{p}\right\}$, and $\left\{\mathcal{H}_{\gamma}, \mathcal{C}\right\}$. In each pair, let $\mathcal{E}_{1}$ denote the first space and $\mathcal{E}_{2}$ denote the second space for functions in $L^{2}\left(S^{2}\right)$. For example, for the first pair, we let $\mathcal{E}_{1}=L^{\infty}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ and $\mathcal{E}_{2}=$ $L^{p}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$. Then for all the pairs, $\mathcal{E}_{1}$ is continuously and densely imbedded in $\mathcal{E}_{2}$. Since $\tilde{K}$ is compact in $\mathcal{E}_{1}$ and in $\mathcal{E}_{2}$, for each nonzero complex number $\lambda$ and natural number $n$, the closure in $\mathcal{E}_{2}$ of the image of $\mathcal{E}_{1}$ under $(\tilde{K}-\lambda \mathbf{I})^{n}$ coincides with the image of $\mathcal{E}_{2}$ under $(\tilde{K}-\lambda \mathbf{I})^{n}$. As a result, the complements of the ranges of $(\tilde{K}-\lambda \mathbf{I})^{n}$ in both $\mathcal{E}_{1}$ and in $\mathcal{E}_{2}$ have the same finite dimension. Since $(\tilde{K}-\lambda \mathbf{I})^{n}$ is a Fredholm operator of index 0 , its kernels in $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$ also have the same finite dimension. As a consequence, the dimensions of the (generalized) eigenspaces for each nonzero eigenvalue of $\tilde{K}$ are the same in $\mathcal{C}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$, in $L^{p}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ for $1 \leq p \leq \infty$, and in $\mathcal{H}_{\gamma}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ for $0<\gamma<\mu$, where $\mu$ is the constant specified in Proposition 4.1.

Proposition 4.3. Let the potential $V(x)$ belong to the Newton class. Then $\tilde{K}$ is self-adjoint on $L^{2}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$. As a result, all eigenvalues of $\tilde{K}$ are real and their algebraic and geometric multiplicities coincide.

Proof. Due to the unitarity of the scattering operator $S(k)$, the operators $\tilde{G}$ and $\tilde{G}^{-1}$ are unitary. Because of (4.3), the singular integral operator $\Gamma$ is self-adjoint. Thus, from (4.2) it follows that $\tilde{K}$ is self-adjoint on $L^{2}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$.

Proposition 4.4. Let the potential $V(x)$ belong to the Newton class. Then the norm of $\tilde{K}$ in $L^{2}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ is bounded above by 1, and all eigenvalues of $\tilde{K}$ belong to $[-1,1]$.

Proof. From (4.3) it is seen that the singular integral operator $\Gamma$ has unit norm on $L^{2}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$. Due to their unitarity, the multiplication operators $\tilde{G}$ and $\tilde{G}^{-1}$ each have unit norm. Thus, as seen from (4.2), $\tilde{K}$ has at most unit norm on $L^{2}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$. Furthermore, by Proposition 4.3, $\tilde{K}$ is self-adjoint and hence its spectrum is real. Thus, the spectrum of $\tilde{K}$ lies in $[-1,1]$, and by Corollary 4.2 , the spectrum does not depend on the function space used.

If $\pm 1$ are not eigenvalues of $\tilde{K}$, the Fredholm integral equation (3.10) has a unique solution which can be obtained by iteration. Since we have shown in Corollary 4.2 that the spectral radius of $\tilde{K}$ does not depend on the function space used, the iteration converges in the norm of any of the spaces mentioned in Proposition 4.1.

## 5. Relationship between solutions of the Fredholm integral equation

 and of the Riemann-Hilbert problem. In this section we study the relationship between solutions of the Fredholm integral equation (3.10) and solutions of the Riemann-Hilbert problem on $\mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$, where $\mathcal{E}$ is either $L^{p}$ with $1<p<\infty$ or $\mathcal{H}_{\gamma}$ with $0<\gamma<\mu, \mu$ being the constant specified in Proposition 4.1. We also investigate the relationship between the partial indices of $\tilde{G}(\xi)[17]$ and the existence and uniqueness of the solution of (3.10).Using $F(\xi)=(1 /(1-\xi))[\tilde{G}(\xi)-\mathbf{I}] \hat{1}$, we can transform (2.9) into the RiemannHilbert problem on the unit circle $\mathbf{T}$ to obtain

$$
\begin{equation*}
Y_{+}(\xi)=\tilde{G}(\xi) Y_{-}(\xi)+F(\xi), \quad \xi \in \mathbf{T} \tag{5.1}
\end{equation*}
$$

Let us write (3.10) as

$$
\begin{equation*}
(\mathbf{I}-\tilde{K}) Y=L \tag{5.2}
\end{equation*}
$$

Note that the nonhomogeneous terms in (5.1) and in (5.2) are related to each other by

$$
\begin{equation*}
L=\frac{1}{2} \tilde{G}(\mathbf{I}+\Gamma) \tilde{G}^{-1} F \tag{5.3}
\end{equation*}
$$

We will relate the solutions of (5.1) with $F \in \mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ and $Y_{ \pm} \in \mathcal{E}_{ \pm}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ to the solutions of (5.2) with $L, Y \in \mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$.

As mentioned prior to Proposition 4.1, the singular integral operator $\Gamma$ defined in (4.1) is bounded on $\mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$. Then $\frac{1}{2}(\mathbf{I}+\Gamma)$ and $\frac{1}{2}(\mathbf{I}-\Gamma)$ are complementary bounded projections onto the subspace $\mathcal{E}_{+}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ of all functions in $\mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ with an analytic continuation to $\mathrm{T}^{+}$and onto the subspace $\mathcal{E}_{-}\left(\mathrm{T} ; L^{2}\left(S^{2}\right)\right)$ of all functions in $\mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ with an analytic continuation to $\mathbf{T}^{-}$vanishing at infinity.

THEOREM 5.1. Let $F \in \mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$. If $Y_{ \pm}$is a solution of (5.1) in $\mathcal{E}_{ \pm}(\mathbf{T}$; $L^{2}\left(S^{2}\right)$ ), then $Y=Y_{+}$is a solution of (5.2). Conversely, if $Y$ is a solution of (5.2) and $Y \in \mathcal{E}_{+}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$, then $Y_{ \pm}$, where $Y_{+}=Y$ and $Y_{-}=\tilde{G}^{-1}(Y-F)$, is a solution of (5.1) with $Y_{ \pm} \in \mathcal{E}_{ \pm}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$.

Proof. Let $Y_{ \pm} \in \mathcal{E}_{ \pm}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ be a solution of (5.1). Then using (4.2), (5.3), and $(\mathbf{I} \pm \Gamma) Y_{\mp}=0$, we have

$$
\begin{aligned}
(\mathbf{I}-\tilde{K}) Y_{+} & =\frac{1}{2}(\mathbf{I}-\Gamma) Y_{+}+\frac{1}{2} \tilde{G}(\mathbf{I}+\Gamma) \tilde{G}^{-1} Y_{+} \\
& =\frac{1}{2} \tilde{G}(\mathbf{I}+\Gamma)\left(Y_{-}+\tilde{G}^{-1} F\right)=\frac{1}{2} \tilde{G}(\mathbf{I}+\Gamma) \tilde{G}^{-1} F=L
\end{aligned}
$$

Conversely, let $Y \in \mathcal{E}_{+}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ be a solution of (5.2). Clearly $Y_{+}=Y$ and $Y_{-}=\tilde{G}^{-1}(Y-F)$ satisfy (5.1), provided $Y_{-} \in \mathcal{E}_{-}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$. This follows from

$$
(\mathbf{I}+\Gamma) Y_{-}=\left(\tilde{G}^{-1}+\Gamma \tilde{G}^{-1}\right) Y-(\mathbf{I}+\Gamma) \tilde{G}^{-1} F=2 \tilde{G}^{-1} L-(\mathbf{I}+\Gamma) \tilde{G}^{-1} F=0,
$$

where we have used (4.2) and (5.3).
From (4.2) and $\Gamma^{2}=\mathbf{I}$ it is immediate that $\tilde{K}^{2}$ and $\Gamma$ commute. Hence, $\tilde{K}^{2}$ maps $\mathcal{E}_{+}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ into $\mathcal{E}_{+}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ and $\mathcal{E}_{-}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ into $\mathcal{E}_{-}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$. Thus, using the compactness of $\tilde{K}^{2}$, we can decompose the kernel and range of $\mathbf{I}-\tilde{K}^{2}$ as (5.4)

$$
\operatorname{Ran}\left(\mathbf{I}-\tilde{K}^{2}\right)=\left\{\operatorname{Ran}\left(\mathbf{I}-\tilde{K}^{2}\right) \cap \mathcal{E}_{+}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)\right\} \oplus\left\{\operatorname{Ran}\left(\mathbf{I}-\tilde{K}^{2}\right) \cap \mathcal{E}_{-}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)\right\}
$$ and

$$
\operatorname{Ker}\left(\mathbf{I}-\tilde{K}^{2}\right)=\left\{\operatorname{Ker}\left(\mathbf{I}-\tilde{K}^{2}\right) \cap \mathcal{E}_{-}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)\right\} \oplus\left\{\operatorname{Ker}\left(\mathbf{I}-\tilde{K}^{2}\right) \cap \mathcal{E}_{-}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)\right\}
$$

Proposition 5.2. Let $F \in \mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$. Then there exists at least one solution of (5.2) if and only if there exists at least one solution of the equation

$$
\begin{equation*}
\left(\mathbf{I}-\tilde{K}^{2}\right) Z=(\mathbf{I}+\tilde{K}) L \tag{5.5}
\end{equation*}
$$

Moreover, if it exists, it is possible to choose the solution $Z$ of (5.5) in $\mathcal{E}_{+}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$, but this solution may not satisfy (5.2).

Proof. If $Y$ is a solution of (5.2) in $\mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$, then clearly it is also a solution of (5.5). To prove the converse, let us first take $\mathcal{E}=L^{2}$. The solution of (5.5) exists
provided $(\mathbf{I}+\tilde{K}) L$ is orthogonal to $\operatorname{Ker}\left(\mathbf{I}-\tilde{K}^{2}\right)$. Let $Z_{0}$ be such that $\left(\mathbf{I}-\tilde{K}^{2}\right) Z_{0}=0$. Writing $Z_{0}=Z_{1}+Z_{2}$ where $\tilde{K} Z_{1}=Z_{1}$ and $\tilde{K} Z_{2}=-Z_{2}$, and using the self-adjointness of $\tilde{K}$, we obtain

$$
\left\langle(\mathbf{I}+\tilde{K}) L, Z_{2}\right\rangle=\left\langle L,(\mathbf{I}+\tilde{K}) Z_{2}\right\rangle=0
$$

and

$$
\left\langle(\mathbf{I}+\tilde{K}) L, Z_{1}\right\rangle=\left\langle L,(\mathbf{I}+\tilde{K}) Z_{1}\right\rangle=2\left\langle L, Z_{1}\right\rangle .
$$

Hence, $(\mathbf{I}+\tilde{K}) L$ is orthogonal to $\operatorname{Ker}\left(\mathbf{I}-\tilde{K}^{2}\right)$ if and only if $L$ is orthogonal to $\operatorname{Ker}(\mathbf{I}-$ $\tilde{K})$. Thus, a solution of (5.5) exists if and only if a solution of (5.2) exists.

Furthermore, from (4.2) and (5.3) we obtain

$$
(\mathbf{I}+\tilde{K}) L=\frac{1}{4}(\mathbf{I}+\Gamma) \tilde{G}(\mathbf{I}+\Gamma) \tilde{G}^{-1} F \in \mathcal{E}_{+}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)
$$

Then, since $N:=\frac{1}{4}(\mathbf{I}+\Gamma) \tilde{G}(\mathbf{I}+\Gamma) \tilde{G}^{-1}$ has a closed range in each $\mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$, the image of $L^{2}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ under $N$ is the closure in $L^{2}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ of the image of $\mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ under $N$. Similarly, the image of $L^{2}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ under $\mathbf{I}+\tilde{K}$ is the closure in $L^{2}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ of the image of $\mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ under $\mathbf{I}+\tilde{K}$. Hence, if

$$
N\left[L^{2}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)\right] \subset(\mathbf{I}+\tilde{K})\left[L^{2}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)\right]
$$

as proven above, we also have

$$
N\left[\mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)\right] \subset(\mathbf{I}+\tilde{K})\left[\mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)\right]
$$

for $\mathcal{E}=L^{p}$ with $2<p<\infty$ or $\mathcal{E}=\mathcal{H}_{\gamma}$ with $0<\gamma<\mu$. The same conclusion may be drawn if $\mathcal{E}=L^{p}$ with $1<p<2$, but this time we use the fact that $L^{2}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ is continuously and densely imbedded in $\mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$.

Finally, from (5.5) it is seen that a solution of (5.5) exists provided $(\mathbf{I}+\tilde{K}) L \in$ $\operatorname{Ran}\left(\mathbf{I}-\tilde{K}^{2}\right)$. Then using (5.4) and the invertibility of $\left(\mathbf{I}-\tilde{K}^{2}\right)$ on $\operatorname{Ran}\left(\mathbf{I}-\tilde{K}^{2}\right)$, it appears the solution of (5.5) can be chosen in $\operatorname{Ran}\left(\mathbf{I}-\tilde{K}^{2}\right) \cap \mathcal{E}_{+}$.

The number of linearly independent solutions of the homogeneous RiemannHilbert problem

$$
\begin{equation*}
Y_{+}(\xi)=\tilde{G}(\xi) Y_{-}(\xi), \quad \xi \in \mathbf{T} \tag{5.6}
\end{equation*}
$$

is the sum of the positive partial indices of $\tilde{G}(\xi)$. Let $\left\{\rho_{j}\right\}$ denote the set of partial indices of $\tilde{G}(\xi)$. These partial indices arise in the Wiener-Hopf factorization of $\tilde{G}(\xi)$ [17].

A special case of Theorem 5.1 with $L=0$ concludes that any solution $Y_{+}$of (5.6) corresponds to a solution of the homogeneous Fredholm integral equation $(\mathbf{I}-\tilde{K}) Y=0$ in $\mathcal{E}_{+}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$. As a result,

$$
\begin{equation*}
\sum_{\rho_{j}>0} \rho_{j}=\operatorname{dim}\left\{\operatorname{Ker}(\mathbf{I}-\tilde{K}) \cap \mathcal{E}_{+}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)\right\} . \tag{5.7}
\end{equation*}
$$

To obtain an expression for the sum of the negative indices, we consider the homogeneous Riemann-Hilbert problem which is adjoint to (5.6)

$$
\begin{equation*}
Z_{+}(\xi)=\tilde{G}(\xi)^{-1} Z_{-}(\xi), \quad \xi \in \mathbf{T} \tag{5.8}
\end{equation*}
$$

where $Z_{ \pm} \in \mathcal{E}_{ \pm}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$. Then the number of linearly independent solutions of (5.8) is the sum of the positive partial indices of $\tilde{G}(\xi)^{-1}$. Due to the unitarity of $\tilde{G}(\xi)$,
these indices coincide with the negatives of the negative partial indices of $\tilde{G}(\xi)$ [17]. Using (4.2) and (5.8) we have

$$
(\mathbf{I}+\tilde{K}) Z_{-}=\left(\mathbf{I}+\frac{1}{2} \Gamma-\frac{1}{2} \tilde{G} \Gamma \tilde{G}^{-1}\right) Z_{-}=\frac{1}{2}\left(Z_{-}-\tilde{G} \Gamma Z_{+}\right)=0
$$

Conversely, if $Z_{-} \in \mathcal{E}_{-}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ and $(\mathbf{I}+\tilde{K}) Z_{-}=0$, then $\tilde{G}^{-1} Z_{-}=\tilde{G}^{-1} Z_{-}$ $\tilde{G}^{-1}(\mathbf{I}+\tilde{K}) Z_{-}=\tilde{G}^{-1} Z_{-}-\frac{1}{2} \tilde{G}^{-1}(\mathbf{I}+\Gamma) Z_{-}-\frac{1}{2}(\mathbf{I}-\Gamma) \tilde{G}^{-1} Z_{-}=\frac{1}{2}(\mathbf{I}+\Gamma) \tilde{G}^{-1} Z_{-} \epsilon$ $\mathcal{E}_{+}\left(\mathrm{T} ; L^{2}\left(S^{2}\right)\right)$. As a result, we find the expression

$$
\begin{equation*}
-\sum_{\rho_{j}<0} \rho_{j}=\operatorname{dim}\left\{\operatorname{Ker}(\mathbf{I}+\tilde{K}) \cap \mathcal{E}_{-}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)\right\} \tag{5.9}
\end{equation*}
$$

The norm of $\tilde{K}$ in $L^{2}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$, i.e., its spectral radius, can be expressed in terms of the gap between certain subspaces [25], [26] For Hilbert spaces the gap between two closed subspaces $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ equals $\left\|P_{1}-P_{2}\right\|$ where $P_{1}$ and $P_{2}$ are the orthogonal projections onto $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$, respectively. Now notice that $\Gamma_{ \pm}=\frac{1}{2}(\mathrm{I} \pm \Gamma)$ are the orthogonal projections of $\mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ onto $\mathcal{E}_{ \pm}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ and $\Lambda_{ \pm}=\frac{1}{2} \tilde{G}(\mathbf{I} \pm \Gamma) \tilde{G}^{-1}$ are the orthogonal projections of $\mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ onto $\tilde{G}\left[\mathcal{E}_{ \pm}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)\right]$. In terms of these projections, from (4.2) we obtain

$$
\begin{equation*}
\tilde{K}=\Gamma_{+}-\Lambda_{+} \quad \text { and } \quad-\tilde{K}=\Gamma_{-}-\Lambda_{-} \tag{5.10}
\end{equation*}
$$

Hence, for $\mathcal{E}=L^{2}$ we have $\|\tilde{K}\|=\operatorname{gap}\left(\mathcal{E}_{ \pm}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right), \tilde{G}\left[\mathcal{E}_{ \pm}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)\right]\right)$.
Using the projections $\Gamma_{ \pm}$and $\Lambda_{ \pm}$, we will now derive more convenient expressions for the sums of the positive and negative partial indices of $\tilde{G}(\xi)$ than (5.7) and (5.9). Observe from (5.10) that

$$
\begin{equation*}
\mathbf{I}-\tilde{K}=\Gamma_{-}+\Lambda_{+} \quad \text { and } \quad \mathbf{I}+\tilde{K}=\Gamma_{+}+\Lambda_{-} \tag{5.11}
\end{equation*}
$$

Then we easily find from (5.7)

$$
\begin{equation*}
\sum_{\rho_{j}>0} \rho_{j}=\operatorname{dim}\left\{\mathcal{E}_{+}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right) \cap \tilde{G}\left[\mathcal{E}_{-}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)\right]\right\} \tag{5.12}
\end{equation*}
$$

while we obtain from (5.9)

$$
\begin{equation*}
-\sum_{\rho_{j}<0} \rho_{j}=\operatorname{dim}\left\{\mathcal{E}_{-}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right) \cap \tilde{G}\left[\mathcal{E}_{+}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)\right]\right\} \tag{5.13}
\end{equation*}
$$

We can now prove the following.
THEOREM 5.3. The following statements are equivalent:
(1) $\pm 1$ are not eigenvalues of the Fredholm integral operator $\tilde{K}$ of (5.2).
(2) The Riemann-Hilbert problem (5.1) has a unique solution $Y_{ \pm} \in \mathcal{E}_{ \pm}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ for every $F \in \mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$.
(3) There exists a right canonical Wiener-Hopf factorization

$$
\tilde{G}(\xi)=\tilde{G}_{+}(\xi) \tilde{G}_{-}(\xi), \quad \xi \in \mathbf{T}
$$

of $\tilde{G}(\xi)$ where $\tilde{G}_{ \pm}(\xi)$ and $\tilde{G}_{ \pm}(\xi)^{-1}$ belong to $\mathcal{H}_{\gamma}\left(\mathbf{T} ; \mathcal{L}\left(L^{2}\left(S^{2}\right)\right)\right)$ and have an analytic continuation to $\mathbf{T}^{ \pm}$, where $\gamma$ is the constant specified in Proposition 4.1.
(4) There exists a left canonical Wiener-Hopf factorization

$$
\tilde{G}(\xi)=\tilde{\mathcal{G}}_{-}(\xi) \tilde{\mathcal{G}}_{+}(\xi), \quad \xi \in \mathbf{T}
$$

of $\tilde{G}(\xi)$ where $\tilde{\mathcal{G}}_{ \pm}(\xi)$ and $\tilde{\mathcal{G}}_{ \pm}(\xi)^{-1}$ belong to $\mathcal{H}_{\gamma}\left(\mathbf{T} ; \mathcal{L}\left(L^{2}\left(S^{2}\right)\right)\right)$ and have an analytic continuation to $\mathbf{T}^{ \pm}$.
(5) The operator function $\tilde{G}(\xi)$, or equivalently the operator function $G(k)$ given in (2.7), has no partial indices [17].
(6) The three-dimensional Jost operator [5] exists and is unique [17].

Proof. The equivalence of (2)-(6), as well as the existence of the left and right Wiener-Hopf factorizations of $\tilde{G}(\xi)$, has been proven in [17]. First, let us show that (1) implies (2). Note that from (5.11) we have

$$
(\mathbf{I}-\tilde{K})\left[\mathcal{E}_{ \pm}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)\right] \subset \tilde{G}\left[\mathcal{E}_{ \pm}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)\right] .
$$

Since $\mathbf{I}-\tilde{K}$ is boundedly invertible in the absence of eigenvalues $\pm 1$, it must act as a boundedly invertible operator from $\mathcal{E}_{ \pm}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ onto $\tilde{G}\left[\mathcal{E}_{ \pm}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)\right]$. As a result, the unique solution of (5.2) with right-hand side (5.3) belongs to $\mathcal{E}_{+}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$ for every $F \in \mathcal{E}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)$. Then by Theorem 5.1, we can conclude that (1) implies (2).

To complete the proof of our theorem, it suffices to prove that (3) and (4) together imply (1). Indeed, let (3) and (4) be true. The canonical Wiener-Hopf factorization of $\tilde{G}(\xi)$ exists only when all the partial indices are zero. Thus, from (5.11) and (5.12) we obtain

$$
\begin{equation*}
\mathcal{E}_{ \pm}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right) \cap \tilde{G}\left[\mathcal{E}_{\mp}\left(L^{2}\left(S^{2}\right)\right)\right]=\{0\} . \tag{5.14}
\end{equation*}
$$

Hence, if $Y \in \operatorname{Ker}(\mathbf{I}-\tilde{K})$, then using (5.11) one obtains

$$
\Gamma_{-} Y=-\Lambda_{+} Y \in \mathcal{E}_{-}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right) \cap \tilde{G}\left[\mathcal{E}_{+}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)\right] .
$$

and hence, by virtue of (5.14),

$$
Y \in \mathcal{E}_{+}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right) \cap \tilde{G}\left[\mathcal{E}_{-}\left(\mathbf{T} ; L^{2}\left(S^{2}\right)\right)\right]
$$

which proves that $\operatorname{Ker}(\mathbf{I}-\tilde{K})=\{0\}$. Hence $\pm 1$ are not eigenvalues of $\tilde{K}$, and our proof is complete.

The following corollary gives a sufficient condition on the scattering operator so that the Fredholm integral equation (3.10) is uniquely solvable.

COROLLARY 5.4. The Fredholm integral equation (3.10) and the RiemannHilbert problem (2.9) are uniquely solvable when the scattering operator satisfies $\sup _{k \in \mathbf{R}}\|S(k)-\mathbf{I}\|<1$.

Proof. From (4.2) we have $\tilde{K}=\frac{1}{2}(\mathbf{I}-\tilde{G}) \Gamma-\frac{1}{2} \tilde{G} \Gamma \tilde{G}^{-1}(\mathbf{I}-\tilde{G})$. Since $\Gamma, \tilde{G}$, and $\tilde{G}^{-1}$ have unit norms, we then obtain $\|\tilde{K}\| \leq\|\mathbf{I}-\tilde{G}\|$. However, we have $\|\mathbf{I}-\tilde{G}(\xi)\|=$ $\|\mathbf{I}-G(k)\|=\|S(k)-\mathbf{I}\|$. Thus, if $\sup _{k \in \mathbf{R}}\|S(k)-\mathbf{I}\|<1$, we have $\|\tilde{K}\|<1$, and by Theorem 5.3 both the Riemann-Hilbert problem and the Fredholm integral equation are uniquely solvable.
6. Solution of the inverse problem. Once the Riemann-Hilbert problem posed in (2.9) is solved by solving the Fredholm integral equation (3.10), we obtain $f(k, x, \theta)$ given in (3.2) using (3.8) and (2.8). From the Schrödinger equation (1.1) we then obtain the potential as

$$
\begin{equation*}
V(x)=\frac{(\Delta+2 i k \theta \cdot \nabla) X_{+}(k, x, \theta)}{1+X_{+}(k, x, \theta)} \tag{6.1}
\end{equation*}
$$

Note that the right-hand side of this equation contains $\theta$ and $k$ whereas these two variables are absent from the left-hand side. Hence the solution of the Riemann-Hilbert problem will lead to a potential only if the right-hand side of (6.1) is independent of $\theta$ and $k$. Below we show that if the so-called miracle condition [2] occurs and the Riemann-Hilbert problem has a unique solution, then the right-hand side of (6.1) is
independent of $\theta$ and $k$ and becomes equal to a potential function of $x$. In the absence of bound states the proof has been given in [17], and here we give the proof when the bound states are present.

From (2.10) we have

$$
\begin{equation*}
X_{+}(k)=X_{+}^{\mathrm{red}}(k)+[\Pi(k)-\mathbf{I}] \hat{\mathbf{1}}+[\Pi(k)-\mathbf{I}] X_{+}^{\mathrm{red}}(k) \tag{6.2}
\end{equation*}
$$

where we have again suppressed the $x$-dependence of $X_{+}(k), X_{+}^{\text {red }}(k)$, and $\Pi(k)$. Defining

$$
\begin{gather*}
\eta(\alpha, x, \theta)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d k X_{+}(k) e^{-i k \alpha}  \tag{6.3}\\
\eta^{\mathrm{red}}(\alpha, x, \theta)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d k X_{+}^{\mathrm{red}}(k) e^{-i k \alpha} \\
\Omega(\alpha, x, \theta)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d k[\Pi(k)-\mathbf{I}] e^{-i k \alpha}
\end{gather*}
$$

we can take the Fourier transform of (6.2) to obtain

$$
\begin{equation*}
\eta(\alpha, x, \theta)=\eta^{\mathrm{red}}(\alpha, x, \theta)+\Omega(\alpha, x, \theta) \hat{\mathrm{1}}+\int_{-\infty}^{\infty} d \beta \Omega(\alpha-\beta, x, \theta) \eta^{\mathrm{red}}(\beta, x, \theta) \tag{6.4}
\end{equation*}
$$

Note that $X_{+}(k)=O\left(\frac{1}{k}\right)$ as $k \rightarrow \pm \infty$ and is analytic in $\mathbf{C}^{+} ; \Pi(k)-\mathbf{I}=O\left(\frac{1}{k}\right)$ as $k \rightarrow \pm \infty$ and is analytic in $\mathbf{C}^{-}$. As a result, $\eta^{\text {red }}(\alpha, x, \theta)=0$ for $\alpha<0$ and $\Omega(\alpha, x, \theta)=0$ for $\alpha>0$. Thus, we can write (6.4) as

$$
\begin{align*}
\eta(\alpha, x, \theta) & =\eta^{\mathrm{red}}(\alpha, x, \theta)+\int_{\alpha}^{\infty} d \beta \Omega(\alpha-\beta, x, \theta) \eta^{\mathrm{red}}(\beta, x, \theta),  \tag{6.5}\\
\eta(\alpha, x, \theta) & =\Omega(\alpha, x, \theta) \hat{1}+\int_{0}^{\infty} d \beta \Omega(\alpha-\beta, x, \theta) \eta^{\mathrm{red}}(\beta, x, \theta), \tag{6.6}
\end{align*} \quad \alpha<0 .
$$

In the Newton-Marchenko inversion theory [4], the potential $V(x)$ is obtained from (6.5) and (6.6) as

$$
\begin{align*}
V(x) & =-2 \theta \cdot \nabla \lim _{\alpha \rightarrow 0^{+}}[\eta(\alpha, x, \theta)-\eta(-\alpha, x, \theta)] \\
& =-2 \theta \cdot \nabla \lim _{\alpha \rightarrow 0^{+}}\left[\eta^{\mathrm{red}}(\alpha, x, \theta)-\Omega(\alpha, x, \theta)\right] \hat{\mathrm{i}} \tag{6.7}
\end{align*}
$$

provided the right-hand side is independent of $\theta$; this $\theta$-independence is known as the "miracle" identity of Newton [4]. If the miracle occurs and the Riemann-Hilbert problem (2.9) has a unique solution, $\eta(\alpha, x, \theta)$ satisfies the equation

$$
\begin{equation*}
\left[\Delta-2 \frac{\partial}{\partial \alpha} \theta \cdot \nabla-V(x)\right] \eta(\alpha, x, \theta)=0 \tag{6.8}
\end{equation*}
$$

Then we would like to show that (6.7) and (6.8) imply (6.1). To see this, note that from (6.3) we have

$$
i k X_{+}(k)=\lim _{\alpha \rightarrow 0^{+}}[\eta(-\alpha, x, \theta)-\eta(\alpha, x, \theta)]-\int_{-\infty}^{\infty} d \alpha e^{i k \alpha} \frac{\partial \eta(\alpha, x, \theta)}{\partial \alpha}
$$

Thus, using (6.7) and (6.8) we obtain
$[\Delta+2 i k \theta \cdot \nabla-V(x)] X_{+}(k)=V(x)+\int_{-\infty}^{\infty} d \alpha e^{i k \alpha}\left[\Delta-2 \frac{\partial}{\partial \alpha} \theta \cdot \nabla-V(x)\right] \eta(\alpha, x, \theta)$.

From this last equation, it is seen that (6.1) is implied by (6.7) and (6.8); hence, whenever the miracle condition of Newton is satisfied and the Riemann-Hilbert problem has a unique solution, the potential of the Schrödinger equation is given by (6.1).

Remark that whenever the scattering operator $S(k)$ is known to have a corresponding potential, it is guaranteed that the right-hand side of (6.1) is independent of $k$ and $\theta$. As a consequence, any of the statements in Theorem 5.3 is sufficient to guarantee that the right-hand side of (6.1) is independent of $k$ and $\theta$.
7. Concluding remarks. The results of this article remain true for any real measurable potential $V(x)$ on $\mathbf{R}^{3}$ without real exceptional points that leads to a scattering matrix $S(k)$ such that $S(k)-\mathbf{I}$ is compact for all $k \in \mathbf{R}$ and $\tilde{S}(\xi)=$ $S(i(1+\xi) /(1-\xi))$ is Hölder continuous in $\xi$ on $\mathbf{T}$. In that case we may generalize our results here to potentials on $\mathbf{R}^{n}$ with $n \geq 2$.
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# THE INVERSE EIGENVALUE PROBLEM WITH FINITE DATA* 
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#### Abstract

This work is concerned with the inverse eigenvalue problem for ordinary differential equations such as $y^{\prime \prime}+(\lambda-q(x)) y=0$ and with some higher-order generalizations. A classical, well-known inverse problem is to reconstruct the coefficient function $q(x)$ in the differential equation using only spectral data, say $\lambda_{n}(q)$. Most treatments of this subject require an infinite amount of data which, of course, requires asymptotic formulae for the eigenvalues. Unfortunately, such formulae are sometimes very difficult or impossible to obtain. This work considers a different kind of inverse problem which ignores asymptotic formulae and uses only a fixed and finite amount of spectral data. The central problem considered in this paper is that of extracting from the finite amount of spectral data as much information as possible about the coefficient function $q(x)$.

It turns out that to understand such problems, it is necessary to examine the topological foundations of the continuity properties of the eigenvalues. This is done in §1. Based on these continuity theorems, a general theorem is given proving the convergence of some numerical approximations to the solution of the finite inverse problem.

In §2 a numerical algorithm for approximating a coefficient function using only a finite amount of spectral data is given. The method works by minimizing the $l_{2}$ norm of the difference between the eigenvalues $\lambda_{i}(q), i=1,2,3, \cdots, N$ and the spectral data.


Key words. inverse problem, eigenvalue problem, continuous dependence
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## 1. Formulation of the finite inverse problem.

1.1. Introduction. Consider the eigenvalue problem

$$
y^{\prime \prime}+(\lambda-q(x)) y=0, \quad \begin{gather*}
a_{1} y(0)+a_{2} y^{\prime}(0)+a_{3} y(1)+a_{4} y^{\prime}(1)=0  \tag{1}\\
b_{1} y(0)+b_{2} y^{\prime}(0)+b_{3} y(1)+b_{4} y^{\prime}(1)=0 .
\end{gather*}
$$

We suppose that this is a self-adjoint problem and we denote the eigenvalues of (1) by $\lambda_{n}(q)$. Let $q^{*}(x)$ represent the unknown coefficient function and suppose spectral data $\boldsymbol{\lambda}=\left(\Lambda_{1}, \Lambda_{2}, \cdots\right)$ are given so that $\lambda_{n}\left(q^{*}\right)=\Lambda_{n}$.

There are (at least) two inverse problems which could be considered for this equation. The first, we call the infinite inverse problem; it consists of determining the function $q(x)$ given either an infinite amount of spectral data $\lambda_{n}(q), n=1,2, \cdots \infty$, or at least enough data together with an asymptotic formula which may be used to approximate an infinite amount of data.

Various works have considered the problem of reconstructing $q(x)$ in such cases. The review article by McLaughlin [7] and the references given there provide many examples of such inverse problems. For example, Hald [4] has shown that if two functions $q$ and $q^{*}$ are close enough together and if both $q$ and $q^{*}$ are symmetric, $q(x)=q(1-x)$, then

$$
\begin{equation*}
\left\|q-q^{*}\right\|_{\infty} \leq 2 \cdot 10^{8+38 M+11 M^{2}} \sum_{k=0}^{\infty}\left|\lambda_{k}-\lambda_{k}^{*}\right| . \tag{2}
\end{equation*}
$$

[^58]Therefore, if the eigenvalues $\lambda_{n}(q)$ are close enough to those of $q^{*}$ then the functions $q$ and $q^{*}$ are close in the $\|\cdot\|_{\infty}$ norm. This shows that (for symmetric functions) the information contained in an infinite amount of spectral data does, in fact, contain a uniform approximation to the unknown function $q^{*}(x)$. We will see that the situation is very different for the finite inverse problem. Although (2) is an interesting result, it is not useful for actual numerical estimates since for even small values of $M$ (say $M \approx 1$ ) the constant in (2) is of order $10^{57}$.

Another result of this type does not require the symmetry condition on $q(x)$ but uses the norming constants for (1) which are defined by $\rho_{n}(q)=\left\|y_{n}\right\|_{2}^{2} / y^{\prime}{ }_{n}(0)$. If $q$ is close enough to $q^{*}$, then McLaughlin [8] has shown

$$
\int_{0}^{1}\left(q(x)-q^{*}(x)\right)^{2} d x \leq K \sum_{n=1}^{\infty}\left[\left(\lambda_{n}(q)-\lambda_{n}\left(q^{*}\right)\right]^{2}+n^{6}\left[\rho_{n}(q)-\rho_{n}\left(q^{*}\right)\right]^{2} .\right.
$$

This result shows that, even without the symmetry condition on $q(x)$, an infinite amount of spectral data together with all of the norming constants still contains enough information to reconstruct an $L_{2}$ approximation to $q^{*}(x)$. The result of Sacks [10], which proves the $L_{2}$ convergence of certain numerical approximations to $q^{*}(x)$, is also of this general type.

These results can only be used if we have an infinite amount of data or, at least, an asymptotic formula and a sufficient amount of spectral data to make good approximations to the infinite data. In some cases, neither is available. This leads us to consider a second kind of inverse problem which we call the finite inverse problem. Here, we assume that only a finite amount of data has been collected and that asymptotic formulae are not available. Clearly, such an inverse problem cannot be solved uniquely since the set of all coefficient functions $q(x)$ is infinite-dimensional, whereas the set of vectors $\boldsymbol{\Lambda}=\left(\Lambda_{1}, \Lambda_{2}, \cdots, \Lambda_{N}\right)$ is finite dimensional. Therefore, we understand that to solve such a finite inverse problem simply means that we must produce a function $q(x)$ which has the correct spectral behavior. That is, $\lambda_{n}(q)=\lambda_{n}\left(q^{*}\right)$ for $n=1,2,3, \cdots, N$. We must then provide a proper mathematical foundation and interpretation of the results. In particular, we need to know if this process produces an approximation to $q^{*}(x)$ in some suitable topology. If it does, we need to know something about the topology used and how accurate the approximation is. Theorem 1.2 provides a partial answer to this need. It shows that under certain conditions, as $N \rightarrow \infty$, the approximating function $q(x)$ converges to $q^{*}(x)$ in a certain topology. In addition, Theorem 1.1 indicates what kind of variation in the solution of such an inverse problem is still possible even after all of the requirements of a finite amount of spectral data have been satisfied. These results provide a proper mathematical foundation for the finite inverse problem.

Seidman [11] has studied a similar kind of finite inverse problem. He showed that if a sequence $q_{N}$ satisfies $\lambda_{n}\left(q_{k}\right)=\Lambda_{k}$ for $k=1,2,3, \cdots, N$ and if a certain norm $\left\|q_{N}\right\|_{*}$ is minimized over some class of functions, then $q_{N} \rightarrow q^{*}$ in a certain topology on the class of functions. This is analogous to the classical spline interpolation problem for real functions. Theorem 1.2 is also of this type. However, using the compactness of the class $\mathcal{C}(H)$ gives a much easier proof and it does not require the minimizing of a norm to achieve convergence of the interpolating sequence. Of course, such a minimizing condition could be tacked on to Theorem 1.2 if desired. We will also show that the topology used is stronger than that used in [11] so that Theorem 1.2 gives a better approximation to $q^{*}(x)$.

One of the tools we will need is the following variational characterization of the
eigenvalues using the Rayleigh quotient [3], [12]. Let $\mathcal{L}$ be a self-adjoint operator defined on a dense subspace $\mathbf{D}$ of a separable Hilbert space. Suppose that the lower part of the spectrum of $\mathcal{L}$ consists of isolated eigenvalues $\lambda_{1} \leq \lambda_{2} \leq \lambda_{3} \leq \cdots$, each having finite multiplicity. Let $y_{i}$ denote the eigenfunction corresponding to $\lambda_{i}$ and let $\mathcal{U}_{n}$ be the subspace spanned by the first $n$ eigenfunctions $y_{1}, y_{2}, \cdots, y_{n}$. Let $\mathcal{V}_{n}$ be any other $n$-dimensional subspace of $\mathbf{D}$. It follows that

$$
\begin{equation*}
\lambda_{n} \leq \max _{u \in \mathcal{V}_{n}} \frac{(\mathcal{L} u, u)}{(u, u)} \quad \text { and } \quad \lambda_{n}=\max _{u \in \mathcal{U}_{n}} \frac{(\mathcal{L} u, u)}{(u, u)} \tag{3}
\end{equation*}
$$

1.2. The topology of the finite inverse eigenvalue problem. A crucial part of the theory of the finite inverse problem is concerned with a norm $\|\cdot\|_{2 L_{1}}$ which we define by

$$
\begin{equation*}
\|q\|_{2 L_{1}}=\left|\int_{0}^{1} q(x) d x\right|+\left|\int_{0}^{1} \int_{0}^{x} q\left(x_{1}\right) d x_{1} d x\right|+\int_{0}^{1}\left|\int_{0}^{x} \int_{0}^{x_{2}} q\left(x_{1}\right) d x_{1} d x_{2}\right| d x \tag{4}
\end{equation*}
$$

The link between the $2 L_{1}$ norm and eigenvalue problems is provided by the following theorem.

Theorem 1.1. Let $\lambda_{n}(q)$ denote the nth eigenvalue of (1). There is a constant $K_{n}(H)$ (which depends only on $n$ and $H$ ) such that for any $q_{1}, q_{2} \in \mathcal{C}(H)$ we have

$$
\begin{equation*}
\left|\lambda_{n}\left(q_{1}\right)-\lambda_{n}\left(q_{2}\right)\right| \leq K_{n}(H)\left\|q_{1}(s)-q_{2}(s)\right\|_{2 L_{1}} . \tag{5}
\end{equation*}
$$

We will give the proof in $\S 1.3$ below. From this, it follows that small changes in the $2 L_{1}$ norm will produce small changes in the eigenvalues. However, it is vital to notice that the modulus of continuity depends on $n$. Roughly speaking then, the only information about $q$ which can be extracted numerically from a finite number of eigenvalues is an $L_{1}$ approximation to the expression $\int_{0}^{x} \int_{0}^{t} q(s) d s d t$. Thus any numerical method that attempts to reconstruct, as its final product, a pointwise approximation to $q(x)$ using a fixed amount of spectral data will, implicitly, hinge on taking two derivatives of an $L_{1}$ approximation to $\int_{0}^{x} \int_{0}^{t} q(s) d s d t$. This stands in sharp contrast to the results dealing with the $L_{2}$ norm (and even the $L_{\infty}$ norm) quoted above, which use an infinite amount of data.

To see how very different all of these norms really are and just how sharp this contrast is, consider a perturbation in $q^{*}(x)$ of the form $\Delta q(x)=A \cos B x$ so that $q(x)=$ $q^{*}(x)+\Delta q^{*}(x)$. A simple calculation shows, for large $A$ and $B$, that $\left\|\Delta q^{*}(x)\right\|_{2 l_{1}}=$ $\mathrm{O}\left(A / B^{2}\right)$. Thus, even if $A$ is quite large, the size of the perturbation $A \cos B x$ will be very small in the $2 L_{1}$ norm if only $B$ is also large. This is somewhat like the Riemann-Lebesgue lemma, in that, if the positive and negative oscillations tend to balance out, then the overall effect will be small. On the other hand, if $A$ is large, then $\Delta q^{*}(x)$ will be large in the $L_{2}$ (or especially the $L_{\infty}$ ) norms no matter what $B$ is. Unfortunately, any candidate for $q^{*}(x)$ (perhaps obtained using some numerical approximation method) could be perturbed in this way and it would still be a good solution to the finite inverse problem. The penalty for dealing with only a finite amount of data and ignoring the infinite amount of high frequency spectral data is that we must put up with such high frequency noise in the determination of $q^{*}(x)$.

We will show later that, depending on how smooth $q$ is, the eigenvalues may even be continuous in topologies much weaker than that defined by the $2 L_{1}$ norm. Thus we may actually know even less about $q^{*}(x)$ than a $2 L_{1}$ approximation. Of course, we should use the weakest topology in which all the eigenvalues are continuous since,
otherwise, we would be attempting to extract more information from the spectral data than it contains. This may very well result in ill-conditioned numerical procedures. However, this weak topology seems to be very difficult to determine exactly. In this work, we give some approximations to it.

Next, we will present a general convergence theorem which applies to the numerical solution of both the finite and infinite inverse eigenvalue problems. We first discuss the infinite inverse problem. Given a constant $H$, let $\mathcal{C}(H)$ be the set of all functions $q(x)$ which satisfy $|q(x)| \leq H$ and let $\mathcal{S}$ be the set of all infinite sequences $\left(\lambda_{1}, \lambda_{2}, \lambda_{3}, \cdots\right)$ of numbers. Define a mapping

$$
\Phi: \mathcal{C}(H) \rightarrow \mathcal{S} \quad \text { by } \Phi(q)=\left(\lambda_{1}(q), \lambda_{2}(q), \lambda_{3}(q), \cdots\right),
$$

and use the brief notation $\boldsymbol{\lambda}(q)=\left(\lambda_{1}(q), \lambda_{2}(q), \lambda_{3}(q), \cdots\right)$. Let $\mathcal{S}(H) \subset \mathcal{S}$ be the range of $\Phi$. Define a topology on $\mathcal{S}(H)$ using the component-wise convergence criteria $\boldsymbol{\lambda}\left(q_{j}\right) \rightarrow \boldsymbol{\lambda}\left(q^{*}\right)$ if and only if, for each $n, \lambda_{n}\left(q_{j}\right) \rightarrow \lambda_{n}\left(q^{*}\right)$ as $j \rightarrow \infty$. We now topologize $\mathcal{C}(H)$ using the weakest topology in which all the eigenvalues are continuous. This simply means that $q_{j} \rightarrow q^{*}$ as $j \rightarrow \infty$ if and only if $\lambda_{n}\left(q_{j}\right) \rightarrow \lambda_{n}\left(q^{*}\right)$ for each $n$.

We say that a sequence $q_{N}$ interpolates to the spectral data $\lambda_{n}\left(q^{*}\right)$ if, for each $N$, there is an $\epsilon_{N}$ such that

$$
\left|\lambda_{i}\left(q_{N}\right)-\lambda_{i}\left(q^{*}\right)\right|<\epsilon_{N} \quad \text { for } i=1,2, \cdots, N \quad \text { and } \quad \epsilon_{N} \rightarrow 0 \quad \text { as } N \rightarrow \infty
$$

The theorem uses the 1 Max norm which is defined by

$$
\begin{equation*}
\|q\|_{1 M a x}=\max _{x}\left|\int_{0}^{x} q(t) d t\right| \tag{6}
\end{equation*}
$$

Theorem 1.2. Given an eigenvalue problem and some spectral data $\lambda_{n}\left(q^{*}\right)$, suppose that the inverse eigenvalue problem has a unique solution. That is, given any two coefficient functions $q_{1}$ and $q_{2}$, if $\lambda_{n}\left(q_{1}\right)=\lambda_{n}\left(q_{2}\right)$ for all of the data then it follows that $q_{1}=q_{2}$. Let $q_{N}$ be any sequence of functions which interpolates to the data $\lambda_{n}\left(q^{*}\right)$. Then

$$
\left\|q_{N}-q^{*}\right\|_{1 M a x} \rightarrow 0 \quad \text { as } N \rightarrow \infty
$$

Furthermore, the range space $\mathcal{S}(H)$ is compact in the topology of component-wise convergence.

Proof. Consider the set of all functions $Q(x)=\int_{0}^{x} q(t) d t$ for $q \in \mathcal{C}(H)$. Such functions $Q(x)$ will satisfy the Lipschitz condition $|Q(x)-Q(y)| \leq H|x-y|$. Applying the Ascoli theorem shows that the space $\mathcal{C}(H)$ is compact in the $1 M a x$ norm. We will show below that the eigenvalues are continuous functionals in the $1 M a x$ norm. Let $q_{N_{k}}$ denote a convergent subsequence, say $q_{N_{k}} \rightarrow \widehat{q}$. Then, if $N_{k} \geq n$, it follows that $\left|\lambda_{n}\left(q_{N_{k}}\right)-\lambda_{n}\left(q^{*}\right)\right|<\epsilon_{N_{k}}$. Letting $k \rightarrow \infty$ gives $\lambda_{n}(\widehat{q})=\lambda_{n}\left(q^{*}\right)$. Uniqueness implies that $q^{*}=\widehat{q}$, so every convergent subsequence converges to $q^{*}$. Thus the original sequence $q_{N}$ must converge to $q^{*}$.

We will now show that $\mathcal{S}(H)$ is compact. Unique solvability of the inverse problem implies that the mapping $\Phi$ has an inverse-say $\Psi: \mathcal{S}(H) \rightarrow \mathcal{C}(H)$. Since $\Phi$ and $\Psi$ are one-to-one, the weak topology induced on $\mathcal{C}(H)$ by $\Phi$ and the strong topology induced on $\mathcal{C}(H)$ by $\Psi$ are the same and both $\Phi$ and $\Psi$ are homeomorphisms [2]. Since $\mathcal{C}(H)$ is compact in the $1 M a x$ topology, which is stronger than the weak topology, it follows that $\mathcal{C}(H)$ is compact in the weak topology. Thus $\mathcal{S}(H)$ is also compact.

The theorem shows that an interpolating sequence converges. In fact, it shows that an infinite amount of spectral data contains a uniform approximation to $\int_{0}^{x} q^{*}(t) d t$ having arbitrarily high accuracy, however, the results [8], [4] show that such data actually contains much more than this. Our previous remarks regarding the information content of a finite amount of spectral data are, of course, still valid, since this theorem may require an arbitrarily large amount of data to produce such an approximation to $\int_{0}^{x} q(t) d t$. Even with such a large amount of data, this uniform approximation must still be differentiated in order to construct a pointwise approximation to $q(x)$.

Consider again the perturbation $\Delta q^{*}(x)=A \cos B x$. It is easy to see that by choosing appropriate constants $A$ and $B$, an example can be constructed which is small in the $2 L_{1}$ norm but is not small in the $1 M a x$ norm. Even after the spectral data has been satisfied, a good $1 M a x$ approximation to $q^{*}(x)$ may not be obtained. However, Theorem 1.2 provides a (perhaps rough) 1 Max approximation to $q^{*}$ while Theorem 1.1 shows how much variability is still left in the unknown function $q^{*}(x)$ after using a finite amount of the data. In this sense, we have upper and lower bounds on the information content of the spectral data. Some of these compactness and continuity ideas have been used by Krein [5] to prove the existence of certain functions which maximize an eigenvalue.

We will now consider the finite inverse problem. Since the solution of this inverse problem is not unique, we must consider the isospectral equivalence classes on $\mathcal{C}(H)$. Call this set of classes $\mathcal{C}_{N}(H)$. Theorem 1.2 shows that if the infinite inverse problem has a unique solution then the diameter (as measured in the $1 M a x$ norm) of each equivalence class tends to zero as $N \rightarrow \infty$. Now $\mathcal{C}_{N}(H)$ inherits a natural topology from $\mathcal{C}(H)$, and there are natural extensions of $\Phi$ and $\Psi$ to this context. These extensions will be both continuous and one-to-one. Thus, $\mathcal{C}_{N}(H)$ is homeomorphic to a subset of ordinary $N$-dimensional Euclidian space. This determines the weakest topology on $\mathcal{C}_{N}(H)$ in which the eigenvalues are continuous. Unfortunately, knowing the topology on $\mathcal{C}_{N}(H)$ still does not easily translate into usable conditions on the coefficient functions $q$ which, of course, belong to $\mathcal{C}(H)$, not to $\mathcal{C}_{N}(H)$. The following section considers this very difficult problem.
1.3. Approximating the weak topology. We are now interested in extracting from the spectral data whatever information it contains about $q^{*}(x)$. Theorem 1.2 may provide only a rough approximation to $\int_{0}^{x} q(t) d t$ since we may not have the data to take $N$ large enough. It would be best, of course, if we could completely characterize the weak topology on $\mathcal{C}(H)$ in terms of conditions on the functions $q(x)$. This seems to be very difficult to do, but we will give some partial answers. First, we will give the proof of Theorem 1.1.

Proof. Let $\mathcal{U}_{n}(q)$ denote the space spanned by the first $n$-eigenfunctions of (1) and use the notation $\Delta q(x)=q_{1}(x)-q_{2}(x), \quad \Delta \lambda_{n}=\lambda_{n}\left(q_{1}\right)-\lambda_{n}\left(q_{2}\right)$. Integrating by parts, we see that

$$
\begin{aligned}
\int_{0}^{1} \Delta q(x) y^{2}(x) d x= & y^{2}(1) \int_{0}^{1} \Delta q\left(x_{1}\right) d x_{1} \\
& -y^{2 \prime}(1) \int_{0}^{1} \int_{0}^{x_{2}} \Delta q\left(x_{1}\right) d x_{1} d x_{2} \\
& +\int_{0}^{1}\left(y^{2}(x)\right)^{\prime \prime} \int_{0}^{x} \int_{0}^{x_{2}} \Delta q\left(x_{1}\right) d x_{1} d x_{2} d x .
\end{aligned}
$$

We will show below that there is a constant $K_{n}(H)$ such that for all $x \in[0,1]$, for all functions $q \in \mathcal{C}(H)$, and for all functions $y \in \mathcal{U}_{n}(q)$, it follows that $y^{2}, y^{\prime 2}$, and $y^{\prime \prime 2}$ are uniformly ${ }^{1}$ bounded by some term of the form $K_{n}(H) \int_{0}^{1} y^{2} d x$. Substituting these bounds into the integration by parts formula and using (3) to compute the Rayleigh quotient for (1), we find that
$\frac{-\left.y y^{\prime}\right|_{x=0} ^{x=1}+\int_{0}^{1} y^{\prime 2}-q_{2}(x) y^{2} d x}{\int_{0}^{1} y^{2} d x} \leq \frac{-\left.y y^{\prime}\right|_{x=0} ^{x=1}+\int_{0}^{1} y^{\prime 2}-q_{1}(x) y^{2} d x}{\int_{0}^{1} y^{2} d x}+K_{n}(H)\|\Delta q\|_{2 L_{1}}$.
Next, take the maximum over all functions $y \in \mathcal{U}_{n}\left(q_{1}\right)$ and use the inequality (3). We find that $\lambda_{n}\left(q_{2}\right) \leq \lambda_{n}\left(q_{1}\right)+K_{n}(H)\|\Delta q\|_{2 L_{1}}$. This inequality, together with the one obtained by reversing the roles of $q_{1}$ and $q_{2}$, gives (5).

We need to prove the uniform boundedness property of $y, y^{\prime}$, and $y^{\prime \prime}$ for all $y \in \mathcal{U}_{n}(q)$. Let $y_{n}$ be an eigenfunction of (1) and suppose that $(y, y)=\left(y_{n}, y_{n}\right)=1$. We see that

$$
\begin{equation*}
\left|y_{n}^{\prime}(x)\right|=\left|y_{n}^{\prime}(\xi)+\int_{\xi}^{x} y_{n}^{\prime \prime}(s) d s\right| \leq\left|y_{n}^{\prime}(\xi)\right|+\int_{0}^{1}\left|(\lambda-q(s)) y_{n}(s)\right| d s \tag{7}
\end{equation*}
$$

If $y_{n}$ is not a monotone function, then we will select $\xi$ to be some point for which $y_{n}{ }^{\prime}(\xi)=0$. Otherwise, we may assume that $y_{n}$ is an increasing function and there is a number $m$ for which $y^{\prime}(x) \geq m>0$. It follows that there is some number $c$ for which $y^{2}(x) \geq m^{2}(x-c)^{2}$. Thus, $1=\int_{0}^{1} y_{n}^{2} d x \geq \int_{0}^{1} m^{2}\left(x-\frac{1}{2}\right)^{2} d x=m^{2} / 12$ with equality when $y_{n}=m\left(x-\frac{1}{2}\right)$. Therefore, we must have $m<4$. In this event, we select $\xi$ to be some point for which $y_{n}{ }^{\prime}(\xi)<4$. In either case, we obtain $\left|y_{n}{ }^{\prime}(x)\right| \leq$ $4+\int_{0}^{1}\left|(\lambda-q(x)) y_{n}(s)\right| d s$. Since $|q(x)| \leq H$, it follows that $\lambda_{n}(q)$ is uniformly bounded, so the Schwarz inequality shows that $\left|y_{n}{ }^{\prime}(x)\right|$ is uniformly bounded. Thus, $\left|y_{n}\right|$ is uniformly bounded and (1) shows that $y_{n}^{\prime \prime}$ is also uniformly bounded. Since $y$ is normalized and is a linear combination of the functions $y_{n}$, the theorem follows.

It is well known (see [7] and the references given there) that two different sets of eigenvalues corresponding to different boundary conditions are sufficient to determine $q^{*}(x)$ uniquely. Furthermore, the results of McLaughlin and Rundell [9] show that if a fixed eigenvalue - say $\lambda_{2}\left(q^{*}\right)$-is known for an infinite number of distinct boundary conditions of the form $y(0)=y^{\prime}(1)+\beta y(1)=0$, then the function $q^{*}(x)$ is uniquely determined. However, the constant $K_{n}(H)$ of Theorem 1.1 is independent of the boundary conditions. It follows that no finite amount of spectral data corresponding to any number of different boundary conditions can reproduce an accurate pointwise approximation to the coefficient function $q(x)$. At most, the only information contained in such data is an $L_{1}$ approximation to $\int_{0}^{x} \int_{0}^{s} q(t) d t d s$ together with approximations of the two quantities $\int_{0}^{1} q(x) d x$ and $\int_{0}^{1} \int_{0}^{x} q(s) d s d x$.

Incidentally, it is easy to see that approximating these two quantities is equivalent to approximating the two Hausdorff moments $\int_{0}^{1} q(x) d x$ and $\int_{0}^{1} x q(x) d x$. That is, the norm

$$
\begin{equation*}
\|q\|_{2 H_{1}}=\left|\int_{0}^{1} q(x) d x\right|+\left|\int_{0}^{1} x q(x) d x\right|+\int_{0}^{1}\left|\int_{0}^{x} \int_{0}^{x_{2}} q\left(x_{1}\right) d x_{1} d x_{2}\right| d x \tag{8}
\end{equation*}
$$

[^59]is topologically equivalent to the norm $\|q\|_{2 L_{1}}$. Furthermore, if boundary conditions for which either $y$ or $y^{\prime}$ vanish at the endpoints are used, then the boundary terms in the integration by parts formula drop out. Thus, the first two terms in the $2 L_{1}$ norm may be negelected and the much simpler norm
$$
\|q\|_{2 L_{1}}^{*}=\int_{0}^{1}\left|\int_{0}^{x} \int_{0}^{x_{2}} q\left(x_{1}\right) d x_{1} d x_{2}\right| d x
$$
may be used.
Next, suppose that the coefficient functions $q$ are all of uniformly bounded variation. This is only a slightly stronger assumption and still includes most of the applications of the inverse problem. It follows that $y_{n}{ }^{\prime \prime}$ will also be of bounded variation and that we may now integrate by parts a third time to obtain
\[

$$
\begin{aligned}
\int_{0}^{1} \Delta q(x) y^{2}(x) d x= & y^{2}(1) \int_{0}^{1} \Delta q\left(x_{1}\right) d x_{1}-y^{2 \prime}(1) \int_{0}^{1} \int_{0}^{x_{2}} \Delta q\left(x_{1}\right) d x_{1} d x_{2} \\
& +y^{2 \prime \prime}(1) \int_{0}^{1} \int_{0}^{x_{3}} \int_{0}^{x_{2}} \Delta q\left(x_{1}\right) d x_{1} d x_{2} d x_{3} \\
& -\int_{0}^{1} \int_{0}^{x} \int_{0}^{x_{3}} \int_{0}^{x_{2}} \Delta q\left(x_{1}\right) d x_{1} d x_{2} d x_{3} d\left(y^{2 \prime \prime}\right)
\end{aligned}
$$
\]

We will now use the norm defined by
$\|q\|_{3 M a x}=\left|\int_{0}^{1} q(x) d x\right|+\left|\int_{0}^{1} \int_{0}^{x} q\left(x_{1}\right) d x_{1} d x\right|+\max _{x}\left|\int_{0}^{x} \int_{0}^{x_{3}} \int_{0}^{x_{2}} \Delta q\left(x_{1}\right) d x_{1} d x_{2} d x_{3}\right|$.
Note that $\|q\|_{3 M a x} \leq\|q\|_{2 L_{1}}$. It is then easy to prove the following theorem.
Theorem 1.3. Let $V$ be a constant and let $\mathcal{C}(H, V)$ denote the class of functions $q \in \mathcal{C}(H)$ which have total variation at most $V$. Then there is a constant $K_{n}(H, V)$ such that, for any $q_{1}, q_{2} \in \mathcal{C}(H, V)$, it follows that

$$
\begin{equation*}
\left|\lambda_{n}\left(q_{1}\right)-\lambda_{n}\left(q_{2}\right)\right| \leq K_{n}(H, V)\left\|q_{1}-q_{2}\right\|_{3 M a x} \tag{9}
\end{equation*}
$$

Thus, we see that a finite amount of spectral data can yield, at most, an approximation to the first two Hausdorff moments and a uniform approximation to the quantity $\int_{0}^{x} \int_{0}^{s} \int_{0}^{t} q(z) d z d t d s$. Generating a pointwise approximation to $q(x)$ requires taking three derivatives of this uniform approximation.

If we use the subset of $\mathcal{C}(H)$ consisting of coefficient functions $q$ which have bounded derivatives-say $\left|q^{\prime}(x)\right| \leq H_{1}$-then we can prove that

$$
\left|\lambda_{n}\left(q_{1}\right)-\lambda_{n}\left(q_{2}\right)\right| \leq K_{n}\left(H, H_{1}, V\right)\left\|q_{1}-q_{2}\right\|_{3 L_{1}}
$$

where

$$
\begin{aligned}
\|q\|_{3 L_{1}}= & \left|\int_{0}^{1} q(x) d x\right|+\left|\int_{0}^{1} \int_{0}^{x_{2}} q\left(x_{1}\right) d x_{1} d x_{2}\right| \\
& +\left|\int_{0}^{1} \int_{0}^{x_{3}} \int_{0}^{x_{2}} q\left(x_{1}\right) d x_{1} d x_{2} d x_{3}\right|+\int_{0}^{1}\left|\int_{0}^{x_{4}} \int_{0}^{x_{3}} \int_{0}^{x_{2}} q\left(x_{1}\right) d x_{1} d x_{2} d x_{3}\right| d x_{4} .
\end{aligned}
$$

Generating a pointwise approximation to $q(x)$ requires taking three derivatives of an $L_{1}$ approximation to $\int_{0}^{x} \int_{0}^{s} \int_{0}^{t} q(z) d z d t d s$. Thus, we see a hierarchy of continuity conditions building. As $q$ becomes smoother, we can build weaker topologies. We will investigate this idea further.
1.4. Some connections with weak convergence and other topologies. Define a norm similar to (4) but using only one integration by parts,

$$
\|q\|_{1 L_{1}}=\left|\int_{0}^{1} q(x) d x\right|+\int_{0}^{1}\left|\int_{0}^{x} q\left(x_{1}\right) d x_{1}\right| d x
$$

It is easy to show that $\|q\|_{2 L_{1}} \leq 2\|q\|_{1 L_{1}}$. Thus, the norm $\|q\|_{2 L_{1}}$ is weaker than $\|q\|_{1 L_{1}}$. More generally, if the coefficient functions have $N-2$ uniformly bounded derivatives, then we can integrate by parts $N$ times. Considering an appropriate norm $\|q\|_{(N+2) L_{1}}$ will then give continuity of the eigenvalues in a whole sequence of weaker topologies. If $q$ is analytic, the process can be continued forever to give an infinite sequence of ever weaker topologies.

The norms used in these continuity results can be related to the concept of weak convergence using some fundamental facts of measure theory. For example, the following theorem holds.

Theorem 1.4. Let $q, q_{n} \in \mathcal{C}(H)$. The sequence $\int_{0}^{x} q_{n}(t) d t$ converges pointwise to the function $\int_{0}^{x} q(t) d t$ if and only if $\left(q_{n}, g\right) \rightarrow(q, g)$ for all functions $g \in L_{2}[0,1]$.

The proof of this theorem hinges on taking $g(x)$ to be the characteristic function of the interval $[0, x]$. Therefore, the topology of weak convergence of $q_{n}(x)$ fits between the topologies defined by the two norms $\int_{0}^{1}\left|\int_{0}^{x} q(t) d t\right| d x$ and $\max _{x}\left|\int_{0}^{x} q(t) d t\right|$.

Construct a topology $\tau$ on $\mathcal{C}(H)$ so that convergence of the sequence $q_{n}(x) \rightarrow q(x)$ means that $\left(q_{n}, G\right) \rightarrow(q, G)$ for every function $G$ which satisfies $\int_{0}^{1} G^{2}+G^{\prime 2} d x<\infty$. One of Seidman's [11] results is that the eigenvalues are continuous in the topology $\tau$. We will now show that the $2 L_{1}$ norm defines a topology weaker than $\tau$ and that the $1 M a x$ norm is stronger that $\tau$.

Let $g \in L_{2}[0,1]$ and set $G(x)=\int_{x}^{1} g(t) d t$. We see that $\left(q_{n}, G\right)=\left(\int_{0}^{x} q_{n}(t) d t, g\right)$. Thus, if $q_{n} \rightarrow q$ in the topology $\tau$, then $\int_{0}^{x} q_{n}(t) d t$ converges weakly to $\int_{0}^{x} q(t) d t$. By Theorem 1.4, $\int_{0}^{x} \int_{0}^{x_{1}} q_{n}(t) d t d x_{1}$ converges pointwise to $\int_{0}^{x} \int_{0}^{x_{1}} q(t) d t d x_{1}$. Pointwise convergence implies $L_{1}$ convergence in $\mathcal{C}(H)$. Thus convergence in $\tau$ implies convergence in the norm $\int_{0}^{1}\left|\int_{0}^{x} \int_{0}^{x_{1}} q_{n}(t) d t d x_{1}\right| d x$. Furthermore, we may take $G=1$ and $G=x$ to show that

$$
\int_{0}^{1} q_{n}(x) d x \rightarrow \int_{0}^{1} q(x) d x \quad \text { and } \quad \int_{0}^{1} \int_{0}^{x_{2}} q_{n}\left(x_{1}\right) d x_{1} d x_{2} \rightarrow \int_{0}^{1} \int_{0}^{x_{2}} q\left(x_{1}\right) d x_{1} d x_{2} .
$$

We now make use of (8) to finish the proof. Thus, Theorem 1.1 shows continuity of the eigenvalues in a topology weaker than $\tau$. Theorem 1.4 can be easily adapted to show that $1 M a x$ is stronger than $\tau$.
1.5. More general second-order equations. We may also apply these methods to the self-adjoint equation

$$
\begin{array}{ll}
y^{\prime \prime}+\lambda p(x) y=0, & \begin{array}{l}
a_{1} y(0)+a_{2} y^{\prime}(0)+a_{3} y(1)+a_{4} y^{\prime}(1)=0 \\
b_{1} y(0)+b_{2} y^{\prime}(0)+b_{3} y(1)+b_{4} y^{\prime}(1)=0
\end{array} \tag{10}
\end{array}
$$

We will need to use a slightly different class of coefficient functions $p(x)$ that are defined by

$$
\mathcal{C}\left(H_{1}, H_{2}\right)=\left\{p(x) \mid H_{1} \leq p(x) \leq H_{2}\right\} \quad \text { where } H_{1}>0
$$

We have the following theorem.

Theorem 1.5. Let $\lambda_{n}(p)$ denote the nth eigenvalue of (10). There is a constant $K_{n}(H)$ which depends only on $n, H_{1}$, and $H_{2}$ such that for any $p_{1}, p_{2} \in \mathcal{C}\left(H_{1}, H_{2}\right)$ we have

$$
\begin{equation*}
\left|\lambda_{n}\left(p_{1}\right)-\lambda_{n}\left(p_{2}\right)\right| \leq K_{n}(H)\left\|p_{1}(s)-p_{2}(s)\right\|_{2 L_{1}} \tag{11}
\end{equation*}
$$

Proof. First, we consider the Rayleigh quotient, $\mathcal{Q}(p, y)=(A y, y) /(y, y)$, for (10). A short calculation yields

$$
\mathcal{Q}(p, y)=\frac{\int_{0}^{1} y^{\prime 2} d x-\left.y y^{\prime}\right|_{x=0} ^{x=1}}{\int_{0}^{1} p(x) y^{2} d x}
$$

A further calculation yields

$$
\mathcal{Q}\left(p_{1}, y\right)=\mathcal{Q}\left(p_{2}, y\right)\left[1+\frac{\int_{0}^{1} \Delta p(x) y^{2} d x}{\int_{0}^{1} p_{1}(x) y^{2} d x}\right]
$$

where $\Delta p(x)=p_{2}(x)-p_{1}(x)$.

Next we develop an inequality for $\Delta p(x)$ just like we did for $\Delta q(x)$ in $\S 1.3$. It follows that there exists a constant $A$ such that, uniformly for all functions $y \in \mathcal{U}_{n}$,

$$
\int_{0}^{1} \Delta p(x) y^{2} d x \leq A\|\Delta p(x)\|_{2 L_{1}} \int_{0}^{1} y^{2} d x
$$

Using this and the relation $p_{1}(x) \geq H_{1}$, we see that

$$
\mathcal{Q}\left(p_{1}, y\right) \leq \mathcal{Q}\left(p_{2}, y\right)\left[1+\frac{A}{H_{1}}\|\Delta p(x)\|_{2 L_{1}}\right]
$$

Applying the variational relation (3), we find that

$$
\lambda_{n}\left(p_{1}\right) \leq \lambda_{n}\left(p_{2}\right)\left[1+\frac{A}{H_{1}}\|\Delta p(x)\|_{2 L_{1}}\right]
$$

This result together with the one obtained by reversing the roles of $p_{2}$ and $p_{1}$ can be easily manipulated to finish the proof.

Next, we will apply these methods to the equation

$$
\begin{array}{ll}
\left(r(x) y^{\prime}\right)^{\prime}+\lambda y=0, & \begin{array}{l}
a_{1} y(0)+a_{2} r(0) y^{\prime}(0)+a_{3} y(1)+a_{4} r(1) y^{\prime}(1)=0 \\
b_{1} y(0)+b_{2} r(0) y^{\prime}(0)+b_{3} y(1)+b_{4} r(1) y^{\prime}(1)=0
\end{array} \tag{12}
\end{array}
$$

We assume that this is a self-adjoint system. Integration by parts may be used on the expression $\int_{0}^{1} y^{2} \Delta r(x) d x$ just as in Theorem 1.2. In this case, $y$ will be continuous but $y^{\prime}$ will have discontinuities if $r$ does. We must also take account of the values of $r$ at the endpoints since they occur in the boundary conditions. Given constants $H, h, V, A, B$, let $\mathcal{R}$ be the class of functions $r(x)$ which satisfy the following conditions:

1. $H \geq r(x) \geq h>0$.
2. $r(x)$ has total variation at most $V$.
3. $r(x)$ has given values at the endpoints, $\lim _{x \downarrow 0} r(x)=A, \lim _{x \uparrow 1} r(x)=B$.

Using the $1 M a x$ norm we obtain the following theorem.
Theorem 1.6. Let $\lambda_{n}(r)$ denote the nth eigenvalue of (12). There is a constant $K=K_{n}(H, V, h)$ such that for any $r_{1}, r_{2} \in \mathcal{R}(H, h, V)$, it follows that

$$
\begin{equation*}
\left|\lambda_{n}\left(r_{1}\right)-\lambda_{n}\left(r_{2}\right)\right| \leq K\left\|r_{1}-r_{2}\right\|_{1 M a x} . \tag{13}
\end{equation*}
$$

Proof. Let $y_{n}$ be the $n$th eigenfunction of (12). For any $x, \xi \in[0,1]$ we see that

$$
\begin{equation*}
r(x) y_{n}{ }^{\prime}(x)=r(\xi) y_{n}{ }^{\prime}(\xi)+\int_{\xi}^{x}\left(r(s) y_{n}{ }^{\prime}(s)\right)^{\prime} d s=r(\xi) y_{n}{ }^{\prime}(\xi)-\int_{\xi}^{x} \lambda y_{n}(s) d s \tag{14}
\end{equation*}
$$

Either the term $r(\xi) y_{n}{ }^{\prime}(\xi)$ is of one sign or not. If not, we may assume $r(\xi) y_{n}{ }^{\prime}(\xi)=0$ for some $\xi$. If it is of one sign, we may assume that $r(\xi) y_{n}{ }^{\prime}(\xi) \geq m>0$ for some constant $m$. As in Theorem 1.1, it follows that $m^{2} \leq 12 H^{2}$. The uniform boundedness properties follow from this and (14). We note that the differential equation shows

$$
y^{\prime}(x)=\frac{r(0) y^{\prime}(0)-\int_{0}^{x} \lambda y(s) d s}{r(x)}
$$

Since $r(x)$ is of uniformly bounded variation, this equation shows that $y_{n}^{\prime}$ is also of uniformly bounded variation. So the following Stieltjes integral formula is valid:

$$
\int_{0}^{1} y_{n}^{\prime 2}(\Delta r(x)) d x=\left(y_{n}^{\prime 2}\right)(1) \int_{0}^{1}(\Delta r(x)) d x-\int_{0}^{1} \int_{0}^{x} \Delta r(x) d\left(y_{n}^{\prime 2}\right)
$$

We now use this formula and the bounds on $y$ to construct the Rayleigh quotient for (12) and obtain the relationship

$$
\begin{aligned}
\frac{-\left.y r_{1} y^{\prime}\right|_{x=0} ^{x=1}+\int_{0}^{1} r_{1}(x) y^{\prime 2} d x}{\int_{0}^{1} y^{2} d x} \leq & \frac{-\left.y r_{2} y^{\prime}\right|_{x=0} ^{x=1}+\int_{0}^{1} r_{2}(x) y^{\prime 2} d x}{\int_{0}^{1} y^{2} d x} \\
& +K\left\|r_{1}(x)-r_{2}(x)\right\|_{1 M a x} .
\end{aligned}
$$

The theorem follows, using (3).
It is clear that these three examples can be extended to obtain theorems dealing with the most general Sturm-Liouville equation $\left(r(x) y^{\prime}\right)^{\prime}+(\lambda p(x)-q(x)) y=0$. It is also clear that Theorem 1.2 can be generalized to include these equations.
1.6. Higher-order equations. Consider the fourth-order equation

$$
\begin{equation*}
y^{\prime \prime \prime \prime}-(\lambda-q(x)) y=0 \tag{15}
\end{equation*}
$$

Suppose that four boundary conditions are given and that the resulting problem is self-adjoint. Since the eigenfunctions of such an equation are necessarily smoother than those for the second-order case, we may integrate by parts more times and
obtain continuity in much weaker topologies. The required formula is

$$
\begin{aligned}
\int_{0}^{1} y^{2} \Delta q(x) d x= & y^{2}(1) \int_{0}^{1} \Delta q\left(x_{1}\right) d x_{1}-y^{2 \prime}(1) \int_{0}^{1} \int_{0}^{x_{2}} \Delta q\left(x_{1}\right) d x_{1} d x_{2} \\
& +y^{2 \prime \prime}(1) \int_{0}^{1} \int_{0}^{x_{3}} \int_{0}^{x_{2}} \Delta q\left(x_{1}\right) d x_{1} d x_{2} d x_{3} \\
& -y^{2 \prime \prime \prime}(1) \int_{0}^{1} \int_{0}^{x_{4}} \int_{0}^{x_{3}} \int_{0}^{x_{2}} \Delta q\left(x_{1}\right) d x_{1} d x_{2} d x_{3} d x_{4} \\
& +\int_{0}^{1} \int_{0}^{x} \int_{0}^{x_{4}} \int_{0}^{x_{3}} \int_{0}^{x_{2}} y^{2 \prime \prime \prime \prime} \Delta q\left(x_{1}\right) d x_{1} d x_{2} d x_{3} d x_{4} d x
\end{aligned}
$$

The new norm is given by

$$
\begin{aligned}
\|q\|_{4 L_{1}}= & \left|\int_{0}^{1} q(x) d x\right|+\left|\int_{0}^{1} \int_{0}^{x_{2}} q\left(x_{1}\right) d x_{1} d x_{2}\right|+\left|\int_{0}^{1} \int_{0}^{x_{3}} \int_{0}^{x_{2}} q\left(x_{1}\right) d x_{1} d x_{2} d x_{3}\right| \\
& +\left|\int_{0}^{1} \int_{0}^{x_{4}} \int_{0}^{x_{3}} \int_{0}^{x_{2}} q\left(x_{1}\right) d x_{1} d x_{2} d x_{3} d x_{4}\right| \\
& +\int_{0}^{1}\left|\int_{0}^{x} \int_{0}^{x_{4}} \int_{0}^{x_{3}} \int_{0}^{x_{2}} q\left(x_{1}\right) d x_{1} d x_{2} d x_{3} d x_{4}\right| d x
\end{aligned}
$$

Methods like those used for Theorem 1.1 yield the following theorem.
Theorem 1.7. Let $\lambda_{n}(q)$ denote the nth eigenvalue of (15) subject to self-adjoint boundary conditions. Then there is a constant $M_{n}(H)$ such that, for any $q_{1}, q_{2} \in$ $\mathcal{C}(H)$, we have

$$
\begin{equation*}
\left|\lambda_{n}\left(q_{1}\right)-\lambda_{n}\left(q_{2}\right)\right| \leq M_{n}(H)\left\|q_{1}-q_{2}\right\|_{4 L_{1}} \tag{16}
\end{equation*}
$$

The constant $M_{n}(H)$ is independent of the boundary conditions.
If we are willing to assume that the coefficients are of bounded variation, then we can integrate once more and imitate the procedure given in Theorem 1.2 above. Thus, the only information contained in a finite amount of spectral data for this fourthorder problem is a uniform approximation to the quantity $\int_{0}^{x} \iiint \int q$ together with approximations to the first four Hausdorff moments. Reconstructing a pointwise approximation to the coefficient function implicitly requires the numerical computation of five derivatives of this uniform approximation.

A generalization of Theorem 1.2 can also be obtained for higher-order equations.
2. Solving the finite inverse problem. We will now provide a numerical method for solving the finite inverse problem. We will also give a few examples and an analysis of the method. We will only consider the second-order equation (1) in any detail, although the methods will work for the general equation Sturm-Louville equation.

$$
\left(r(x) y^{\prime}\right)^{\prime}+(\lambda p(x)-q(x)) y=0, \quad \begin{gather*}
a_{1} y(0)+a_{2} y^{\prime}(0)+a_{3} y(1)+a_{4} y^{\prime}(1)=0  \tag{17}\\
b_{1} y(0)+b_{2} y^{\prime}(0)+b_{3} y(1)+b_{4} y^{\prime}(1)=0
\end{gather*}
$$

The spectral data need not consist of the eigenvalues corresponding to one set of boundary conditions listed in increasing order. The data may, for example, consist of eigenvalues corresponding to several different sets of boundary conditions interlaced
in some manner or, perhaps, data like that considered by McLaughlin and Rundell [9].

This method works by minimizing the norm $\|\boldsymbol{\Lambda}-\boldsymbol{\lambda}(q)\|_{2}$ so that, if the inverse problem has nonunique solutions, then we can still produce an approximation to one of them. Even if there is no solution at all, then our method may produce a function which minimizes the norm $\|\boldsymbol{\Lambda} \boldsymbol{-} \boldsymbol{\lambda}(q)\|_{2}$. We will need the following variational formula for the functionals $\boldsymbol{\lambda}(p, q, r)$ given by Barnes [1].

Theorem 2.1. For coefficient functions $p, q, r$ and $p^{*}, q^{*}, r^{*}$, let $y_{i}, \lambda_{i}$ and $y_{i}^{*}, \lambda_{i}^{*}$ be corresponding eigenpairs for (17). Suppose that $y_{i}^{*}$ is normalized so that $\int_{0}^{1} p^{*} y_{i}^{* 2} d x=1$. For two sets of coefficient functions $p^{*}, q^{*}, r^{*}$ and $p, q, r$ define $a$ functional $J(p, q, r)$ on the set $\mathcal{C}(H)$ and define a boundary term $B T$ by

$$
\begin{gather*}
J(p, q, r)=\int_{0}^{1}\left[\lambda_{i}^{*} p y_{i}^{* 2}+q y_{i}^{* 2}-r y_{i}^{*^{\prime} 2}\right] d x \\
B T=r^{*} y_{i}^{*^{\prime}} y_{i}-r y_{i}^{\prime} y_{i}^{*}-\left.r^{*} y_{i}^{*^{\prime}} y_{i}^{*}\right|_{x=0} ^{x=1} \tag{18}
\end{gather*}
$$

Then

$$
\begin{equation*}
\lambda_{i}(p, q, r)=\lambda_{i}\left(p^{*}, q^{*}, r^{*}\right)+B T-J(p, q, r)+O_{2} \tag{19}
\end{equation*}
$$

where the term $O_{2}$ is defined by

$$
O_{2}=\int_{0}^{1}\left[p^{*} y_{i}^{*} \Delta \lambda_{i} \Delta y_{i}+\lambda_{i}^{*} y_{i}^{*} \Delta p \Delta y_{i}+y_{i}^{*} \Delta q \Delta y_{i}-y_{i}^{*^{\prime}} \Delta r \Delta y_{i}^{\prime}\right] d x
$$

This theorem shows that the two functionals $\lambda_{i}(p, q, r)$ and $\lambda_{i}\left(p^{*}, q^{*}, r^{*}\right)+B T-$ $J(p, q, r)$ are tangent to each other at $p=p^{*}, q=q^{*}$, and $r=r^{*}$ when considered as functionals depending on ( $p, q, r$ ).
2.1. Minimizing the norm $\|\boldsymbol{\Lambda}-\boldsymbol{\lambda}(q)\|_{2}$. In order to simplify the presentation, we will restrict the following study to the simple equation (1) together with boundary conditions for which either $y$ or $y^{\prime}$ vanish at both ends of the interval. However, it would be easy to generalize to other cases. Theorem 1.2 requires a sequence $q_{N}(x)$ which interpolates to the data. We will look for one in the class $\mathcal{C}(M, H)$ of all functions of the general form

$$
\begin{equation*}
q(x)=\sum_{k=1}^{M} \beta_{k} h_{k}(x) \quad \text { with }|q(x)| \leq H \tag{20}
\end{equation*}
$$

Here, the $h_{k}(x)$ can be any conveniently chosen basis functions and the $\beta_{k}$ are constants. With this kind of representation we will sometimes use the notation $\boldsymbol{\lambda}(q)=\boldsymbol{\lambda}(\boldsymbol{\beta})$ where $\boldsymbol{\beta}=\left(\beta_{1}, \beta_{2}, \cdots, \beta_{M}\right)$.

For a given value of $N$, we will select a value of $M$ (usually $M>N$ ) and take $q_{N}^{*}$ to be a solution to the problem

$$
\begin{equation*}
\min _{q \in \mathcal{C}(M, H)}\|\boldsymbol{\Lambda}-\boldsymbol{\lambda}(q)\|_{2}=\left\|\boldsymbol{\lambda}-\boldsymbol{\lambda}\left(q_{N}^{*}\right)\right\|_{2} \quad \text { where } \quad q_{N}^{*}(x)=\sum_{k=1}^{M} \beta_{k}^{*} h_{k}(x) \tag{21}
\end{equation*}
$$

Such a function always exists since there are only a finite number of the $\beta_{k}$. If the inverse problem does in fact have a unique solution, and if $N \rightarrow \infty$, then the sequence of minimums must approach zero. It follows that the functions $q_{N}^{*}$ interpolate to the data. Therefore, $q_{N}^{*} \rightarrow q^{*}$ in the $1 M a x$ norm. If the solution of the inverse problem exists but is not unique, then the compactness of $\mathcal{C}(M, H)$ shows that a convergent subsequence of $q_{N}^{*}$ can still be selected. Even if there is no solution of the inverse problem, there will still be a subsequence which will converge to some function which gives (at least a local) minimum to the norm $\|\boldsymbol{\Lambda}-\boldsymbol{\lambda}(q)\|_{2}$. Under the circumstances, this gives the best possible solution of the inverse problem.

The choice of $M$ should be made large enough to allow $q_{N}^{*}(x)$ to approximate $q^{*}(x)$, which will make the norms (21) small. On the other hand, $M$ should not be so large that it becomes difficult just to evaluate $q_{N}^{*}(x)$. According to Theorem 1.2, it does not make any real difference how large $M$ is since we will always have at least a subsequence of $q_{N}^{*}$ converging to $q^{*}$. In the numerical examples given below, selecting a value of $M$ in the range $N \leq M \leq 2 N$ seems to work well. We will give additional reasons for this choice later.

We will now show how to minimize the norm $\|\boldsymbol{\Lambda}-\boldsymbol{\lambda}(q)\|_{2}$. We first use (20) and (21) in the variational formula given by Theorem 2.1 to obtain the principal linear part of the eigenvalue functional $\lambda_{i}(q)$ in the form

$$
\begin{align*}
& \lambda_{i}(q)=\lambda_{i}\left(q^{*}\right)-\int_{0}^{1} q^{*}(x) y_{i}^{* 2} d x+\int_{0}^{1} q(x) y_{i}^{* 2} d x+O_{2}, \\
& \lambda_{i}(q)=\lambda_{i}\left(q^{*}\right)-\sum_{k=1}^{M} \beta_{k}^{*} \int_{0}^{1} h_{k}(x) y_{i}^{* 2} d x+\sum_{k=1}^{M} \beta_{k} \int_{0}^{1} h_{k}(x) y_{i}^{* 2} d x+O_{2} \tag{22}
\end{align*}
$$

We now recast these equations in matrix form. Let data $\boldsymbol{\Lambda}=\left(\Lambda_{1}, \Lambda_{2}, \cdots, \Lambda_{N}\right)$ be given and let $y_{i}^{* 2}$ be the eigenfunctions corresponding to $\lambda_{i}\left(\boldsymbol{\beta}_{N}^{*}\right)$ and define a matrix $\Gamma$ and a vector $\boldsymbol{R}$ by

$$
\begin{equation*}
\Gamma=\left(\int_{0}^{1} h_{k}(x) y_{i}^{* 2} d x\right)_{N \times M}, \quad \boldsymbol{R}=\boldsymbol{\Lambda}-\boldsymbol{\lambda}\left(\boldsymbol{\beta}_{N}^{*}\right)+\Gamma \boldsymbol{\beta}_{N}^{*} \tag{23}
\end{equation*}
$$

We see that

$$
\begin{equation*}
\boldsymbol{\lambda}(\boldsymbol{\beta})=\boldsymbol{\lambda}\left(\boldsymbol{\beta}^{*}\right)-\Gamma \boldsymbol{\beta}^{*}+\Gamma \boldsymbol{\beta}+\boldsymbol{O}_{2} \tag{24}
\end{equation*}
$$

We will now substitute this equation into the norm function. This converts the problem of minimizing a quantity involving the difficult functional $\lambda_{i}(q)$ into a sequence of simple least squares problems. The mathematical details of this conversion are based on the following theorem.

ThEOREM 2.2. For fixed values of $N, M$, let $\boldsymbol{\beta}_{N}^{*}$ be an approximate solution of the inverse problem in the sense that it minimizes the norm $\|\boldsymbol{\Lambda}-\boldsymbol{\lambda}(\boldsymbol{\beta})\|_{2}$. Then the choice $\boldsymbol{\beta}=\boldsymbol{\beta}_{N}^{*}$ also minimizes the norm $\|\boldsymbol{R}-\Gamma \boldsymbol{\beta}\|_{2}$. That is,

$$
\begin{equation*}
\left\|\boldsymbol{R}-\Gamma \boldsymbol{\beta}_{N}^{*}\right\|_{2} \leq\|\boldsymbol{R}-\Gamma \boldsymbol{\beta}\|_{2} . \tag{25}
\end{equation*}
$$

Conversely, if some vector $\boldsymbol{\beta}_{N}^{*}$ satisfies the minimum condition (25), then it must be an extremal of the norm $\|\boldsymbol{\Lambda}-\boldsymbol{\lambda}(\boldsymbol{\beta})\|_{2}$.

Proof. Using (24), we find that

$$
\begin{equation*}
\|\boldsymbol{\Lambda}-\boldsymbol{\lambda}(\boldsymbol{\beta})\|_{2}=\|\boldsymbol{R}-\Gamma \boldsymbol{\beta}\|_{2}+O_{2} . \tag{26}
\end{equation*}
$$

Equation (26) shows that the two norm functions are tangent to each other at $\boldsymbol{\beta}=\boldsymbol{\beta}_{N}^{*}$. The converse part of the theorem follows easily. Assuming that $\boldsymbol{\beta}_{N}^{*}$ is an extremal of the norm $\|\boldsymbol{\Lambda}-\boldsymbol{\lambda}(\boldsymbol{\beta})\|_{2}$, it follows that $\boldsymbol{\beta}_{N}^{*}$ is also an extremal of the norm $\|\boldsymbol{R}-\Gamma \boldsymbol{\beta}\|_{2}$. However, this norm is a nonnegative quadratic form in the components of $\boldsymbol{\beta}$. It can not have a maximum, so $\boldsymbol{\beta}_{N}^{*}$ must be a minimum for it. $\square$

Except for the fact that both $\Gamma$ and $\boldsymbol{R}$ depend on $\boldsymbol{\beta}_{N}^{*}$, it would follow that (25) is a simple least squares problem. As it is, finding a vector $\boldsymbol{\beta}_{N}^{*}$ which satisfies the minimizing condition is more difficult. Even so, we will set up an iterative scheme which can solve for such a vector having the required properties.

First, we pick an approximation to $\boldsymbol{\beta}_{N}^{*}$-call it $\boldsymbol{\beta}_{N, 1}^{*}$-and solve the eigenvalue problem for $\lambda_{i}\left(\boldsymbol{\beta}_{N, 1}^{*}\right)$, and the corresponding eigenfunctions. These quantities are then approximations to $\lambda_{i}\left(\boldsymbol{\beta}_{N}^{*}\right)$ and $y_{i}^{*}$, so we use them in (23) to compute approximations to $\Gamma$ and to $\boldsymbol{C}$. Call them $\Gamma_{1}$ and $\boldsymbol{C}_{1}$. We then let $\boldsymbol{\beta}_{N, 2}^{*}$ be the solution of the linear least squares problem of minimizing $\left\|\boldsymbol{C}_{1}-\Gamma_{1} \boldsymbol{\beta}\right\|_{2}$ over all $\boldsymbol{\beta}$. This gives a better approximation to $\boldsymbol{\beta}^{*}$. Continue this iteration process.

In view of the compactness of $\mathcal{C}(H)$, the method must at least produce a convergent subsequence. It may not, however, produce a truly convergent sequence since there will always be infinitely many solutions $q(x)$ of the equations $\lambda_{i}(q)=\Lambda_{i}$ for $i=1,2, \cdots, N$, and it is possible that the sequence may oscillate among them. Note, however, that the convergence of the method comes from Theorem 1.2 by letting $N \rightarrow \infty$. Although it may seem strange, it is not necessary for the intermediate iterations producing the values of $\boldsymbol{\beta}_{N, k}^{*}$ to converge.
2.2. On the numerical conditioning of the finite inverse problem. The fundamental difficulty with the inverse eigenvlaue problem is caused by the fact that the eigenvalues are continuous functionals in some very weak topologies. However, we will now show that the inverse problem is, in fact, well conditioned if the validity of the solution is measured in terms of the proper topology. In order to simplify the presentation, we will deal only with boundary conditions for which either $y=0$ or $y^{\prime}=0$ at both ends of the interval, although the methods can be generalized to cover the case of arbitrary self-adjoint boundary conditions.

The proper topology really means the smallest topology in which the eigenvalues are continuous functions. It seems very difficult to characterize this topology; however, a good approximation to it is the one defined by the $2 L_{1}$ norm. As noted above, the only information contained in a finite number of eigenvalues is a $2 L_{1}$ approximation to $q^{*}(x)$. Therefore, based only on spectral data, we should not even attempt to reconstruct an approximation using the $1 M a x$ norm, much less a pointwise approximation. Rather, we should only attempt to reconstruct an $L_{1}$ approximation to the function $Q(x)$ given by $Q(x)=\int_{0}^{x} \int_{0}^{s} q(z) d z d s$.

We may then change our viewpoint a little bit and consider the eigenvalues to depend on the function $Q(x)$ instead of $q(x)$. We therefore write $\lambda_{i}=\lambda_{i}(Q)$ rather than $\lambda_{i}=\lambda_{i}(q)$ to indicate this change in perspective. The direct eigenvalue problem now consists of calculating the eigenvalues $\lambda$, given the function $Q(x)$, while the inverse problem is that of finding $Q^{*}(x)$, given spectral data $\boldsymbol{\Lambda}=\boldsymbol{\lambda}\left(Q^{*}\right)$. We will now show that the numerical behavior of this new problem based on $Q(x)$ is quite different from the behavior of the original problem based on $q(x)$. Both the direct and the inverse problem for $Q(x)$ are numerically well conditioned!

In order to investigate the conditioning of the inverse problem, we will suppose
that the functions $Q(x)$ and $q(x)$ are both expressed in the same general form:

$$
Q(x)=\sum_{k=1}^{M} \alpha_{k} B_{k}(x), \quad q(x)=\sum_{k=1}^{M} \beta_{k} B_{k}(x) .
$$

Any convenient set of functions $B_{k}(x)$ could be used for the basis; however, in order to avoid generalized functions (which, of course is not absolutely necessary), the functions $Q(x)$ must have piecewise continuous second derivatives. We will now consider the variation in the eigenvalues with small changes in the parameters $\alpha_{k}$ and $\beta_{k}$. We first integrate by parts twice in (22) to obtain the following relation:

$$
\begin{align*}
& \lambda_{i}(Q)=\lambda_{i}\left(q^{*}\right)-\int_{0}^{1} q^{*}(x) y_{i}^{* 2} d x+\int_{0}^{1} Q(x)\left(y_{i}^{* 2}\right)^{\prime \prime} d x+O_{2}, \\
& \lambda_{i}(Q)=\lambda_{i}\left(q^{*}\right)-\int_{0}^{1} q^{*}(x) y_{i}^{* 2} d x+\sum_{k=1}^{N} \alpha_{k} \int_{0}^{1} B_{k}(x)\left(y_{i}^{2}\right)^{\prime \prime} d x+O_{2} . \tag{27}
\end{align*}
$$

We now appeal to a version of (22) which uses the basis $B_{k}(x)$ and to (27) to take derivatives. We find that

$$
\begin{equation*}
\frac{\partial \lambda_{i}(Q)}{\partial \alpha_{k}}=\int_{0}^{1} B_{k}(x)\left(y_{i}^{2}\right)^{\prime \prime} d x, \quad \frac{\partial \lambda_{i}(q)}{\partial \beta_{k}}=\int_{0}^{1} B_{k}(x)\left(y_{i}^{2}\right) d x \tag{28}
\end{equation*}
$$

These relations say a lot about the solution of the inverse problem. The asymptotic law for eigenvalues and eigenfunctions shows that the derivatives of $\lambda_{i}(Q)$ are larger than the derivatives of $\lambda_{i}(q)$ roughly by a multiple of $i^{2}$. This means that a small perturbation in $Q(x)$ will produce a much larger change in the eigenvalues than will the same perturbation applied to $q(x)$. Now consider this observation from the perspective of the inverse problem. It implies that the spectral data can be used to reconstruct the function $Q(x)$ much more easily than it can be used to find $q(x)$. The inverse problem for $Q(x)$ is much better conditioned than that for $q(x)$.

Suppose that $i$ is large enough so that $\lambda_{i}(q)>|q(x)|$. The differential equation shows that the zeros of $y_{i}$ and $y_{i}{ }^{\prime \prime}$ coincide. Therefore, if the basis function $B_{k}(x)$ is positive and has its support concentrated in a very small interval, then some of the derivatives (28) will have a better chance of being large because it is less likely that the positive and negative parts of the integral involving $\left(y_{i}{ }^{2}\right)^{\prime \prime}$ will cancel out. Also the large values of $B_{k}(x)$ will more readily match large values of the eigenfunctions. This is a good thing since it makes the derivatives larger and improves the conditioning of the inverse problem both for $\boldsymbol{\lambda}(q)$ and for $\boldsymbol{\lambda}(Q)$. This provides an intuitive foundation for the rule of thumb $N \leq M \leq 2 N$ given in §2.1. This analysis also shows that the conditioning of a given inverse problem may depend on the location of the support of the basis functions and provides some guidelines for selection of the specific form of $B_{k}(x)$.

On the other hand, the direct problem of finding $\boldsymbol{\lambda}$ given $Q(x)$ would seem to require the computation of two numerical derivatives of $Q(x)$ in order to find $q(x)$ and use the differential equation. Perhaps the direct problem of using $Q(x)$ to calculate $\boldsymbol{\lambda}$ will now be ill-conditioned. However, Theorem 1.1 shows that this is not the case, in that any function which approximates $Q(x)$ well enough in the $L_{1}$ norm will give about the same eigenvalues. It simply does not matter if $Q^{\prime \prime}(x)$ is a good pointwise approximation to $q(x)$ or not. So we now have the best of both worlds in that the inverse problem and the direct problem connecting $Q(x)$ and $\boldsymbol{\lambda}(Q)$ are well
conditioned. Of course, the real difficulty with this point of view is that there are no well-known numerical algorithms for calculating $\lambda_{n}(q)$ when given only $Q(x)$.

Another way to think about the inverse problem for $\boldsymbol{\lambda}(q)$ is to break it into two separate steps. The first step is to use the spectral data to find an $L_{1}$ approximation to $Q(x)$. The second step is to use some kind of numerical differentiation procedure to compute $q(x)=Q^{\prime \prime}(x)$. It is only the second step which is ill-conditioned. The inverse eigenvalue problem is only ill-conditioned if we attempt to extract more information from the spectral data than it contains.

If it is known that the function $q(x)$ is differentiable, then Theorem 1.2 can be replaced with a stronger statement which involves three integrations by parts. The function $Q(x)$ can then be taken to be $Q(x)=\int_{0}^{x} \int_{0}^{t} \int_{0}^{s} q(z) d z d s d t$ and the above argument can be carried through using three derivatives rather than two.
2.3. Some numerical examples. To construct an example, we will use (1) with

$$
q^{*}(x)=\left\{\begin{array}{ccc}
1 & \text { if } & 0 \leq x<\frac{1}{2},  \tag{29}\\
-1 & \text { if } & \frac{1}{2} \leq x \leq 1,
\end{array} \quad \text { and } \quad \boldsymbol{\Lambda}=\boldsymbol{\lambda}\left(q^{*}\right)\right.
$$

We choose as spectral data the first five eigenvalues of (1) using the boundary conditions $y(0)=y(1)=0$ together with the first five eigenvalues of (1) using the boundary conditions $y(0)=y^{\prime}(1)=0$ for a total of 10 data values. We choose the representation (20) using the simple basis functions given by

$$
h_{k}(x)=\left\{\begin{array}{ll}
1 & \text { if } x \leq \frac{k}{M}, \\
0 & \text { otherwise },
\end{array} \quad k=1,2, \cdots, M\right.
$$

Given $N=10$, we choose $M=15$ and we now take, as the first approximation to $q^{*}(x)$, the function $q_{15,1} \equiv .25$. Using (23) we compute $\boldsymbol{R}_{1}$ and $\Gamma_{1}$ and let $q_{15,2}(x)$ be the result of solving the least squares problem $\left\|\boldsymbol{R}_{1}-\Gamma_{1} \boldsymbol{\beta}\right\|=$ minimum.

A little computation shows that

$$
\begin{array}{ll}
\left\|q^{*}(x)-q_{15,2}(x)\right\|_{1 M a x} \approx .008 \cdots, & \int_{0}^{1}\left|q^{*}(x)-q_{15,2}(x)\right| d x \approx 0.144 \cdots, \\
\left\|q^{*}(x)-q_{15,2}(x)\right\|_{2 L_{1}} \approx .002 \cdots, & \left\|\boldsymbol{\lambda}\left(q_{15,2}\right)-\boldsymbol{\Lambda}\right\|_{2} \approx .041 \cdots
\end{array}
$$

Thus, we have very good $1 M a x$ and $2 L_{1}$ approximations but a very poor $L_{1}$ approximation. Graphs of the various functions are given in Fig. 1 where the following labels are used.

- The curve (1) represents the function $q^{*}(x)$.
- The curve (4) represents the function $q_{15,2}(x)$.
- The two triangular shape curves (2) and (5) represent, respectively, the functions $\int_{0}^{x} q^{*}(z) d z$ and $\int_{0}^{x} q_{15,2}^{*}(z) d z$.
- Graphically the three functions $\int_{0}^{x} \int_{0}^{s} q^{*}(z) d z d s d x, \int_{0}^{x} \int_{0}^{s} q \downarrow_{15,2}(z) d z d s d x$, and $\int_{0}^{x} \int_{0}^{s} q_{15,2}(z) d z d s d x$ are indistinguishable and the S-shape curve (3) represents all of them. Only a slight thickening of the curve can be detected.
- The curve (6) represents the function $q \downarrow_{15,2}(x)$ which will be defined in $\S 2.4$ below.
We may now use the function $q_{15,2}$ just obtained as a new approximation to $q^{*}(x)$ and repeat the minimization process. However, the new minimizing function $q_{15,3}$ obtained this way is, essentially, the same as $q_{15,2}$, at least as far as the $1 M a x$ and


Fig. 1. Graphs of the coefficient functions and some first and second integrals.
$2 L_{1}$ norms are concerned. Only some random roundoff error distinguishes them and the method converges in only one iteration step. This is typical of the method in that, depending on the choice of the first guess, it usually converges with only two or three steps. This is due to the fact that, for any choice of coefficient function $q(x)$, the eigenfunctions corresponding to the same set of boundary conditions look very much alike so that $\boldsymbol{R}$ and $\Gamma$ are quite insensitive to changes in $q(x)$.
2.4. Constrained solutions using Hanson-Haskel's program LSEI. In view of the remarks in $\S \S 1.2$ and 1.3, it seems impossible to extract pointwise information about $q(x)$ from a finite amount of spectral data. However, if it is possible to take advantage of some additional information about the unknown function, then we may very well be able to obtain good pointwise information. Consider, for example, the inverse problem associated with the free vibrations of the earth [6]. It seems quite reasonable to assume that the density of the earth is an increasing function of depth below the surface.

Such constraints can be used to eliminate the possibility of large oscillations like those given above by the example $\Delta q(x)=A \cos B x$. In fact, there are many conditions which can be used to eliminate the oscillations. If, for example, the functions are also required to be monotone or convex or concave or even just unimodal, such oscillations will not be possible. Of course, the idea is to identify such an a priori constraint which will prevent the oscillations and, at the same time, still allow us to interpolate to the spectral data.

The CMLIB computing package contains a very useful FORTRAN program, written by R. J. Hanson and K. H. Haskel, called LSEI, which can solve constrained least
squares problems for matrices. Specifically, it solves the following problem:

$$
\begin{equation*}
\text { Minimize }\|\boldsymbol{C}-\Gamma \boldsymbol{\beta}\|_{2} \quad \text { subject to constraints } \tag{30}
\end{equation*}
$$

$$
E \boldsymbol{\beta}=\boldsymbol{F} \quad \text { and } \quad G \boldsymbol{\beta} \geq \boldsymbol{K}
$$

Other kinds of constraints on the coefficient functions, such as symmetry $q(x)=$ $q(1-x)$, are sometimes used when dealing with inverse problems. Or the function could be given only for $0 \leq x \leq \frac{1}{2}$, and we might be required to find its unknown values for $\frac{1}{2} \leq x \leq 1$. Fortunately, this iterative least squares method can be easily adapted to take advantage of any such additional information.

We will now give an example which uses LSEI to solve a constrained inverse problem. We will use the same function $q^{*}(x)$ given in (29); however, in addition to the 10 spectral data values, we will now assume that $q^{*}(x)$ is also known to be a decreasing function of $x$. This condition is reflected in the constraint $\beta_{k} \geq 0$. Incidentally, this shows one good reason for using a local basis like $h_{k}(x)$. It would be very difficult to take advantage of the decreasing condition on $q(x)$ using a global basis such as a Fourier series. We now use LSEI to solve the constrained least squares problem with the same iterative procedure as before. Since the constraint eliminates the oscillations, we now get better results.

Using the previous solution $q_{15,2}(x)$ for the first guess, we solve the least squares problem subject to the decreasing condition to obtain a new function which we call $q \downarrow_{15,2}(x)$. Its graph, given in Fig. 1, clearly shows that it is a much better approximation. It even gives a fairly good pointwise approximation to $q^{*}(x)$ in that $\left|q^{*}(x)-q \downarrow_{15,2}(x)\right|<.019$ except for the short interval about the midpoint. Further computations show that

$$
\begin{array}{ll}
\left\|q^{*}-q \downarrow_{15,2}\right\|_{1 M a x} \approx .0034, & \int_{0}^{1}\left|q^{*}(x)-q \downarrow_{15,2}(x)\right| d x \approx .083 \\
\left\|q^{*}-q \downarrow_{15,2}\right\|_{2 L_{1}} \approx .00092, & \left\|\boldsymbol{\lambda}\left(q \downarrow_{15,2}\right)-\boldsymbol{\Lambda}\right\|_{2} \approx .039
\end{array}
$$

Computing additional terms $q \downarrow_{15, n}$ in the sequence did not produce much better approximations, at least as far as the $2 L_{1}$ norm is concerned.
2.5. Jump discontinuities in the coefficient functions. In the previous example, we obtained a solution which was very good at all points except near the jump discontinuity $x=\frac{1}{2}$. We will now develop a method of allowing the break points of the functions $h_{k}(x)$ to move around so as to better approximate a discontinuous function $q^{*}(x)$. To do this, we introduce the function $h_{t}(x)$ defined for any number $t$ by

$$
h_{t}(x)= \begin{cases}1 & \text { if } x \leq t  \tag{31}\\ 0 & \text { if } t<x\end{cases}
$$

We then select points $t_{k}, t_{k}^{*} \in[0,1]$ and suppose that $q(x)$ and $q^{*}(x)$ are any two functions of the form

$$
\begin{equation*}
q^{*}(x)=\sum_{k=1}^{M} \beta_{k}^{*} h_{t_{k}^{*}}(x) \quad \text { and } \quad q(x)=\sum_{k=1}^{M} \beta_{k} h_{t_{k}}(x) \tag{32}
\end{equation*}
$$

We suppose that both $t_{k}$ and $\beta_{k}$ are variables and introduce the new vector $\boldsymbol{\delta}=(\boldsymbol{\beta}, \boldsymbol{t})$. We then substitute the representation (32) into (22) and compute the principal linear
part of $\lambda_{i}(q)$ as a function of $\delta$. Finally, we will apply the iterative process used previously to the new vector $\delta$.

First, we derive the linear approximations to $\lambda_{n}(q)$. Putting (32) into (22) shows that

$$
\begin{equation*}
\lambda_{i}(q)=\lambda_{i}\left(q^{*}\right)-\int_{0}^{1} q^{*}(x) y_{i}^{* 2} d x+\sum_{k=1}^{M} \beta_{k} \int_{0}^{1} h_{t_{k}}(x) y_{i}^{* 2} d x+O_{2} \tag{33}
\end{equation*}
$$

We now use the relation

$$
\begin{equation*}
\beta_{k} \int_{0}^{1} h_{t_{k}}(x) y_{i}^{2} d x=\beta_{k}^{*} \int_{0}^{t_{k}^{*}} y_{i}^{* 2} d x+\Delta \beta_{k} \int_{0}^{t_{k}^{*}} y_{i}^{* 2} d x+\Delta t_{k} \beta_{k}^{*} y_{i}^{2}\left(t_{k}^{*}\right)+O_{2} \tag{34}
\end{equation*}
$$

in (33) to obtain

$$
\begin{aligned}
\lambda_{i}(q)= & \lambda_{i}\left(q^{*}\right)-\int_{0}^{1} q^{*}(x) y_{i}^{* 2} d x-\sum_{k=1}^{M} t_{k}^{*} \beta_{k}^{*} y_{i}^{* 2}\left(t_{k}^{*}\right) \\
& +\sum_{k=1}^{M} \beta_{k} \int_{0}^{1} h_{t_{k}^{*}}(x) y_{i}^{* 2} d x+\sum_{k=1}^{M} t_{k} \beta_{k}^{*} y_{i}^{* 2}\left(t_{k}^{*}\right)+O_{2}
\end{aligned}
$$

We recast this equation in matrix form as $\boldsymbol{\lambda}(q)=-\boldsymbol{S}+\Gamma \boldsymbol{\delta}+O_{2}$ where

$$
\begin{align*}
& \boldsymbol{S}_{i}=-\lambda_{i}\left(q^{*}\right)+\int_{0}^{1} q^{*}(x) y_{i}^{* 2} d x+\sum_{k=1}^{M} t_{k}^{*} \beta_{k}^{*} y_{i}^{* 2}\left(t_{k}^{*}\right),  \tag{35}\\
& \Gamma_{2}=\left(\int_{0}^{1} h_{t_{k}^{*}}(x) y_{i}^{* 2} d x\right), \quad \Gamma_{3}=\left(\beta_{k}^{*} y_{i}^{* 2}\left(t_{k}^{*}\right)\right), \quad \Gamma=\left(\Gamma_{2} \Gamma_{3}\right) .
\end{align*}
$$

We may now take $\boldsymbol{R}=\boldsymbol{\Lambda}-\boldsymbol{S}$ and iterate in the minimum problem as before to solve for $\boldsymbol{\delta}$. However, a few important details need to be considered first.

In the process of allowing the values of $t_{k}$ to move about, we may also use LSEI to impose constraints. One obvious constraint to use is that $t_{1} \leq t_{2} \leq \cdots \leq t_{M}$, which serves to keep the indexing of the $t$ 's straight. However, there are other problems with using such a basis. If, for example, some of the $t_{k}$ 's are the same, then the "basis" will not be linearly independent. Even if the $t_{k}$ 's are allowed to come very close to each other, then the basis will become numerically ill-conditioned. To avoid this kind of problem, we will use LSEI to impose the restriction ${ }^{2}\left|t_{k}-\frac{k}{M}\right| \leq \frac{1}{3 M}$, which implies that $\left|t_{k}-t_{j}\right| \geq \frac{1}{3 M}$.

However, problems may still arise with variable values for $t$. To see why this is so, consider the variation in the eigenvalues with changes in $\beta$ and $t$. Taking derivatives as we did for (27) we find that at $\beta_{k}=\beta_{k}^{*}$ and $t_{k}=t_{k}^{*}$,

$$
\begin{equation*}
\frac{\partial \lambda_{i}(q)}{\partial \beta_{k}}=\int_{0}^{1} h_{t_{k}^{*}}(x) y_{i}^{2} d x=\int_{0}^{t_{k}^{*}} y_{i}^{2} d x \quad \text { and } \quad \frac{\partial \lambda_{i}(q)}{\partial t_{k}}=\beta_{k}^{*} y_{i}^{2}\left(t_{k}^{*}\right) \tag{36}
\end{equation*}
$$

These two relations explain a great deal about the behavior of the inverse problem in general. First notice that a small change in $\beta_{k}^{*}$ will produce a change in $\lambda_{i}^{*}$ which depends on a global quantity involving an integral over an entire interval of

[^60]values. Such quantities are numerically well behaved. Now notice that a variation in $t_{k}^{*}$ produces a variation in $\lambda_{i}^{*}$ which depends on the local pointwise value of the eigenfunction $y_{i}^{2}\left(t_{k}^{*}\right)$. So small changes in $t_{k}^{*}$ may or may not produce small changes in $\lambda_{i}^{*}$. It depends on whether $\beta_{k}^{*} y_{i}^{2}\left(t_{k}^{*}\right)$ is large or small, and this is unpredictable because of the rapid oscillations of the eigenfunctions.

If we attempt to solve an inverse eigenvalue problem and, by random bad luck, it happens that the discontinuity of the unknown coefficient $q^{*}(x)$ lies on or near some nodal point for each of the eigenfunctions corresponding to all of the known spectral data, then changes in $t_{k}^{*}$ will produce very small changes in the eigenvalues. From the perspective of the inverse problem, we see that it would be impossible to locate such a discontinuity with any degree of accuracy using only spectral data. On the other hand, it is fortunate that the nodal points of any eigenfunction are almost uniformly spread out through the interval. Even with only a finite amount of data, we expect that at least some of the eigenfunctions will have their maximum values close to the point of discontinuity. Therefore, even using only a finite amount of spectral data, we should still be able to accurately locate discontinuities in the coefficient function. We only need to know a somewhat uniform sample of spectral data and to have a jump discontinuity for which $\beta_{k}^{*}$, the size of the jump, is not especially small.

We now give a numerical example of this process. We will use the same function $q^{*}(x)$ and the same spectral data used before. The solution $q \downarrow_{15,2}(x)$, obtained using the decreasing restriction, strongly suggests that $q^{*}(x)$ has a point of discontinuity in the interval $\left[t_{7}, t_{8}\right]$ where $t_{7}=.466666$ and $t_{8}=.533333$. We choose to let $t_{8}$ become a variable, but we will impose on $\boldsymbol{t}$ and $\boldsymbol{\beta}$ the restrictions

$$
\begin{equation*}
t_{k}=\frac{k}{15} \quad \text { for } k \neq 8 \quad \text { but } \quad .47 \leq t_{8} \leq .54 \quad \text { and } \quad \beta_{k} \geq 0 \tag{37}
\end{equation*}
$$

These constraints will insure that the basis is numerically well conditioned, but at the same time they will allow the discontinuity to be located.

Using the solution $q_{15,2}(x)$ obtained in $\S 2.4$ as the first guess in the least squares iteration procedure, subject to (37), gives a sequence of functions-call them $\widehat{q}_{n}$-for which the points of discontinuity, called $T_{n}$, converge to .500 . Some other important numbers are listed in Table 1.

Table 1
Concerning the sequence of iterations $\widehat{q}_{n}$.

| $n$ | $T_{n}$ | $\left\\|q^{*}-\widehat{q}_{n}\right\\|_{1 M a x}$ | $\left\\|q^{*}-\widehat{q}_{n}\right\\|_{2 L_{1}}$ | $\left\\|\boldsymbol{\lambda}\left(\widehat{q}_{n}\right)-\boldsymbol{\Lambda}\right\\|_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | .53333333 | $2.7457058 \cdot 10^{-02}$ | $1.0778840 \cdot 10^{-03}$ | $2.5811850 \cdot 10^{-03}$ |
| 2 | 0.4878601 | $3.3297241 \cdot 10^{-02}$ | $3.0311858 \cdot 10^{-03}$ | $3.9687917 \cdot 10^{-02}$ |
| 3 | 0.5150741 | $2.3708206 \cdot 10^{-03}$ | $7.3498831 \cdot 10^{-04}$ | $8.4827110 \cdot 10^{-02}$ |
| 4 | 0.5001864 | $8.6408332 \cdot 10^{-03}$ | $3.3640519 \cdot 10^{-03}$ | $2.1405114 \cdot 10^{-02}$ |
| 5 | 0.5000984 | $2.1051883 \cdot 10^{-03}$ | $7.7785080 \cdot 10^{-05}$ | $2.8585272 \cdot 10^{-02}$ |
| 6 | 0.5004199 | $8.2593737 \cdot 10^{-04}$ | $1.0909934 \cdot 10^{-04}$ | $1.1293867 \cdot 10^{-03}$ |

At this point we must, subjectively, decide whether the unknown coefficient does or does not have a discontinuity. If it does, then we accept the solution given in Table 1. If we decide that there is no discontinuity, then we should construct a continuous approximation to the function $q \downarrow_{15,2}$ as the solution. Unfortunately, the size of $\|\boldsymbol{\lambda}(q)-\boldsymbol{\Lambda}\|_{2}$ cannot be used to make this decision because the norm can be
made small using many different functions $q$. Perhaps the strongest evidence for the existence of a discontinuity is the clear convergence of the sequence $T_{n}$ indicated by the values in the table.

In this way, we have found a very good pointwise approximation to $q^{*}(x)$ using the spectral data and the additional decreasing information about $q^{*}(x)$. There is nothing special about the fact that there was only one discontinuity in this example. Several discontinuities could have been dealt with the same way.

These methods have also been used to solve some inverse problems for the equations $y^{\prime \prime}+\lambda q(x) y=0$ and $\left(r(x) y^{\prime}\right)^{\prime}+\lambda y=0$, and the numerical behavior was in most respects similar to that reported for (1). Theorem 2.1 must be used to obtain new approximation formulae, replacing (22). Otherwise, the procedure is identical. More generally, the method could be easily modified to study the equation $\left(r(x) y^{\prime}\right)^{\prime}+(\lambda p(x)-q(x)) y=0$, together with arbitrary self-adjoint boundary conditions.
3. Summary and conclusions. We have provided an extensive mathematical analysis of the finite inverse problem, proving a convergence theorem for some approximations to its numerical solution. The most important tool used was the compactness of the set $\mathcal{C}(H)$ in the 1 Max topology. Another major part of the analysis was introducing the idea of the weak topology on $\mathcal{C}(H)$ and approximating it using the $2 L_{1}$ norm. The weak topology determines how much information about the coefficient function is contained in the spectral data. Finally, the application of Theorem 2.1 of [1] to develop (25), (28), and (36) yielded a very good intuitive understanding of the finite inverse eigenvalue problem.

Perhaps one of the most striking results of this analysis was to show the great disparity between the very weak approximations which must be used when given only a finite amount of data (a $2 L_{1}$ approximation or worse) and the much stronger approximation (using the norms $\|\cdot\|_{\infty}$ or $\|\cdot\|_{2}$ ) which are possible when using an infinite amount of data [4], [8]. However, even if the approximation is quite weak in the finite case, it is still very a usable result. It is especially useful when combined with additional information about the coefficient function, such as monotonicity or convexity, which may frequently be available simply from the physics of the problem. In such cases, it may still be possible to generate good pointwise approximations using only finite data. This is an especially important development for equations of the form (10) and (12) which may have discontinuous coefficient functions since asymptotic formula are difficult to obtain in such cases. It would be interesting, and probably not especially difficult, to develop a set of theorems to the effect that "If $q_{n}(x)$ converges in the $2 L_{1}$ norm and if $q_{n}(x)$ is a decreasing function of $x$ or a convex function of $x$ or $\cdots$ then $q_{n}(x)$ converges in a much stronger topology."
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# HALF-BOUND STATES AND LEVINSON'S THEOREM FOR DISCRETE SYSTEMS* 
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#### Abstract

A second-order difference equation $-y_{n+1}+2 y_{n}-y_{n-1}+q_{n} y_{n}=\lambda y_{n}, n=1,2, \cdots$ is considered. The perturbation terms $q_{n}$ are assumed to satisfy the scattering condition $\sum_{n=1}^{\infty} n\left|q_{n}\right|<\infty$. A boundary condition $y_{0}+\alpha y_{1}=0$ is imposed, and a formula is derived for the number of eigenvalues of the associated self-adjoint operator. This formula, known as Levinson's theorem, is in terms of the change of phase of the complex amplitude function for solutions of the difference equation and of other factors whose value depends on the existence of so-called half-bound states, which are defined herein. An application is given to the equations of motion of a semi-infinite chain of masses connected by springs. It is established how the large- $t$ asymptotics depend on the existence of half-bound states.
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1. Introduction. The spectral analysis of difference equations arises in many contexts. One such context is the dynamics of differential-difference equations. A simple example of this is an infinite chain of masses, each of which is connected by springs to its nearest neighbors. The same system of differential equations models certain large electrical systems and disordered crystals. In the case of a semi-infinite chain with identical springs, the difference equation

$$
\begin{equation*}
-y_{n+1}+2 y_{n}-y_{n-1}+q_{n} y_{n}=\lambda y_{n}, \quad n=1,2, \cdots, \tag{1.1}
\end{equation*}
$$

arises in the computation of the vibrational frequencies or energy spectrum. Associated with (1.1) is a boundary condition

$$
\begin{equation*}
y_{0}+\alpha y_{1}=0 \tag{1.2}
\end{equation*}
$$

where $\alpha$ is a real number. The coefficients $q_{n}$ are real.
First we associate with (1.1)-(1.2) a self-adjoint operator $T_{\alpha}$ in the Hilbert space $l_{2}$ of square summable sequences $\left\{y_{n}\right\}_{1}^{\infty}$. Define $T_{\alpha}$ in $l_{2}$ by

$$
\left(T_{\alpha} y\right)_{n}=-y_{n+1}+2 y_{n}-y_{n-1}+q_{n} y_{n}, \quad n=1,2, \cdots
$$

with $y_{0}=-\alpha y_{1}$. Note that $T_{0}$ is associated with the boundary condition $y_{0}=0$. Furthermore, the domain of $T_{\alpha}$ is the set of all $y \in l_{2}$ such that $T_{\alpha} y \in l_{2}$. The operator $T_{\alpha}$ is known to be self-adjoint, e.g., [1], [2].

We consider $T_{\alpha}$ under the scattering condition

$$
\begin{equation*}
\sum_{n=1}^{\infty} n\left|q_{n}\right|<0, \tag{1.3}
\end{equation*}
$$

which implies that $T_{\alpha}$ is a bounded operator on $l_{2}$. Under (1.3), it turns out that the essential spectrum of $T_{\alpha}$ is $[0,4]$ and that $T_{\alpha}$ may have finitely many eigenvalues in $(-\infty, 0) \cup(4, \infty)$. In $\S 2$ we derive a formula which counts the number of eigenvalues or bound states. This formula, of the type known as Levinson's theorem, is in terms of the change of phase of the complex amplitude function associated with a solution

[^61]of (1.1)-(1.2). Additional terms of $-\pi$ must be added when half-bound states are present; these are defined below (2.14). A good deal of work has recently been done on Levinson-type theorems in different contexts. The first such result was proved by Levinson for the Schrödinger operator [9]. Results have been obtained more recently for the Schrödinger equation [8], the Dirac equation [5], [12], and four-dimensional Hamiltonian systems [6], [11]. In [5], [6], and [8] the condition placed on the potentials is the scattering condition. For difference equations of the type considered here, a Levinson theorem has been formulated in [4]. But a proof under condition (1.3) was not given and the half-bound state case was not considered.

In $\S 3$ the theory is applied to the equations of motion of a semi-infinite chain of masses connected by springs. It is found that the long-time behavior of a displacement is generically either of order $t^{-3 / 2}$ or $t^{-1 / 2}$ according to whether or not a half-bound state exists. (See the definition below (2.14).) Thus the influence of a half-bound state is exhibited in the rate of return of each mass to its equilibrium position.
2. Asymptotics of (1.1) and Levinson's theorem. For the sake of clarity we treat only the case where $\alpha=0$ in (1.2). A basic role will be played by the two solutions $\theta(\lambda)=\left\{\theta_{n}(\lambda)\right\}, \phi(\lambda)=\left\{\phi_{n}(\lambda)\right\}$ of (1.1) defined by the initial conditions

$$
\begin{equation*}
\theta_{0}(\lambda)=\theta_{1}(\lambda)=1, \quad \phi_{0}(\lambda)=0, \quad \phi_{1}(\lambda)=1 . \tag{2.1}
\end{equation*}
$$

For the unperturbed case, i.e., $q_{n}=0$ for all $n$, we designate $\theta_{n}, \phi_{n}$ by $\theta_{n}^{0}, \phi_{n}^{0}$, respectively. These sequences satisfy

$$
\begin{equation*}
y_{n+1}+(\lambda-2) y_{n}+y_{n-1}=0, \tag{2.2}
\end{equation*}
$$

and we now calculate them. Setting $y_{n}=\tau^{n}$ in (2.2) gives that $\tau^{2}+(\lambda-2) \tau+1=0$ so that

$$
\begin{equation*}
2-\lambda=\tau+\frac{1}{\tau}, \quad \tau=\frac{2-\lambda \pm \sqrt{\lambda^{2}-4 \lambda}}{2} \tag{2.3}
\end{equation*}
$$

We choose, for $\mathscr{I}_{\lambda} \geqq 0$, a branch of square root in the following manner. Let

$$
\begin{aligned}
& D_{\gamma}=\{\gamma \in \mathbb{C}: 0 \leqq \mathfrak{R} \gamma \leqq \pi, 0 \leqq \mathscr{I} \gamma<\infty\}, \\
& D_{\tau}=\{\tau \in \mathbb{C}:|\tau| \leqq 1, \mathscr{I} \tau \geqq 0, \tau \neq 0\}, \\
& D_{\lambda}=\left\{\lambda \in \mathbb{C}: \mathscr{I}_{\lambda} \geqq 0\right\} .
\end{aligned}
$$

Then it is easily seen that the maps $\gamma \rightarrow \tau=e^{i \gamma} \rightarrow \lambda=2-\tau-1 / \tau$ are one to one and onto from $D_{\gamma} \rightarrow D_{\tau} \rightarrow D_{\lambda}$, respectively; furthermore, interiors are mapped onto interiors of these regions. Hence we see that for $\mathscr{I}_{\lambda}>0$ we may choose $\tau$ satisfying (2.3) so that $|\tau|<1$ and $\mathscr{I} \tau>0$. The map $\lambda=2-\tau-1 / \tau$ maps $(-1,0)$ onto $(4, \infty)$ and $(0,1)$ onto ( $-\infty, 0$ ), so we may continue the map analytically (by conjugation) from $\{|\tau|<1$ : $\tau \neq 0\}$ onto $\mathbb{C} \backslash[0,4]$. This is the way we choose the solution $\tau$ of $\tau^{2}+(\lambda-2) \tau+1=0$ for $\lambda \in \mathbb{C} \backslash[0,4]$. The corresponding $\gamma$ satisfies $-\pi<\mathfrak{R} \gamma<\pi, \mathscr{I}_{\gamma}>0$.

Then for fixed $\lambda \in \mathbb{C} \backslash[0,4]$, we have two solutions of the free problem, namely, $\tau^{n}=e^{i n \gamma}$ and $\tau^{-n}=e^{-i n \gamma}$. Note that $\tau^{n} \rightarrow 0$ as $n \rightarrow \infty$ since $\mathscr{I} \gamma>0$. To compute $\left\{\theta_{n}^{0}(\lambda)\right\}$ and $\left\{\phi_{n}^{0}(\lambda)\right\}$ we express them as linear combinations of $\left\{e^{i n \gamma}\right\}$ and $\left\{e^{-i n \gamma}\right\}$ and substitute into (2.1). This yields, after some computation, that for $n=0,1, \cdots$,

$$
\theta_{n}^{0}(\lambda)=\frac{\cos \left(n-\frac{1}{2}\right) \gamma}{\cos \gamma / 2} \quad \text { and } \quad \phi_{n}^{0}(\lambda)=\frac{\sin n \gamma}{\sin \gamma}
$$

To compute $\left\{\theta_{n}(\lambda)\right\}$ and $\left\{\phi_{n}(\lambda)\right\}$ we apply variation of constants to (1.1) written in the form

$$
\begin{equation*}
-y_{n+1}+(2-\lambda) y_{n}-y_{n-1}=f_{n}, \quad f_{n}=-q_{n} y_{n} \tag{2.4}
\end{equation*}
$$

This gives, for the solution of (2.4), that

$$
y_{n}=c_{1} \frac{\sin n \gamma}{\sin \gamma}+c_{2} \frac{\cos \left(n-\frac{1}{2}\right) \gamma}{\cos (\gamma / 2)}+\sum_{k=1}^{n-1} \frac{\sin (n-k) \gamma}{\sin \gamma} q_{k} y_{k}
$$

where a summation is zero when the upper limit is less than the lower limit. Using (2.1) now to compute $c_{1}$ and $c_{2}$, we obtain for $n=1,2, \cdots$

$$
\begin{align*}
& \phi_{n}(\lambda)=\frac{\sin n \gamma}{\sin \gamma}+\sum_{k=1}^{n-1} \frac{\sin (n-k) \gamma}{\sin \gamma} q_{k} \phi_{k}(\lambda),  \tag{2.5}\\
& \theta_{n}(\lambda)=\frac{\cos \left(n-\frac{1}{2}\right) \gamma}{\cos \gamma / 2}+\sum_{k=1}^{n-1} \frac{\sin (n-k) \gamma}{\sin \gamma} q_{k} \theta_{k}(\lambda) . \tag{2.6}
\end{align*}
$$

Now we introduce the Jost functions and the asymptotics of solutions. Multiplying (2.5) by $e^{\text {in } \gamma}$, we get

$$
\begin{equation*}
e^{i n \gamma} \phi_{n}(\lambda)=\frac{e^{2 i n \gamma}-1}{2 i \sin \gamma}+\sum_{k=1}^{n-1} \frac{e^{2 i(n-k) \gamma}-1}{2 i \sin \gamma} q_{k} e^{i k \gamma} \phi_{k}(\lambda) . \tag{2.7}
\end{equation*}
$$

Since $\mathscr{I}_{\gamma}>0$ for $\lambda \in \mathbb{C} \backslash[0,4]$, equation (2.7) implies that if $v_{k}=\left|e^{i k \gamma} \phi_{k}(\lambda)\right|$, then for $n=1,2, \cdots$,

$$
\begin{equation*}
v_{n} \leqq K\left(1+\sum_{k=1}^{n-1}\left|q_{k}\right| v_{k}\right), \quad K=\frac{1}{|\sin \gamma|} . \tag{2.8}
\end{equation*}
$$

Application of the Gronwall inequality for difference equations to (2.8) yields that

$$
\begin{align*}
v_{n}=\left|e^{i n \gamma} \phi_{n}(\lambda)\right| & \leqq K \exp \left\{K \sum_{k=1}^{n-1}\left|q_{k}\right|\right\} \\
& \leqq K \exp \left\{K \sum_{k=1}^{\infty}\left|q_{k}\right|\right\} . \tag{2.9}
\end{align*}
$$

Using the bound (2.9) in (2.7) it follows that

$$
\begin{equation*}
e^{i n \gamma} \phi_{n}(\lambda)=-(2 i \sin \gamma)^{-1}\left[1+\sum_{k=1}^{\infty} e^{i k \gamma} q_{k} \phi_{k}(\lambda)\right]+o(1) \tag{2.10}
\end{equation*}
$$

as $n \rightarrow \infty$. Similar calculations with $\theta_{n}(\lambda)$ in (2.6) yield that as $n \rightarrow \infty$,

$$
\begin{equation*}
e^{i n \gamma} \theta_{n}(\lambda)=(2 i \sin \gamma)^{-1}\left[\left(i e^{i \gamma / 2} \sin \gamma\right) /(\cos \gamma / 2)-\sum_{k=1}^{\infty} e^{i k \gamma} q_{k} \theta_{k}(\lambda)\right]+o(1) \tag{2.11}
\end{equation*}
$$

Thus for $\lambda \in \mathbb{C} \backslash[0,4]$, we define the Jost functions by

$$
\begin{align*}
& f_{\phi}(\lambda)=1+\sum_{k=1}^{\infty} e^{i k \gamma} q_{k} \phi_{k}(\lambda), \\
& f_{\theta}(\lambda)=-\left(i e^{i \gamma / 2} \sin \gamma\right) /(\cos \gamma / 2)+\sum_{k=1}^{\infty} e^{i k \gamma} q_{k} \theta_{k}(\lambda) . \tag{2.12}
\end{align*}
$$

As in the differential equations case, the Jost function is the coefficient of the dominant asymptotic term. Its zeros therefore constitute the $\lambda$ values corresponding to decaying solutions. Closely related to the Jost function is the Titchmarsh-Weyl function $m(\lambda)$ defined by

$$
\begin{equation*}
m(\lambda)=-\lim _{n \rightarrow \infty} \frac{\theta_{n}(\lambda)}{\phi_{n}(\lambda)}, \quad \mathscr{I} \lambda \neq 0 . \tag{2.13}
\end{equation*}
$$

A general proof for the existence of the limit in (2.13) may be found in the text of Atkinson [1] and the papers of Asahi [2] and Bennewitz [3]; in our case the asymptotics of (2.10) and (2.11) give that

$$
\begin{equation*}
m(\lambda)=-f_{\theta}(\lambda) / f_{\phi}(\lambda) \tag{2.14}
\end{equation*}
$$

provided $f_{\phi}(\lambda) \neq 0$ for $\mathscr{I} \lambda \neq 0$. That $f_{\phi}(\lambda) \neq 0$ for $\mathscr{I} \lambda \neq 0$ follows from the asymptotics of solutions of (1.1). Under the condition (1.3), the asymptotic methods of differential equations applied to difference equations yields solutions $\left\{z_{n}(\lambda)\right\},\left\{w_{n}(\lambda)\right\}$ of (1.1) such that for $\lambda \in \mathbb{C} \backslash[0,4]$, as $n \rightarrow \infty$,

$$
z_{n}(\lambda)=e^{i n \gamma}[1+o(1)], \quad w_{n}(\lambda)=e^{-i n \gamma}[1+o(1)] .
$$

Since $\left\{z_{n}(\lambda)\right\},\left\{w_{n}(\lambda)\right\}$ is a basis, it follows that $f_{\phi}(\lambda)=0$ if and only if $\left\{z_{n}(\lambda)\right\}$ and $\left\{\phi_{n}(\lambda)\right\}$ are linearly dependent. This is equivalent to $\left\{\phi_{n}(\lambda)\right\} \in l_{2}$ since $\left\{z_{n}(\lambda)\right\} \in l_{2}$ and $\left\{w_{n}(\lambda)\right\} \notin l_{2}$. Thus $f_{\phi}(\lambda)=0$ for $\lambda \in \mathbb{C} \backslash[0,4]$ if and only if $\lambda$ is an eigenvalue for the self-adjoint operator $T_{\alpha}$ with $\alpha=0$. Since $T_{\alpha}$ has no complex eigenvalues, we have another proof that $f_{\phi}(\lambda) \neq 0$ for $\mathscr{I}_{\lambda} \neq 0$.

For $\lambda \in(0,4), \theta_{n}(\lambda)$ and $\phi_{n}(\lambda)$ are asymptotically oscillatory, and we can show that this corresponds to the continuous spectrum of $T_{\alpha}$ (but we will not need this fact). Thus a point $\lambda \in \mathbb{C} \backslash[0,4]$ is in the resolvent set unless it is an eigenvalue, in which case $f_{\phi}(\lambda)=0$ (for the $\alpha=0$ case). From (2.9) and (2.12) we see that $f_{\phi}(\lambda) \rightarrow 1$ as $|\lambda| \rightarrow \infty$ so there are no eigenvalues sufficiently far out. We will presently show that the behaviour of $f_{\phi}(\lambda)$ as $\lambda \rightarrow 0$ rules out a clustering of eigenvalues at $\lambda=0$, and similarly at $\lambda=4$.

In particular, there will be only finitely many eigenvalues. This leaves only the points $\lambda=0$ and $\lambda=4$. We say that $\lambda=0$ is a half-bound state (HBS) provided that $\left\{\phi_{n}(0)\right\}$ is a bounded sequence, and a non-half-bound state (non-HBS) otherwise. A similar definition may be given at $\lambda=4$ in terms of $\left\{\phi_{n}(4)\right\}$. Sometimes it will be more convenient to say that $\phi(0)$ or $\phi(4)$ is a half-bound state. If instead $\left\{\theta_{n}(0)\right\}$ is bounded, we say that we have a $\theta$-half-bound state ( $\theta$-HBS) at $\lambda=0$, and similarly at $\lambda=4$. It is the analysis of the Jost functions $f_{\theta}$ and $f_{\phi}$ at HBS that comprises the rest of this paper. We begin with $f_{\phi}$ near $\lambda=0$.

Theorem 2.1. If $\lambda=0$ is an HBS, then

$$
\begin{equation*}
f_{\phi}(\lambda)=i \gamma a_{\phi}^{(1)}+o(|\gamma|) \quad \text { where } a_{\phi}^{(1)}=\sum_{k=1}^{\infty} k q_{k} \phi_{k}(0) \neq 0 . \tag{2.15}
\end{equation*}
$$

If $\lambda=0$ is a non-HBS, then

$$
\begin{equation*}
f_{\phi}(\lambda)=a_{\phi}^{(0)}+o(1) \quad \text { where } a_{\phi}^{(0)}=1+\sum_{k=1}^{\infty} q_{k} \phi_{k}(0) \neq 0 \tag{2.16}
\end{equation*}
$$

Proof. For $\lambda=0$ we have $\gamma=0$ and the unperturbed problem $-y_{n+1}+2 y_{n}-y_{n-1}=0$ has solutions

$$
\phi_{n}^{0}(0)=n, \quad \theta_{n}^{0}(0)=1, \quad n=0,1, \cdots .
$$

Equations (2.5) and (2.6) are replaced by

$$
\begin{align*}
\phi_{n}(0) & =n+\sum_{k=1}^{n-1}(n-k) q_{k} \phi_{k}(0) \\
& =n\left[1+\sum_{k=1}^{n-1} q_{k} \phi_{k}(0)\right]-\sum_{k=1}^{n-1} k q_{k} \phi_{k}(0), \tag{2.17a}
\end{align*}
$$

$$
\begin{align*}
\theta_{n}(0) & =1+\sum_{k=1}^{n-1}(n-k) q_{k} \theta_{k}(0)  \tag{2.17b}\\
& =\left[1-\sum_{k=1}^{n-1} q_{k} \theta_{k}(0)\right]+n \sum_{k=1}^{n-1} k q_{k} \theta_{k}(0)
\end{align*}
$$

for $n=1,2, \cdots$. Under the condition (1.3) with $\lambda=0$, the methods of differential equations yield a pair of linearly independent solutions $\left\{z_{n}(0)\right\},\left\{w_{n}(0)\right\}$ of (1.1) such that as $n \rightarrow \infty, z_{n}(0)=[1+o(1)]$ and $w_{n}(0)=\left[n(1+o(1)]\right.$. Returning to $\left\{\phi_{n}(0)\right\}$, we see that if $\left\{\phi_{n}(0)\right\}$ is bounded, then by (2.17a) $1+\sum_{k=1}^{\infty} q_{k} \phi_{k}(0)=0$. On the other hand, since $\left\{\phi_{n}(0)\right\}$ is a linear combination of $\left\{z_{n}(0)\right\}$ and $\left\{w_{n}(0)\right\}$, it follows from (2.17a) that $\phi_{n}(0)=o(n)$ as $n \rightarrow \infty$ if $1+\sum_{k=1}^{\infty} q_{k} \phi_{k}(0)=0$. This then implies that $\left\{\phi_{n}(0)\right\}$ and $\left\{z_{n}(0)\right\}$ are linearly dependent, so that $\left\{\phi_{n}(0)\right\}$ is bounded. Thus $\left\{\phi_{n}(0)\right\}$ is bounded if and only if $1+\sum_{k=1}^{\infty} q_{k} \phi_{k}(0)=0$ in which case $\sum_{k=1}^{\infty} k q_{k} \phi_{k}(0) \neq 0$, for otherwise (2.17a) implies that as $n \rightarrow \infty$,

$$
\begin{aligned}
\left|\phi_{n}(0)\right| & \leqq n\left|\sum_{k=n}^{\infty} q_{k} \phi_{k}(0)\right|+o(1) \\
& \leqq \sum_{k=n}^{\infty} k\left|q_{k}\right|\left|\phi_{k}(0)\right|+o(1)=o(1),
\end{aligned}
$$

contrary to $\left\{\phi_{n}(0)\right\}$ being a nonzero multiple of $\left\{z_{n}(0)\right\}$.
In a similar manner it follows that $\left\{\theta_{n}(0)\right\}$ is bounded if and only if $\sum_{k=1}^{\infty} q_{k} \theta_{k}(0)=0$, in which case $1-\sum_{k=1}^{\infty} k q_{k} \theta_{k}(0) \neq 0$.

We now examine the behaviour of $f_{\phi}(\lambda)$ as $\lambda \rightarrow 0$ in $\mathbb{C} \backslash[0,4]$. First consider $f_{\phi}(\lambda)$ when $\phi(0)$ is not an HBS. Then

$$
\begin{align*}
f_{\phi}(\lambda) & =1+\sum_{k=1}^{\infty} e^{i k \gamma} q_{k} \phi_{k}(\lambda)  \tag{2.18}\\
& =\left[1+\sum_{k=1}^{\infty} q_{k} \phi_{k}(0)\right]+\sum_{k=1}^{\infty} e^{i k \gamma} q_{k}\left[\phi_{k}(\lambda)-\phi_{k}(0)\right]+\sum_{k=1}^{\infty}\left(e^{i k \gamma}-1\right) q_{k} \phi_{k}(0) .
\end{align*}
$$

When $\phi(0)$ is an HBS we have

$$
\begin{align*}
f_{\phi}(\lambda)=i \gamma & \sum_{k=1}^{\infty} k q_{k} \phi_{k}(0)+\sum_{k=1}^{\infty} e^{i k \gamma} q_{k}\left[\phi_{k}(\lambda)-\phi_{k}(0)\right]  \tag{2.19}\\
& +\sum_{k=1}^{\infty}\left(e^{i k \gamma}-1-i k \gamma\right) q_{k} \phi_{k}(0)
\end{align*}
$$

In both cases we need estimates on the differences $\phi_{k}(\lambda)-\phi_{k}(0)$. The difficult case is when $\phi$ is an HBS and we consider this estimate first.

From (2.5) and (2.17a) we have that for $n \geqq 1$,

$$
\begin{equation*}
\phi_{n}(\lambda)-\phi_{n}(0)=\left[\frac{\gamma}{\sin \gamma}-1\right] \phi_{n}(0)+\frac{\gamma}{\sin \gamma} D(\lambda) \tag{2.20}
\end{equation*}
$$

where

$$
\begin{align*}
D(\lambda)= & \frac{\sin \gamma}{\gamma} \phi_{n}(\lambda)-\phi_{n}(0) \\
= & {\left[\frac{\sin n \gamma}{\gamma}-n\right]\left[1+\sum_{k=1}^{n-1} q_{k} \phi_{k}(0)\right] } \\
& \quad+\sum_{k=1}^{n-1} \gamma^{-1} \sin (n-k) \gamma q_{k}\left[\phi_{k}(\lambda)-\phi_{k}(0)\right]  \tag{2.21}\\
& \quad+\sum_{k=1}^{n-1} \gamma^{-1}[-\sin n \gamma+k \gamma+\sin (n-k) \gamma] q_{k} \phi_{k}(0) .
\end{align*}
$$

For the sine function we have for some constant $c$,

$$
\begin{equation*}
|\sin z-z| \leqq c|z| g(|z|) e^{\mathscr{g}_{z}}, \quad|\cos z-1| \leqq c g(|z|) e^{\mathscr{g}_{z}} \tag{2.22}
\end{equation*}
$$ on $\mathscr{I}_{z} \geqq 0$, where $g(t)=t^{2} /\left(1+t^{2}\right)$. Also, for $\mathscr{I}^{\prime} \geqq 0$,

$$
\begin{equation*}
|-\sin n \gamma+k \gamma+\sin (n-k) \gamma|=\left|\gamma \int_{n-k}^{n}[1-\cos \gamma t] d t\right| \leqq c|\gamma| k g(n|\gamma|) e^{\mathscr{g}_{n \gamma}} \tag{2.23}
\end{equation*}
$$ by application of (2.22). Also by application of (2.22) and $g(t) \leqq 1$ we have

$$
\begin{gather*}
\left|\frac{\sin n \gamma}{\gamma}-n\right| \leqq c n g(n|\gamma|) e^{\mathscr{g} n \gamma},  \tag{2.24}\\
\left|\frac{\sin (n-k) \gamma}{\gamma}\right| \leqq n+c n e^{\mathscr{G}(n-k) \gamma} \leqq n(1+c) e^{\mathscr{G n \gamma}} . \tag{2.25}
\end{gather*}
$$

Define $\tilde{\phi}_{n}(\lambda)=e^{i n \gamma} \phi_{n}(\lambda)$ and $\tilde{\phi}_{n}(0)=e^{i n \gamma} \phi_{n}(0)$. Further note that for $\lambda$ sufficiently small, $\lambda \in \mathbb{C} \backslash[0,4]$, we have for some constant $c_{1}$,

$$
\begin{equation*}
\left|\gamma^{-1} \sin \gamma\right| \leqq c_{1}, \quad\left|\gamma(\sin \gamma)^{-1}-1\right| \leqq c_{1}|\gamma|^{2} . \tag{2.26}
\end{equation*}
$$

Multiplying (2.20) by $e^{i n \gamma}$ and using (2.23)-(2.26) gives that

$$
\begin{align*}
&\left|\tilde{\phi}_{n}(\lambda)-\tilde{\phi}_{n}(0)\right| \leqq c_{1}|\gamma|^{2}\left|\tilde{\phi}_{n}(0)\right|+c_{1} c n g(n|\gamma|)\left|1+\sum_{k=1}^{n-1} q_{k} \phi_{k}(0)\right| \\
&+c_{1} \sum_{k=1}^{n-1} n(1+c)\left|q_{k}\right|\left|\tilde{\phi}_{k}(\lambda)-\tilde{\phi}_{k}(0)\right|  \tag{2.27}\\
&+ c_{1} \sum_{k=1}^{n-1} c k g(n|\gamma|)\left|q_{k}\right|\left|\tilde{\phi}_{k}(0)\right| .
\end{align*}
$$

Suppose now $\phi(0)$ is an HBS. Then $\left\{\tilde{\phi}_{n}(0)\right\}$ is bounded and from (2.27) there is a constant $d_{1}$, independent of $\lambda$, such that (recall that $n\left[1+\sum_{k=1}^{n-1} q_{k} \phi_{k}(0)\right]$ is bounded from (2.17a))

$$
\begin{equation*}
\left|\tilde{\phi}_{n}(\lambda)-\tilde{\phi}_{n}(0)\right| \leqq d_{1}\left\{|\gamma|^{2}+g(n|\gamma|)+n \sum_{k=1}^{n-1}\left|q_{k}\right|\left|\tilde{\phi}_{k}(\lambda)-\tilde{\phi}_{k}(0)\right|\right\} . \tag{2.28}
\end{equation*}
$$

To solve (2.28), let $\alpha_{n}=\sum_{k=1}^{n}\left|q_{k}\right|\left|\tilde{\phi}_{k}(\lambda)-\tilde{\phi}_{k}(0)\right|$ for $n \geqq 1$. Then

$$
\alpha_{n}-\alpha_{n-1}=\left|q_{n}\right|\left|\tilde{\phi}_{n}(\lambda)-\tilde{\phi}_{n}(0)\right| \leqq a_{n}+b_{n} \alpha_{n-1}
$$

where $a_{n}=\left|q_{n}\right| d_{1}\left[|\gamma|^{2}+g(n|\gamma|)\right]$ and $b_{n}=d_{1} n\left|q_{n}\right|$. Hence

$$
\alpha_{n} \leqq a_{n}+\left(1+b_{n}\right) \alpha_{n-1}
$$

and it follows by induction since $\alpha_{1}=0$ that for $n \geqq 2$,

$$
\alpha_{n} \leqq a_{n}+\sum_{k=2}^{n-1} a_{k}\left(1+b_{k+1}\right) \cdots\left(1+b_{n}\right)
$$

Since $\left(1+b_{k}\right) \leqq e^{b_{k}}$, it follows that

$$
\alpha_{n} \leqq c_{2} \sum_{k=1}^{n} a_{k}, \quad c_{2}=\exp \left\{d_{1} \sum_{n=1}^{\infty} n\left|q_{n}\right|\right\}
$$

and thus

$$
\begin{equation*}
\left|\tilde{\phi}_{n}(\lambda)-\tilde{\phi}_{n}(0)\right| \leqq d_{1}\left\{|\gamma|^{2}+g(n|\gamma|)+c_{2} n \sum_{k=1}^{n-1} a_{k}\right\} . \tag{2.29}
\end{equation*}
$$

We return now to (2.19). Using (2.29), we obtain

$$
\begin{aligned}
\left|\sum_{k=1}^{\infty} e^{i k \gamma} q_{k}\left[\phi_{k}(\lambda)-\phi_{k}(0)\right]\right| & \leqq \sum_{k=1}^{\infty}\left|q_{k}\right|\left|\tilde{\phi}_{k}(\lambda)-\tilde{\phi}_{k}(0)\right| \\
& \leqq d_{1} \sum_{k=1}^{\infty}\left|q_{k}\right|\left[|\gamma|^{2}+g(k|\gamma|)\right]+d_{1} c_{2} \sum_{k=1}^{\infty} k\left|q_{k}\right| \sum_{s=1}^{k} a_{s} .
\end{aligned}
$$

The sum

$$
\sum_{k=1}^{\infty}\left|q_{k}\right| q(k|\gamma|)=|\gamma| \sum_{k=1}^{\infty}\left(k\left|q_{k}\right|\right) \frac{k|\gamma|}{1+k^{2}|\gamma|^{2}}=o(|\gamma|)
$$

as $|\gamma| \rightarrow 0$ by the Lebesgue dominated convergence theorem. The sum

$$
\sum_{k=1}^{\infty} k\left|q_{k}\right| \sum_{s=1}^{k} a_{s} \leqq \sum_{s=1}^{\infty} d_{1}\left|q_{s}\right|\left[|\gamma|^{2}+g(s|\gamma|)\right] \sum_{k=1}^{\infty} k\left|q_{k}\right|=o(|\gamma|)
$$

as $|\gamma| \rightarrow 0$ for the same reason. Hence

$$
\sum_{k=1}^{\infty} e^{i k \gamma} q_{k}\left[\phi_{k}(\lambda)-\phi_{k}(0)\right]=o(|\gamma|)
$$

as $|\gamma| \rightarrow 0$. Since $\mathscr{I}_{\gamma}>0$,

$$
\left|e^{i k \gamma}-1-i k \gamma\right| \leqq d \frac{k^{2}|\gamma|^{2}}{1+k|\gamma|}
$$

for some constant $d$ independent of $\gamma$. Again by the Lebesgue dominated convergence theorem, as $|\gamma| \rightarrow 0$,

$$
\sum_{k=1}^{\infty}\left(e^{i k \gamma}-1-i k \gamma\right) q_{k} \phi_{k}(0)=o(|\gamma|) .
$$

Substituting these estimates into (2.19) yields (2.15) for $\lambda=0$ an HBS, as $\lambda \rightarrow 0$.
For $\lambda=0$ not an HBS, then equation (2.28) is replaced by

$$
\left|\tilde{\phi}_{n}(\lambda)-\tilde{\phi}_{n}(0)\right| \leqq d_{1}\left\{|\gamma|^{2}+n g(n|\gamma|)+n \sum_{k=1}^{n-1}\left|q_{k}\right|\left|\tilde{\phi}_{k}(\lambda)-\tilde{\phi}_{k}(0)\right|\right\} .
$$

An analysis like that above applied to (2.18) shows that as $\lambda \rightarrow 0,(2.16)$ holds. This completes the proof of Theorem 2.1.

Remarks. A similar analysis applies to the solution $\theta(\lambda)$ at $\lambda=0$, and we omit the details. The result is if $\theta(0)$ is an HBS, then as $\lambda \rightarrow 0$,

$$
\begin{equation*}
f_{\theta}(\lambda)=i a_{\theta}^{(1)} \gamma+o(|\gamma|), \quad a_{\theta}^{(1)}=-1+\sum_{k=1}^{\infty} k q_{k} \theta_{k}(0) \neq 0 \tag{2.30}
\end{equation*}
$$

while if $\theta(0)$ is not an HBS, then

$$
\begin{equation*}
f_{\theta}(\lambda)=a_{\theta}^{(0)}+o(1), \quad a_{\theta}^{(0)}=\sum_{k=1}^{\infty} q_{k} \theta_{k}(\lambda) \neq 0 . \tag{2.31}
\end{equation*}
$$

Note that as $\lambda \rightarrow 0$, series expansions of $i \gamma=\log \tau \approx(\tau-1)$ and $-\lambda=(\tau-1)+\left(\tau^{-1}-1\right) \approx$ $(\tau-1)^{2}$ show that $\gamma / \sqrt{\lambda} \rightarrow 1$ as $\lambda \rightarrow 0$ in $\mathbb{C} \backslash[0,4]$. Thus $\gamma$ may be replaced by $\sqrt{\lambda}$ in the equations (2.15)-(2.16) and (2.30)-(2.31) where $\sqrt{\lambda}$ denotes the branchcut along the positive real axis. At $\lambda=4$, the same analysis as above holds where $\gamma$ is replaced in (2.15)-(2.16) and (2.30)-(2.31) by $\sqrt{\lambda-4}$ and the branchcut for $\sqrt{ }$ is along the negative real axis.

We are now ready to state Levinson's theorem for (1.1)-(1.3), and we do so for the general operator $T_{\alpha}$. Let $y_{\alpha}(\lambda)$ be the solution of (1.1) satisfying $y_{0}=-\alpha$ and $y_{1}=1$. Then $y_{\alpha}(\lambda)=\left\{y_{n}(\lambda)\right\}$ satisfies (1.2); furthermore, $y_{\alpha}(\lambda)=-\alpha \theta(\lambda)+(1+\alpha) \phi(\lambda)$ and $e^{i n \gamma} y_{n}(\lambda) \rightarrow(1+\alpha) f_{\phi}(\lambda)-\alpha f_{\theta}(\lambda)$ as $n \rightarrow \infty$ for $\lambda \in \mathbb{C} \backslash[0,4]$. Inspection of the bound (2.9) for $\phi(\lambda)$, and analogously for $\theta(\lambda)$, shows that the bound holds as $\lambda \rightarrow \lambda_{0} \in(0,4)$, $\mathscr{I}_{\lambda} \neq 0$. Since the $\phi_{k}(\lambda)$ and $\theta_{k}(\lambda)$ are polynomials in $\lambda$, this means that the formulas (2.12) have a continuous extension from $\mathscr{I} \lambda>0$ to include the interval ( 0,4 ).

Recall from the discussion above equations (2.15) that $f_{\phi}(\lambda) \rightarrow 1$ as $|\lambda| \rightarrow \infty, \lambda \in$ $\mathbb{C} \backslash[0,4]$.

Theorem 2.2. Let $f_{\alpha}(\lambda)=(1+\alpha) f_{\phi}(\lambda)-\alpha f_{\theta}(\lambda)$. Under the condition (1.3), the number $N$ of eigenvalues of $T_{\alpha}$ is given by

$$
2 \pi N=2\left[\arg f_{\alpha}(4)-\arg f_{\alpha}(0)\right]+\Delta_{0}+\Delta_{4}
$$

where $f_{\alpha}(4), f_{\alpha}(0)$ is the limiting argument of $f_{\alpha}(\lambda)$ as $\lambda \rightarrow 4,0$, respectively, in $(0,4)$ $\left(f_{\alpha}(\lambda)\right.$ in $(0,4)$ is the continuous extension of $f_{\alpha}(\lambda)$ from $\left.\mathscr{I}_{\lambda}>0\right)$ and

$$
\Delta_{j}= \begin{cases}-\pi & y_{\alpha} \text { has an HBS at } j=\lambda, \\ 0 & y_{\alpha} \text { does not have an HBS at } j=\lambda .\end{cases}
$$

Proof. For simplicity we consider the $\alpha=0$ case; the general proof is similar. We apply the argument to the contour $\Gamma=\Gamma_{1}+\Gamma_{2}$, where $\Gamma_{1}$ is a circle about the origin of radius $R$, and $\Gamma_{2}$ consists of two circles of radius $\varepsilon$ about $\lambda=0,4$ and joined by two intervals above and below the slit $0<\lambda<4$; orientation of $\Gamma_{1}$ and $\Gamma_{2}$ is counterclockwise. Since $T_{0}$ is bounded, for $R$ sufficiently large, all eigenvalues are interior to $\Gamma_{1}$. Also the eigenvalues are exterior to $\Gamma_{2}$ for $\varepsilon$ sufficiently small. The eigenvalues, which are zeros of $f_{\phi}(\lambda)$, must be finite in number, i.e., cannot have zero or four as an accumulation point, by the asymptotics (2.15)-(2.16). Let $S_{\varepsilon}$ be the circle of radius $\varepsilon$ at zero. By the asymptotics (2.15)-(2.16), with $\gamma$ replaced by $\sqrt{\lambda}$, it is clear that [change of argument in $f_{\phi}(\lambda)$ on $\left.S_{\varepsilon}\right] \rightarrow \pi$ or 0 as $\varepsilon \rightarrow 0$ according to whether or not $\phi(0)$ is an HBS. Similar calculations apply at $\lambda=4$. By the argument principle

$$
2 \pi N=\int_{\Gamma_{1}} \frac{f_{\phi}^{\prime}(\lambda)}{f_{\phi}(\lambda)} d \lambda-\int_{\Gamma_{2}} \frac{f_{\phi}^{\prime}(\lambda)}{f_{\phi}(\lambda)} d \lambda .
$$

Since $f_{\phi}(\lambda) \rightarrow 1$ as $\lambda \rightarrow \infty, \int_{\Gamma_{1}} f_{\phi}^{\prime} / f_{\phi} \rightarrow 0$ as $R \rightarrow \infty$. Letting $R \rightarrow \infty$ as $\varepsilon \rightarrow 0$ completes the proof by recalling $f_{\phi}(\lambda)$ is analytic on $\mathbb{C} \backslash[0,4]$ with $f_{\phi}(\bar{\lambda})=\overline{f_{\phi}(\lambda)}$.

A simple example is obtained by taking one $q_{n}$ nonzero, say $q_{m} \neq 0$ and $q_{n}=0$ for $n \neq m$. Then from (2.12) we have

$$
f_{\phi}(\lambda)=1+e^{i m \gamma} q_{m} \phi_{m}(\lambda)=1+e^{i m \gamma} q_{m} \sin m \gamma / \sin \gamma
$$

So for $\alpha=0$ in (1.2), the eigenvalues of (1.1)-(1.2) are the solutions of $f_{\phi}(\lambda)=0$. For
$m=1$ this is the simple equation $1+e^{i \gamma} q_{1}=1+\tau q_{1}=0$ or $\tau=-1 / q_{1}$. Since $|\tau|<1$ we have a single eigenvalue given by $\lambda=2-\tau-1 / \tau=2+q_{1}+1 / q_{1}$ when $\left|q_{1}\right|>1$.

The asymptotics (2.15)-(2.16) may be substituted into (2.14) to yield asymptotics for $m(\lambda)$ at an endpoint of the essential spectrum. At $\lambda=0$ we obtain that as $\lambda \rightarrow 0$,

$$
m(\lambda) \sim\left\{\begin{array}{l}
-a_{\theta}^{(0)} / a_{\phi}^{(0)} \quad \text { neither } \phi(0) \text { nor } \theta(0) \text { an HBS, } \\
-a_{\theta}^{(0)} /\left(i a_{\phi}^{(1)} \sqrt{\lambda}\right) \quad \phi(0) \text { an HBS, } \\
-i a_{\theta}^{(1)} \sqrt{\lambda} / a_{\phi}^{(0)} \quad \theta(0) \text { an HBS. }
\end{array}\right.
$$

3. An application. In this section we consider the effect of half-bound states on the large- $t$ asymptotics of a spring-mass system. Such a system is described by displacements $u_{n}(t)$ of the $n$th mass, where

$$
\begin{equation*}
M_{n} \ddot{u}_{n}=u_{n+1}-2 u_{n}+u_{n-1}, \quad n=1,2, \cdots, \quad \ddot{u}=d^{2} u / d t^{2} \tag{3.1}
\end{equation*}
$$

with $u_{0} \equiv 0$. Physically this represents a semi-infinite linear chain of springs (with spring constants equal to 1 ) and masses $M_{n}$ where the first mass $u_{0}$ is attached on the left to a wall. The horizontal displacement at time $t$ of the mass $M_{k}$ from its rest position is $u_{k}(t)$. Let $H$ denote the operator $(H y)_{n}=y_{n+1}-2 y_{n}+y_{n-1}, y_{0}=0, n=1,2, \cdots$, and let $M$ be the operator $(M y)_{n}=M_{n} y_{n}$. Assume $M_{n}=1+\delta_{n}$, where $\delta_{n}>-1$, and

$$
\begin{equation*}
\sum_{n=1}^{\infty} n\left|\delta_{n}\right|<\infty . \tag{3.2}
\end{equation*}
$$

In $l_{2}, H$ is the self-adjoint operator $-T_{0}$ where $T_{0}$ is as in $\S 2$. Then $H$ has continuous spectrum on $[-4,0]$. Let $l_{2, M}$ be the Hilbert space of sequences with inner product $\left\langle\left\{y_{n}\right\},\left\{z_{n}\right\}\right\rangle_{M}=\left\langle\left\{y_{n}\right\}, M\left\{z_{n}\right\}\right\rangle$ where $\langle\cdot, \cdot\rangle$ is the inner product in $l_{2}$. Under (3.2) the norm $l_{2, M}$ is equivalent to the norm in $l_{2}$, and the operator

$$
\begin{equation*}
A=-M^{-1} H \tag{3.3}
\end{equation*}
$$

is a bounded self-adjoint operator in $l_{2, M}$; furthermore, $A \geqq 0$, so $A^{1 / 2}$ exists. Since (3.1) is the same as $\ddot{u}+A u=0$, it can be solved by [10]

$$
\begin{equation*}
u(t)=\left(\cos A^{1 / 2} t\right) u(0)+\left(A^{-1 / 2} \sin A^{1 / 2} t\right) \dot{u}(0) \tag{3.4}
\end{equation*}
$$

where $u(0)$ and $\dot{u}(0)$ denote the initial values. For simplicity we assume that

$$
\begin{equation*}
\dot{u}(0)=\{0\}, \quad u(0)=\left\{\delta_{n s}\right\}, \quad \delta_{n s}=\text { Kronecker delta } \tag{3.5}
\end{equation*}
$$

for some fixed $s$. Let $a^{(m)}$ denote the vectors with components $a_{n}^{(m)}=M_{m}^{-1} \delta_{n m}$, and let $E_{\lambda}$ denote the spectral family for $A$ in $l_{2, M}$. Then we have

$$
\begin{equation*}
u_{m}(t)=\left\langle a^{(m)}, u(t)\right\rangle_{M}=\int_{0}^{\infty} \cos \sqrt{\lambda} t d_{\lambda}\left\langle a^{(m)}, E_{\lambda} u(0)\right\rangle_{M} \tag{3.6}
\end{equation*}
$$

By Stone's formula, for a closed $\lambda$-interval $\Delta$,

$$
\begin{equation*}
\left\langle h, E_{\Delta} g\right\rangle_{M}=\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \pi i} \int_{\Delta}\left\langle h,\left[(A-(\mu+i \varepsilon))^{-1}-(A-(\mu-i \varepsilon))^{-1}\right] g\right\rangle_{M} d \mu . \tag{3.7}
\end{equation*}
$$

The resolvent of $A$ can be constructed as follows. If $\mathscr{I} \lambda \neq 0$ and

$$
\begin{equation*}
(A-\lambda) y=g \tag{3.8}
\end{equation*}
$$

then

$$
\begin{equation*}
(-H-\lambda \delta-\lambda) y=M g \tag{3.9}
\end{equation*}
$$

where $\delta$ is multiplication by $\delta_{n}$ in each component. The results of $\S 2$ carry over in that the solution $\phi(\lambda)$ of the homogeneous equation (3.9) $(g=0)$ is given by (2.5) with $q_{n}$ replaced by $-\lambda \delta_{n}$. That is, we have

$$
\begin{equation*}
\phi_{n}(\lambda)=\frac{\sin n \gamma}{\gamma}-\sum_{k=1}^{n-1} \frac{\sin (n-k) \gamma}{\sin \gamma} \lambda \delta_{k} \phi_{k}(\lambda) . \tag{3.10}
\end{equation*}
$$

Also from (2.12),

$$
\begin{equation*}
f_{\phi}(\lambda)=1-\lambda \sum_{k=1}^{\infty} e^{i k \gamma} \delta_{k} \phi_{k}(\lambda) . \tag{3.11}
\end{equation*}
$$

The Jost solution $F(\lambda)$ of the homogeneous equation (3.9), i.e., the solution satisfying $F_{n}(\lambda)=e^{i n \gamma}+o(1)$ as $n \rightarrow \infty$, may be calculated by the variation of constants formula to satisfy

$$
\begin{equation*}
F_{n}(\lambda)=e^{i n \gamma}+\sum_{k=n+1}^{\infty} \frac{\sin (n-k) \gamma}{\sin \gamma} \lambda \delta_{k} F_{k}(\lambda) \tag{3.12}
\end{equation*}
$$

Using the solutions $\phi(\lambda)$ and $F(\lambda)$ as a basis, we use variation of constants to solve (3.9), obtaining

$$
\begin{equation*}
y_{n}=-\phi_{n}(\lambda) W(\lambda)^{-1} \sum_{k=n}^{\infty} F_{k}(\lambda) M_{k} g_{k}-F_{n}(\lambda) W(\lambda)^{-1} \sum_{k=1}^{n-1} \phi_{k}(\lambda) M_{k} g_{k} \tag{3.13}
\end{equation*}
$$

where $W(\lambda)$ is the Wronskian (independent of $n$ ),

$$
\begin{equation*}
W(\lambda)=\phi_{n}(\lambda) F_{n+1}(\lambda)-\phi_{n+1}(\lambda) F_{n}(\lambda) . \tag{3.14}
\end{equation*}
$$

Using $\phi_{n}(\lambda)=e^{-i n \gamma}(2 i \sin \gamma)^{-1}\left[f_{\phi}(\lambda)+o(1)\right]$ and $F_{n}(\lambda)=e^{i n \gamma}[1+o(1)]$ as $n \rightarrow \infty$ gives that $W(\lambda)=-f_{\phi}(\lambda)$. Also note that $W(\lambda)=-F_{0}(\lambda)$. Suppose now that $\lambda \rightarrow \mu \pm i 0$ with $0 \leqq \mu \leqq 4$. Using $F_{n}(\mu-i 0)=\overline{F_{n}}(\mu+i 0), \phi_{n}(\mu-i 0)=\phi_{n}(\mu+i 0)$ (recall $\phi_{n}(\lambda)$ is a polynomial in $\lambda[1, \mathrm{p} .97])$ and $W(\mu-i 0)=\bar{W}(\mu+i 0)$, we have from (3.13) that

$$
\begin{align*}
\left(\left[(A-\lambda-i 0)^{-1}-(A-\lambda+i 0)^{-1}\right] g\right)_{n}= & -\phi_{n}(\mu) \sum_{k=n}^{\infty}\left[\frac{F_{k}(\mu)}{W(\mu)}-\frac{\overline{F_{k}}(\mu)}{\bar{W}(\mu)}\right] M_{k} g_{k} \\
& \quad-\left[\frac{F_{n}(\mu)}{W(\mu)}-\frac{\overline{F_{n}}(\mu)}{\bar{W}(\mu)}\right] \sum_{k=1}^{n-1} \phi_{k}(\mu) M_{k} g_{k}  \tag{3.15}\\
= & \frac{2 i \sin \gamma}{|W(\mu)|^{2}} \phi_{n}(\mu) \sum_{k=1}^{\infty} \phi_{k}(\mu) M_{k} g_{k}
\end{align*}
$$

since by (3.14) and a calculation,

$$
\begin{aligned}
\bar{W}(\mu) F_{n}(\mu)-W(\mu) \overline{F_{n}}(\mu) & =\phi_{n}(\mu)\left[\bar{F}_{n+1}(\mu) F_{n}(\mu)-F_{n+1}(\mu) \overline{F_{n}}(\mu)\right] \\
& =-2 i \phi_{n}(\mu) \sin \gamma .
\end{aligned}
$$

The last equality follows from letting $n \rightarrow \infty$ in the Wronskian $\bar{F}_{n+1}(\mu) F_{n}(\mu)-$ $F_{n+1}(\mu) \overline{F_{n}}(\mu)$ and using (3.12). For $\mu>4, f_{\phi}(\mu)$ is real and the arguments of $\S 2$ show that the spectrum of $A$ on $(4, \infty)$ consists of at most finitely many eigenvalues. Substitution of (3.15) into (3.7) for $0 \leqq \lambda \leqq 4$ gives

$$
\left\langle h, E_{\lambda} g\right\rangle_{M}=\int_{0}^{\lambda} \frac{\sin \gamma}{\pi|W(\mu)|^{2}} \sum_{k=1}^{\infty} h_{k} M_{k} \phi_{k}(\mu) \sum_{k=1}^{\infty} g_{k} M_{k} \phi_{k}(\mu) d \mu
$$

and thus (3.6) becomes

$$
\begin{align*}
u_{m}(t)=M_{s} & \int_{0}^{4} \cos \sqrt{\lambda} t\left(\pi|W(\lambda)|^{2}\right)^{-1} \sin \gamma \phi_{m}(\lambda) \phi_{s}(\lambda) d \lambda  \tag{3.16}\\
& +M_{s} \sum_{k=1}^{N} \cos \sqrt{\lambda_{k}} t \phi_{s}\left(\lambda_{k}\right) \phi_{m}\left(\lambda_{k}\right)\left\|\phi\left(\lambda_{k}\right)\right\|_{M}^{-2}
\end{align*}
$$

where the sum represents the contribution due to the possible eigenvalues in $(4, \infty)$ in (4.8). Below we will show that this sum never vanishes for any $m$ and $s$ when eigenvalues are present. First we determine the large-t asymptotics of the integral on the right of (3.16). In the following we only consider the case where $\left\{\delta_{n}\right\}$ has finite support, i.e.,

$$
\begin{equation*}
\delta_{n}=0 \quad \text { for } n>N, \tag{3.17}
\end{equation*}
$$

for some $N \geqq 1$.
Note that $\lambda=0$ is not an HBS since $\phi_{n}(0)=n$. However $\lambda=4$ may be an HBS and the analysis of $\S 2$ shows that $W(\lambda)=-f_{\phi}(\lambda) \rightarrow W(4) \neq 0$ if $\lambda=4$ is not an HBS and $(\lambda-4)^{-1 / 2} W(\lambda) \rightarrow C \neq 0$ if $\lambda=4$ is an HBS.

First suppose that $\lambda=4$ is not an HBS. Suppose also that $\phi_{m}(4) \phi_{s}(4) \neq 0$. Let $\eta_{1}$, $\eta_{2}$ be nonnegative $C^{\infty}$ functions such that $\eta_{1}(x)+\eta_{2}(x)=1, \eta_{1}(x)=1$ in a neighborhood of zero, and $\eta_{1}(x)=0$ in a neighborhood of 4. Then $u_{m}(t)=I_{1}(t)+I_{2}(t)$ in (3.16), where

$$
\begin{equation*}
I_{k}(t)=M_{s} \int_{0}^{4} \cos \sqrt{\lambda} t\left(\pi|W(\lambda)|^{2}\right)^{-1} \sin \gamma \phi_{m}(\lambda) \phi_{s}(\lambda) \eta_{k}(\lambda) d \lambda \tag{3.18}
\end{equation*}
$$

In $I_{1}$ put $u=\sqrt{\lambda}$ so that

$$
\begin{equation*}
\sin \gamma=\frac{\left(\tau-\tau^{-1}\right)}{2 i}=\frac{\left(\lambda^{2}-4 \lambda\right)^{1 / 2}}{2 i}=\frac{u\left(4-u^{2}\right)^{1 / 2}}{2} . \tag{3.19}
\end{equation*}
$$

Then $I_{1}$ is of the form (for a certain function $g$ )

$$
\begin{equation*}
I_{1}(t)=\int_{0}^{2}(\cos u t) u^{2} \eta_{1}\left(u^{2}\right) g(u) d u . \tag{3.20}
\end{equation*}
$$

Under condition (3.17), it follows from (3.11) and (3.19) that $W\left(u^{2}\right)$ is $C^{\infty}$, in fact analytic, for $0 \leqq u<2$. This allows us to integrate by parts twice in (3.20) with the result that $I_{1}(t)=O\left(t^{-2}\right)$ as $t \rightarrow \infty$.

In $I_{2}(t)$ put $u=\sqrt{\lambda}$ again to obtain $I_{2}$ of the form

$$
\begin{equation*}
I_{2}(t)=\int_{0}^{2}(\cos u t)(2-u)^{1 / 2} \eta_{2}(u) h(u) d u \tag{3.21}
\end{equation*}
$$

where $h(2) \neq 0$, because $\phi_{m}(4) \phi_{s}(4) \neq 0$ and $h$ is $C^{\infty}$ under (3.17). The substitution $s=2-u$ gives

$$
I_{2}(t)=\int_{0}^{2}(\cos (2-s) t) s^{1 / 2} g(s) d s, \quad g(s)=\eta_{2}(2-s) h(2-s)
$$

which after integration by parts reduces to

$$
\begin{equation*}
I_{2}(t)=\int_{0}^{2} t^{-1}(\sin (2-s) t)\left(2^{-1} s^{-1 / 2} g(s)+s^{1 / 2} g^{\prime}(s)\right) d s \tag{3.22}
\end{equation*}
$$

In (3.22) write $g(s)=g(0)+s \tilde{g}(s)$ and then integrate by parts the terms with $\tilde{g}$ and $g^{\prime}$. This gives

$$
\begin{aligned}
I_{2}(t) & =\int_{0}^{2} t^{-1}(\sin (2-s) t) 2^{-1} s^{-1 / 2} g(0) d s+O\left(t^{-2}\right) \\
& =\left(\frac{1}{2 t}\right) g(0)\left[\sin 2 t \int_{0}^{2} s^{-1 / 2} \cos s t d s-\cos 2 t \int_{0}^{2} s^{-1 / 2} \sin s t d s\right]+O\left(t^{-2}\right)
\end{aligned}
$$

Since

$$
\begin{aligned}
\int_{0}^{2} s^{-1 / 2} \cos s t d s & =t^{-1 / 2} \int_{0}^{2 t} w^{-1 / 2} \cos w d w \\
& =t^{-1 / 2}\left[\int_{0}^{\infty} w^{-1 / 2} \cos w d w-\int_{2 t}^{\infty} w^{-1 / 2} \cos w d w\right] \\
& =t^{-1 / 2}\left[\left(\frac{\pi}{2}\right)^{1 / 2}+O\left(t^{-1 / 2}\right)\right]
\end{aligned}
$$

with a similar expression for $\int_{0}^{2} s^{-1 / 2} \sin s t d s$, we have that

$$
\begin{equation*}
I_{2}(t)=\frac{g(0) \pi^{1 / 2}}{2 t^{3 / 2}} \sin \left(2 t-\frac{\pi}{4}\right)+O\left(t^{-2}\right), \quad g(0) \neq 0 \tag{3.23}
\end{equation*}
$$

as $t \rightarrow \infty$.
Now suppose $\lambda=4$ is an HBS. Then near $\lambda=4, W(\lambda)$ is of the form $|W(\lambda)|^{2}=$ $\alpha|\lambda-4|+o(\lambda-4), \alpha \neq 0$. Near $\lambda=0$ the situation is the same as in the non-HBS case and $I_{1}(t)=O\left(t^{-2}\right)$ under (3.17). For $I_{2}$ however, we get in place of (3.21),

$$
I_{2}(t)=\int_{0}^{2}(\cos u t)(2-u)^{-1 / 2} \eta_{2}(u) h(u) d u
$$

where again $h(2) \neq 0$ if $\phi_{m}(4) \phi_{s}(4) \neq 0$. With $s=2-u$ and $h(2-s)=h(2)+\tilde{h}(s)$ an analysis as in the non-HBS case shows that as $t \rightarrow \infty$

$$
\begin{align*}
I_{2}(t) & =h(2)\left[\cos 2 t \int_{0}^{2} s^{-1 / 2} \cos s t d s+\sin 2 t \int_{0}^{2} s^{-1 / 2} \sin s t d s\right]+O\left(t^{-1}\right) \\
& =\frac{h(2) \pi^{1 / 2}}{t^{1 / 2}} \sin \left(2 t+\frac{\pi}{4}\right)+O\left(t^{-1}\right), \quad h(2) \neq 0 \tag{3.24}
\end{align*}
$$

In both cases $u_{m}(t) \sim I_{2}(t)$ as $t \rightarrow \infty$.
The case where $\phi_{m}(4) \phi_{s}(4)=0$ can be handled in a similar manner. First note that $\phi_{n}(\lambda)$ is a polynomial and its zeros are simple [1, p. 100]. Thus $\phi_{m}(\lambda) \phi_{s}(\lambda)$ is $O(4-\lambda)$ or $O\left((4-\lambda)^{2}\right)$ near 4 . Then two more integrations by parts are possible in $I_{1}(t)$ to show that $I_{1}(t)=O\left(t^{-4}\right)$. The integral $I_{2}$ has the form

$$
\begin{equation*}
I_{2}(t)=\int_{0}^{2}(\cos u t)(2-u)^{p} \eta_{2}(u) h(u) d u, \quad p=\frac{3}{2} \text { or } \frac{5}{2}, \tag{3.25}
\end{equation*}
$$

in the non-HBS case and

$$
\begin{equation*}
I_{2}(t)=\int_{0}^{2}(\cos u t)(2-u)^{p} \eta_{2}(u) h(u) d u, \quad p=\frac{1}{2} \text { or } \frac{3}{2} \tag{3.26}
\end{equation*}
$$

in the HBS case. This implies that $I_{2}(t) \sim t^{-5 / 2}$ or $I_{2}(t) \sim t^{-7 / 2}$ in the non-HBS case and that $I_{2}(t) \sim t^{-3 / 2}$ or $I_{2}(t) \sim t^{-5 / 2}$ in the HBS case. Again the large- $t$ asymptotics of $u_{m}(t)$ are determined by $I_{2}(t)$.

We now know in what ways the continuous spectrum may affect the large- $t$ asymptotics of $u_{m}(t)$. In the following discussion we make our results more precise. For this we need a lemma. Its proof uses an idea from [13].

Lemma 3.1. (a) Suppose $A$ has $N \geqq 1$ eigenvalues in $(4, \infty)$ and let $\lambda_{1}$ denote the largest such eigenvalue. Then

$$
\begin{equation*}
(-1)^{n+1} \phi_{n}\left(\lambda_{1}\right)>0, \quad n=1,2, \cdots . \tag{3.27}
\end{equation*}
$$

(b) Suppose $A$ has no eigenvalue in $(4, \infty)$. Then

$$
\begin{equation*}
(-1)^{n+1} \phi_{n}(4)>0, \quad n=1,2, \cdots . \tag{3.28}
\end{equation*}
$$

Proof. Put $w(t)=e^{A t} w(0)$ where $w(0)=\left\{\delta_{n s}\right\}$ (see (3.5)). Let $a^{(m)}$ be as in (3.6) so that $w_{m}(t)=\left\langle a^{(m)}, w(t)\right\rangle_{M}$. We proceed to determine the large- $t$ behavior of $w_{m}(t)$. Of course, this can be done by essentially repeating the steps following (3.6) but with $\cos \sqrt{\lambda} t$ replaced by $e^{\lambda t}$. We therefore omit the details and just state the results. In case (a) we have

$$
\begin{equation*}
w_{m}(t) \sim M_{s} e^{\lambda_{1} t} \phi_{s}\left(\lambda_{1}\right) \phi_{m}\left(\lambda_{1}\right)\left\|\phi\left(\lambda_{1}\right)\right\|_{M}^{-2}, \quad t \rightarrow \infty, \tag{3.29}
\end{equation*}
$$

again provided $\phi_{s}\left(\lambda_{1}\right) \phi_{m}\left(\lambda_{1}\right) \neq 0$. Now we introduce the unitary (in $l_{2, M}$ ) transformation $(U y)_{n}=(-1)^{n} y_{n}$, and let $\tilde{A}=U A U^{-1}$. Then

$$
\begin{equation*}
(\tilde{A} y)_{n}=M_{n}^{-1}\left(y_{n+1}+2 y_{n}+y_{n-1}\right) \quad\left(y_{0}=0\right) \tag{3.30}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
w_{m}(t)=\left\langle a^{(m)}, w(t)\right\rangle_{M}=\left\langle U a^{(m)}, e^{\tilde{A} t} U w(0)\right\rangle_{M}=(-1)^{m+s}\left\langle a^{(m)}, e^{\tilde{A} t} w(0)\right\rangle_{M} \tag{3.31}
\end{equation*}
$$

It is clear from (3.30) that $\tilde{A}$ leaves invariant the cone of vectors with nonnegative components. Thus $\left\langle a^{(m)}, e^{\tilde{A} t} w(0)\right\rangle_{M} \geqq 0$ for $t>0$ (in fact, we have strict inequality since $e^{\tilde{A} t} y$ has strictly positive components if $y$ has nonnegative ones). Put $s=1$, then $\phi_{s}\left(\lambda_{1}\right)=1$, and compare (3.31) and (3.29). Clearly, if $\phi_{m}\left(\lambda_{1}\right) \neq 0$ then $(-1)^{m+1} \phi_{m}\left(\lambda_{1}\right)>$ 0 . If $\phi_{m}\left(\lambda_{1}\right)=0$ then $\phi_{m-1}\left(\lambda_{1}\right)=-\phi_{m+1}\left(\lambda_{1}\right) \quad(\neq 0)$ since $A \phi=\lambda_{1} \phi$ and so $(-1)^{m} \phi_{m-1}\left(\lambda_{1}\right)=(-1)^{m+1} \phi_{m+1}\left(\lambda_{1}\right)=-(-1)^{m+2} \phi_{m+1}\left(\lambda_{1}\right)<0$, a contradiction. In other words, $\phi_{m}\left(\lambda_{1}\right)=0$ is impossible. This proves (3.27).

In case (b) we find that

$$
\begin{equation*}
w_{m}(t) \sim c_{1} \phi_{m}(4) \phi_{s}(4) t^{-3 / 2} e^{4 t}, \quad \lambda=4 \text { is an HBS } \tag{3.32}
\end{equation*}
$$

and

$$
\begin{equation*}
w_{m}(t) \sim c_{2} \phi_{m}(4) \phi_{s}(4) t^{-1 / 2} e^{4 t} \quad \lambda=4 \text { is not an HBS } \tag{3.33}
\end{equation*}
$$

where $c_{1}, c_{2}>0$. Comparing (3.32) and (3.33) with (3.31) and arguing as in part (a) yields (3.28). Lemma 3.1 is proved.

The important conclusion from this lemma is that $\phi_{n}\left(\lambda_{1}\right)$ and $\phi_{n}(4)$ do not vanish in the situations described in part (a) and (b), respectively. Therefore we can say the following.

Theorem 3.2. Suppose (3.5) and (3.17) hold. Then:
(a) If $A$ has $N \geqq 1$ eigenvalues $4<\lambda_{N}<\cdots<\lambda_{1}$, then

$$
\begin{equation*}
u_{m}(t)=\sum_{k=1}^{N} c_{k} \cos \sqrt{\lambda_{k}} t+\varepsilon_{m}(t) \tag{3.34}
\end{equation*}
$$

where $c_{1} \neq 0$ and $\varepsilon_{m}(t)=O\left(t^{-3 / 2}\right)$ in the non-HBS case and $\varepsilon_{m}(t)=O\left(t^{-1 / 2}\right)$ in the HBS case.
(b) If A has no eigenvalues, then

$$
\begin{equation*}
u_{m}(t)=\alpha_{1} t^{-3 / 2} \sin \left(2 t-\frac{\pi}{4}\right)+O\left(t^{-2}\right), \quad \alpha_{1} \neq 0 \tag{3.35}
\end{equation*}
$$

in the non-HBS case and

$$
\begin{equation*}
u_{m}(t)=\alpha_{2} t^{-1 / 2} \sin \left(2 t-\frac{\pi}{4}\right)+O\left(t^{-1}\right), \quad \alpha_{2} \neq 0 \tag{3.36}
\end{equation*}
$$

in the HBS case.
As an example, let $\delta_{n}=(\mu-1) \delta_{n m}$ in (3.1). Then by direct calculation, or letting $\gamma \rightarrow \pi$ in (3.10), we have

$$
\begin{gathered}
\phi_{n}(4)=(-1)^{n+1} n, \quad n \leqq m, \\
\phi_{n}(4)=(-1)^{n+1} n-(-1)^{n-m+1}(n-m) 4(\mu-1)(-1)^{m+1} m \\
=(-1)^{n+1}(n+4(n-m) m(\mu-1)), \quad n>m .
\end{gathered}
$$

Thus we have an HBS at $\lambda=4$ if $4 m(\mu-1)=-1$, i.e., $M_{m}=\mu=1-1 / 4 m$. Then $\phi_{n}(4)=(-1)^{n+1} n$ for $n \leqq m$ and $\phi_{n}(4)=(-1)^{n+1} m$ for $n>m$. Also from (3.11)

$$
\begin{aligned}
f_{\phi}(\lambda) & =1-\lambda(\mu-1) e^{i m \gamma}(-1)^{m+1} m \\
& =1+(1-\mu)(\tau-1)^{2}(-1)^{m} m \tau^{m-1},
\end{aligned}
$$

using $\tau=e^{i \gamma}$ and $\lambda \tau=-(\tau-1)^{2}$. As $\tau$ goes from -1 to $0, \lambda$ goes from 4 to $\infty$. Hence there is a zero of $f_{\phi}(\lambda)$ in $(4, \infty)$, i.e., eigenvalue, if $f_{\phi}(4)=1-4 m(1-\mu)<0$ since $f_{\phi}(\infty)>0$. Thus there is an eigenvalue if $\mu<1-1 / 4 m$. For $m=1$ this happens if $M_{1}<\frac{3}{4}$. For $M_{1}=\frac{1}{2}$ we have $\phi_{n}(4)=(-1)^{n+1}(n-2(n-1))=(-1)^{n+1}(2-n)$ for $n \geqq 2$. Thus $\phi_{2}(4)=0$ indeed happens, but we also have an eigenvalue in this case.

The $t^{-1 / 2}$ decay of the oscillations of a single mass also occurs in (3.1) with $n=0, \pm 1, \pm 2, \cdots$, i.e., a doubly infinite chain of masses and springs. With no perturbation terms, this system is solved exactly in [7, pp. 385-387] where the solution $u_{n}(t)=$ $J_{2 n}(2 t), J_{2 n}$ the $2 n$th order Bessel function, also exhibits $t^{-1 / 2}$ time decay. This is to be expected since $\lambda=4$ is an HBS for the full line unperturbed problem $\left(\phi_{n}(4)=\right.$ $(-1)^{n+1}$ ). We refer to Chapter III of [14, §§ 2.1-2.4] for a discussion of a similar problem in the continuous case.
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# CONDITIONS FOR OSCILLATION OF DIFFERENCE EQUATIONS WITH APPLICATIONS TO EQUATIONS WITH PIECEWISE CONSTANT ARGUMENTS* 
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#### Abstract

By using z-transforms it is proved that every solution of a homogeneous system of linear difference equations with constant coefficient matrices oscillates componentwise if and only if its characteristic equation has no positive roots. This result is also applied to obtain necessary and sufficient conditions for the oscillation of all solutions of a linear system with piecewise constant arguments.
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1. Introduction. Consider the homogeneous system of linear difference equations with constant coefficient matrices

$$
\begin{equation*}
y_{n+k}+P_{1} y_{n+k-1}+\cdots+P_{k} y_{n}=0 \tag{1}
\end{equation*}
$$

for $n=0,1, \cdots$ where $k$ is some positive integer, the coefficients $P_{i}$ are real $r \times r$ matrices, and $\left\{y_{n}\right\}_{n=0}^{\infty}$ is a sequence of points in $\mathbf{R}^{r}$.

We associate with (1) its characteristic equation

$$
\begin{equation*}
\operatorname{det}\left(\lambda^{k} I+\lambda^{k-1} P_{1}+\cdots+P_{k}\right)=0 \tag{2}
\end{equation*}
$$

Our aim in this paper is to establish the following result and then apply it to obtain necessary and sufficient conditions for the oscillation of all solutions of a linear system with piecewise constant arguments.

ThEOREM 1. Let $k$ be a positive integer and let $P_{1}, \cdots, P_{k}$ be real $m \times m$ matrices. Then the following are equivalent:
(a) Every solution $\left\{y_{n}\right\}_{n=0}^{\infty}$ of equation (1) oscillates.
(b) The characteristic equation (2) has no positive roots.

A sequence of real numbers $\left\{r_{n}\right\}_{n=0}^{\infty}$ is said to oscillate if the terms $r_{n}$ are not eventually positive or eventually negative. Otherwise the sequence is called nonoscillatory.

For scalar equations, Theorem 1 was stated and proved (for $k \leq 3$ ) in [15], the proof being based on a lengthy analysis of the solution space of (1). A simple proof for scalar equations with positive coefficients was given in [12]. See also [11] for several applications of this theorem to scalar equations.

Our proof of Theorem 1 uses the method of z-transforms, the discrete analogue of the Laplace transform which has been recently used in [3] and [8] to establish the continuous analogue of Theorem 1 for delay differential equations. For more information about z-transforms, see, e.g., [14].

[^62]2. Proof of Theorem 1. The proof of $(\mathrm{a}) \Rightarrow(\mathrm{b})$ is simple. If (a) holds, (2) cannot have a positive root since if $\lambda_{0}$ were such a root then there would be a nonzero vector $\xi \in \mathbf{R}^{m}$ such that
$$
\left(\lambda^{k} I+\lambda^{k-1} P_{1}+\cdots+P_{k}\right) \xi=0
$$

But then, $y_{n}=\lambda_{0}{ }^{n} \xi$ is a solution of (1) with at least one nonoscillatory component.
The proof of (b) $\Rightarrow$ (a) uses the z-transform. Assume that (b) holds and, for the sake of contradiction, assume that (1) has a solution $y_{n}=\left[y_{n}^{1}, \cdots, y_{n}^{r}\right]^{T}$ with at least one nonoscillatory component. With no loss of generality we assume that $\left\{y_{n}^{1}\right\}$ is eventually positive. As (1) is autonomous, we will assume in fact that $y_{n}^{1}>0$ for $n \geq 0$.

Clearly, there exists a $c \in(0, \infty)$ such that $\left\|y_{n}\right\|<c^{n}$. Then the z-transform of $\left\{y_{n}\right\}$,

$$
Y(z)=\sum_{n=0}^{\infty} y_{n} z^{-n}
$$

exists for $|z|>c$. From (1) we find that

$$
\begin{equation*}
F(z) Y(z)=\Phi(z) \tag{3}
\end{equation*}
$$

holds for $|z|>c$ where, with $P_{0}=I$,

$$
\begin{equation*}
F(z)=\sum_{i=0}^{k} P_{i} z^{k-i} \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi(z)=\sum_{i=0}^{k} P_{i} \sum_{j=0}^{k-i-1} z^{k-i-j} y_{j} \tag{5}
\end{equation*}
$$

By hypothesis

$$
\begin{equation*}
\operatorname{det}[F(z)] \neq 0 \tag{6}
\end{equation*}
$$

for $z \in(0, \infty)$.
Let $Y_{1}(z)$ be the z-transform of $y_{n}^{1}$ and let $M$ be the modulus of the largest zero of $\operatorname{det}[F(z)]$. Then by Cramer's rule, for $|z|>\max \{c, M\}$,

$$
\begin{equation*}
\operatorname{det}[F(z)] Y_{1}(z)=\operatorname{det}[D(z)] \tag{7}
\end{equation*}
$$

where $D(z)$ has components of $F(z)$ and $\Phi(z)$ as its entries. Clearly, the determinants in (7) are polynomials in $z$.

Let $W(z)=Y_{1}(1 / z)$ so that $W(z)$ is a power series with positive coefficients having radius of convergence $\rho>0$. Equation (7) holds for $|z|>1 / \rho$, equivalently, $\operatorname{det}[F(1 / z)] W(z)=\operatorname{det}[D(1 / z)]$ for $0<|z|<\rho$. Now it is known (see, e.g., $[9$, p. 133]) that a power series with positive coefficients having radius of convergence $\rho<\infty$ has a singularity (in the sense of analytic continuation) at $z=\rho$. But since $\operatorname{det}[F(1 / \rho)] \neq 0$ we see that $\operatorname{det}[D(1 / z)] / \operatorname{det}[F(1 / z)]$ is analytic in a disk centered at $\rho$ and agrees with $W(z)$ on that part of the disk where $|z|<\rho$. This contradiction shows that we
must have $\rho=\infty$ and it follows that (7) holds for $|z|>0$. But then $y_{n}^{1}=0$ for all sufficiently large $n$ since otherwise the left side of (7), but not the right side, would have an essential singularity at $z=0$. This contradicts the assumption that $\left\{y_{n}^{1}\right\}$ is nonoscillatory and the proof is complete.

Remark 1. It can easily be seen that the conclusion of Theorem 1 is also true when $k$ is a negative integer and $\operatorname{det} P_{k} \neq 0$.

Remark 2. It should be observed that we proved a little more than we stated in Theorem 1. Namely, if (1) has a solution $\left\{y_{n}\right\}$ with one component eventually zero, then the characteristic equation (2) has a real root.
3. Application to linear systems with piecewise constant arguments. Let [.] denote the greatest-integer function, $\mathbf{N}$ the set of nonnegative integers, and $\mathbf{R}^{r \times r}$ the set of all $r \times r$ matrices with real components.

In this section we will apply Theorem 1 to obtain necessary and sufficient conditions for the oscillation of all solutions of the system of linear differential equations with piecewise constant arguments

$$
\begin{equation*}
\dot{x}(t)+\sum_{j=-k}^{\ell} Q_{j} x([t+j])=0, \quad t \geq 0 \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
k, \ell \in \mathbf{N} \quad \text { and } \quad Q_{j} \in \mathbf{R}^{r \times r} \quad \text { for } \quad j=-k, \cdots, \ell . \tag{9}
\end{equation*}
$$

With (8) we associate initial conditions of the form

$$
\begin{equation*}
x(j)=a_{j} \quad \text { for } \quad j \in\{-k, \cdots, 0\} \cup\{0, \cdots, \ell-1\} \tag{10}
\end{equation*}
$$

with the convention that if $\ell=0$ the last set in (10) is empty.
By a solution of ( 8 ) we mean a function $x$ defined on the set $\{-k, \cdots, 0\} \cup(0, \infty)$ with values in $\mathbf{R}^{r}$ and which satisfies the following properties:
(i) $x$ is continuous on $[0, \infty)$.
(ii) The derivative $\dot{x}(t)$ exists at each point $t \in[0, \infty)$ with the possible exception of the points $t \in \mathbf{N}$ where finite one-sided derivatives exist.
(iii) Equation (2) is satisified on each interval $[n, n+1$ ) for $n \in N$.

Let $a_{j} \in \mathbf{R}^{r}$ for $\{-k, \cdots, 0\} \cup\{0, \cdots, \ell-1\}$ be given. Then, as we will show in Lemma 1, the intial value problem (8) and (10) has a unique solution provided that

$$
\begin{align*}
& \text { if } \quad \ell=1 \quad \text { then } \quad \operatorname{det}\left(Q_{1}+I\right) \neq 0  \tag{11}\\
& \text { if } \ell \geq 2 \quad \text { and } \quad k=0 \quad \text { then } \quad \operatorname{det} Q_{\ell} \neq 0
\end{align*}
$$

with no restrictions for other values of $k$ and $\ell$, where $I$ is the $r \times r$ identity matrix.
A solution $x(t)=\left[x_{1}(t), \cdots, x_{r}(t)\right]^{T}$ of (8) is called oscillatory if every component $x_{i}(t)$ has arbitrarily large zeros.

During the last few years there has been a lot of activity concerning the oscillation and asymptotic behavior of differential equations with piecewise constant arguments. See, for example, [1], [2], [5]-[8], and [10].

Among other things, equations with piecewise constant arguments provide the simplest examples of differential equations capable of displaying chaotic behavior. For example, as remarked in [10] the unique solution of the initial value problem

$$
\left\{\begin{array}{l}
\dot{y}(t)=3 y([t])-y^{2}([t]), \\
y(0)=a_{0}
\end{array}\right.
$$

has the property that

$$
y(n+1)=4 y(n)-y^{2}(n), \quad n=0,1, \cdots .
$$

If we choose $a_{0}=4 \sin ^{2}(\pi / 9)$ then the unique solution of this difference equation is $y(n)=4 \sin ^{2}\left(2^{n} \pi / 9\right)$ which has period 3 and hence exhibits chaotic behavior by the results of Li and Yorke [13]. See also [4].

The following lemma is the basic existence and uniqueness result for the initial value problem (8) and (10).

Lemma 1. Assume that (9) and (11) hold. Then the initial value problem (8) and (10) has a unique solution $x(t)$. Furthermore, $x(t)$ is given by

$$
\begin{equation*}
x(t)=a_{n}-\left(\sum_{j=-k}^{\ell} Q_{j} a_{n+j}\right)(t-n) \quad \text { for } \quad n \leq t<n+1 \quad \text { and } \quad n \in \mathbf{N} \tag{12}
\end{equation*}
$$

where $\left\{a_{n}\right\}$ is a sequence of vectors in $\mathbf{R}^{r}$ which satisfies the difference equation.

$$
\begin{equation*}
a_{n+1}+a_{n}-\sum_{j=-k}^{\ell} Q_{j} a_{n+j} \quad \text { for } \quad n=0,1, \cdots \tag{13}
\end{equation*}
$$

Proof. Let $x(t)$ be a solution of (8) and (10). Then in the interval $n \leq t<n+1$, for any $n \in \mathbf{N}$, (8) becomes

$$
\begin{equation*}
\dot{x}(t)+\sum_{j=-k}^{\ell} Q_{j} a_{n+j}=0, \quad n \leq t<n+1 \tag{14}
\end{equation*}
$$

where we use the notation

$$
a_{n}=x(n) \quad \text { for } \quad n \in\{-k, \cdots, 0,1, \cdots\} .
$$

Clearly, the solution of (14) with $x(n)=a_{n}$ is given by (12). By continuity of the solution, as $t \rightarrow n+1$, (12) yields (13). So far we have proved that if $x(t)$ is a solution of (8) and (10) then $x(t)$ is given by (12) where the sequence $\left\{a_{n}\right\}$ satisfies (13).

Conversely, let $\left\{a_{n}\right\}$ be the solution of (13) with initial values $a_{-k}, \cdots, a_{0}, \cdots, a_{\ell-1}$. Note that this solution exists and is unique provided that (11) holds. Now define $x(t)$ by (10) and (12). The it can easily be shown by direct substitution that $x(t)$ satisfies (8). The proof is complete.

The characteristic equation associated with the difference equation (13) is

$$
\begin{equation*}
\operatorname{det}\left(\lambda I-I+\sum_{j=-k}^{\ell} Q_{j} \lambda^{j}\right)=0 \tag{15}
\end{equation*}
$$

The main result in this section is the following theorem. For the scalar case see [12] and [15].

Theorem 2. Assume that conditions (9) and (11) hold. Then the following statements are equivalent:
(a) Every solution of (8) oscillates.
(b) Every solution of (13) oscillates.
(c) The characteristic equation (15) has no positive roots.

Proof. The fact that (b) is equivalent to (c) follows from Theorem 1. The proof of $(\mathrm{b}) \Rightarrow(\mathrm{a})$ is an obvious consequence of the fact that $x(n)=a_{n}$. It remains to show that $(\mathrm{a}) \Rightarrow(\mathrm{b})$. To this end, assume that every component of every solution of (8) oscillates but, for the sake of contradiction, assume that (13) has a solution $\left\{a_{n}\right\}$ which is nonoscillatory. Let

$$
a_{n}=\left[a_{n}^{1}, \cdots, a_{n}^{r}\right] .
$$

Then one of the components of $a_{n}$ is eventually positive or eventually negative. Without loss of generality we will assume that the first component $a_{n}^{1}$ is eventually positive; that is, there exists an $n_{0}$ such that $a_{n}^{1}>0$ for $n \geq n_{0}$. From (12) and (13) and the continuity of $x(t)$ we see that for $n \leq t \leq n+1$ and $n \in \mathbf{N}$

$$
x(t)=a_{n}-\left(a_{n}-a_{n+1}\right)(t-n)=[1-(t-n)] a_{n}+(t-n) a_{n+1} .
$$

Hence the first component of $x(t)=\left[x^{1}(t), \cdots, x^{r}(t)\right]$ is such that

$$
x^{1}(t)=[1-(t-n)] a_{n}^{1}+(t-n) a_{n+1}^{1}>0 .
$$

This contradicts the hypothesis that every component of $x(t)$ oscillates, and the proof is complete.
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#### Abstract

The concept of a generalized zero of a prepared solution of a superlinear matrix difference equation is introduced. Riccati techniques are used to establish necessary and sufficient conditions for all prepared solutions to be oscillatory.
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1. Introduction. In 1955, Atkinson [3] proved that the second-order superlinear scalar ordinary differential equation

$$
y^{\prime \prime}+f(t) y^{2 n+1}=0, \quad t \geqq 0
$$

with $f(t)>0$ and continuous for each $t \geqq 0$ is oscillatory if and only if

$$
\int_{0}^{\infty} t f(t) d t=\infty .
$$

Versions of this result for the $m \times m$ matrix differential equation

$$
\begin{equation*}
Y^{\prime \prime}+\left(Y^{n} Q(t) Y^{* n}\right) Y=0 \tag{1}
\end{equation*}
$$

have recently been obtained by Kura [12], Butler and Erbe [4], and Ahlbrandt, Ridenhour, and Thompson [2]. In [2], it is shown that, when $Q(t)$ is Hermitian, positive definite, and continuous for each $t \geqq 0$, a necessary and sufficient condition for all prepared solutions of (1) which extend to infinity to be oscillatory is that

$$
\int_{0}^{\infty} t \cdot \lambda_{\max }[Q(t)] d t=\infty .
$$

Here, $\lambda_{\max }[Q(t)]$ denotes the maximum eigenvalue of $Q(t)$.
In the past few years, several papers (e.g., [8], [9], [11], [14], and [15]) have appeared on the oscillation theory of second-order scalar difference equations. Mingarelli [13] has shown that Atkinson's superlinear oscillation theorem is valid for second-order real scalar difference equations. The oscillation of second-order linear matrix differential equations has been studied extensively (see [5]-[7] and the several references therein). Ahlbrandt and Hooker [1] have studied the principal solutions of second-order matrix difference equations.

Our results show that Atkinson's theorem also carries over to the case of secondorder superlinear matrix difference equations. In particular, we study the difference equation

$$
\begin{equation*}
\Delta^{2} Y(t-1)+\left[Y^{n}(t) Q(t) Y^{* n}(t)\right] Y(t)=0, \tag{2}
\end{equation*}
$$

where $\mathbb{Z}^{+}$is the set of positive integers, $t \in \mathbb{Z}^{+}, Y(t)$ and $Q(t)$ are $m \times m$ complex-valued matrices, $Y^{*}(t)$ is the Hermitian adjoint (i.e., conjugate transpose) of $Y(t)$, and $Q(t)$

[^63]is assumed to be Hermitian and positive definite for each $t \in \mathbb{Z}^{+}$. Since solutions are defined only at discrete points, the first consideration will be in arriving at an appropriate definition of zeros and generalized zeros of solutions. Once this is settled and a corresponding definition of an oscillatory prepared solution is made, the main result establishes that equation (2) is oscillatory if and only if
\[

$$
\begin{equation*}
\sum_{t=1}^{\infty} t \lambda_{\max }[Q(t)]=\infty . \tag{3}
\end{equation*}
$$

\]

Although we employ Riccati techniques similar to those in [2], the arguments are different and more subtle. The difficulty presented by the generalized zeros and an important interplay between two different Riccati variables have no counterpart in the differential equations case.
2. Preliminaries and definitions. We see from (2) that specifying the values of $Y(t)$ at two consecutive positive integers leads iteratively to a unique solution $Y(t)$ defined for all $t \in \mathbb{Z}^{+}$. Hence, solutions always exist on all of $\mathbb{Z}^{+}$even though (2) is nonlinear.

It is well known (see [2] and the references therein) that a satisfactory oscillation theory in the matrix case can be given only for the class of prepared solutions. A solution $Y(t)$ of (2) is said to be prepared if and only if

$$
Y^{*}(t) \Delta Y(t)=\Delta Y^{*}(t) Y(t), \quad t \in \mathbb{Z}^{+}
$$

It is easy to see that, for any solution $Y(t)$ of (2),

$$
\Delta\left[Y^{*}(t) \Delta Y(t)-\Delta Y^{*}(t) Y(t)\right]=K
$$

and the solution $Y(t)$ is prepared only when $K$ is the zero matrix.
Given a solution $Y(t)$ of (2), we introduce the Riccati functions $W(t)$ and $V(t)$, defined by

$$
W(t):=\Delta Y(t-1) Y^{-1}(t-1)
$$

and

$$
V(t):=\Delta Y(t-1) Y^{-1}(t)
$$

Obviously, $W(t)$ and $V(t)$ are defined only at integers $t$, where $Y^{-1}(t-1)$ and $Y^{-1}(t)$, respectively, exist. We have the following important identities relating $Y, W$, and $V$ :

$$
\begin{gather*}
W(t)+I=Y(t) Y^{-1}(t-1)  \tag{4}\\
I-V(t)=Y(t-1) Y^{-1}(t)=[W(t)+I]^{-1} . \tag{5}
\end{gather*}
$$

Here, as elsewhere, $I$ denotes the $m \times m$ identity matrix. We note that (4) follows from

$$
W(t)=\Delta Y(t-1) Y^{-1}(t-1)=[Y(t)-Y(t-1)] Y^{-1}(t-1)=Y(t) Y^{-1}(t-1)-I
$$

and (5) is proved in a similar fashion.
An absolutely essential fact in what follows is that, for a prepared solution of (2), Riccati functions $W(t)$ and $V(t)$ are Hermitian at points where they exist. The fact that $W(t)$ is Hermitian follows immediately from the definition of $W(t)$ and the fact that $Y(t)$ is prepared. We then see, from (5), that $V(t)$ is also Hermitian.

Let $Y(t)$ be a solution of (2). Using (2), (4), and the elementary formulas

$$
\Delta[A(t) B(t)]=A(t+1) \Delta B(t)+\Delta A(t) B(t)=\Delta A(t) B(t+1)+A(t) \Delta B(t)
$$

and

$$
\Delta\left[A^{-1}(t)\right]=-A^{-1}(t) \Delta A(t) A^{-1}(t+1)=-A^{-1}(t+1) \Delta A(t) A^{-1}(t),
$$

we obtain on intervals of integers where $W(t)$ exists that

$$
\begin{aligned}
\Delta W(t) & =\Delta^{2} Y(t-1) Y^{-1}(t)-\Delta Y(t-1) Y^{-1}(t) \Delta Y(t-1) Y^{-1}(t-1) \\
& =-Y^{n}(t) Q(t) Y^{* n}(t)-\Delta Y(t-1) Y^{-1}(t-1) Y(t-1) Y^{-1}(t) W(t)
\end{aligned}
$$

or

$$
\begin{equation*}
\Delta W(t)=-Y^{n}(t) Q(t) Y^{* n}(t)-W(t)[W(t)+I]^{-1} W(t) . \tag{6}
\end{equation*}
$$

We will refer to (6) as the Riccati equation associated with (2). It will play a central role in the analysis to follow. We could just as well have derived a Riccati equation for $V(t)$ that is very similar to (6) and have based our analysis on it; however, either one of these equations together with (4) and (5) yields all the necessary information.

We are ready to define what we mean by generalized zeros and oscillatory solutions.
Definition. We say a prepared solution $Y(t)$ of (2) has a generalized zero at $t_{0} \in \mathbb{Z}^{+}$if at least one of the eigenvalues of $W\left(t_{0}\right)+I$ is less than or equal to zero. A prepared solution $Y(t)$ of (2) is said to be oscillatory if, for any $n \in \mathbb{Z}^{+}, Y(t)$ has a generalized zero at some $t_{0}$ with $t_{0}>n$; otherwise, we say the prepared solution $Y(t)$ is nonoscillatory. Equation (2) is said to be oscillatory if all prepared solutions are oscillatory and is said to be nonoscillatory if there exists at least one prepared solution which is nonoscillatory.

At first glance, our definition of a generalized zero seems unnatural. We justify it below, collecting our reasons under four headings.
I. Real scalar equations. Following Hartman [8], a discrete solution $y(t)$ of a real scalar difference equation is said to have a generalized zero at $t$ if either $y(t)=0$ or $y(t-1)$ and $y(t)$ are of opposite signs. By (4), this occurs precisely when $w(t)+1 \leqq 0$.
II. Complex scalar equations. In this case, it follows from (4) and (2) that the function values of a prepared solution determine a set of points in the complex plane which all lie on a fixed line through the origin. When $w\left(t_{0}\right)+1<0$, the successive solution values $y\left(t_{0}-1\right)$ and $y\left(t_{0}\right)$ lie on opposite sides of the origin, a situation that agrees geometrically with the notion of a generalized zero.
III. Hermitian solutions. Suppose $Y(t)$ is a prepared Hermitian solution of (2) and $t_{0}-1$ is a positive integer for which $\operatorname{det}\left[Y\left(t_{0}-1\right)\right] \neq 0$. From matrix analysis [10, p. 229], if $A$ and $B$ are Hermitian with $A B=B A$, then there exists a unitary matrix $U$ which simultaneously diagonalizes both $A$ and $B$ (i.e., $U A U^{*}=D$ and $U B U^{*}=\Lambda$, where $D$ and $\Lambda$ are diagonal matrices). Since $Y\left(t_{0}\right)=\left[W\left(t_{0}\right)+I\right] Y\left(t_{0}-1\right)$ is Hermitian, it follows that there is a unitary matrix $U\left(t_{0}\right)$ such that

$$
U\left(t_{0}\right)\left[W\left(t_{0}\right)+I\right] U^{*}\left(t_{0}\right)=D\left(t_{0}\right)=\operatorname{diag}\left(d_{1}\left(t_{0}\right), \cdots, d_{m}\left(t_{0}\right)\right)
$$

and

$$
U\left(t_{0}\right) Y\left(t_{0}-1\right) U^{*}\left(t_{0}\right)=\Lambda\left(t_{0}\right)=\operatorname{diag}\left(\lambda_{1}\left(t_{0}\right), \cdots, \lambda_{m}\left(t_{0}\right)\right)
$$

with $U\left(t_{0}\right) U^{*}\left(t_{0}\right)=I$. Therefore

$$
\begin{aligned}
Y\left(t_{0}\right) & =U^{*}\left(t_{0}\right) D\left(t_{0}\right) U\left(t_{0}\right) U^{*}\left(t_{0}\right) \Lambda\left(t_{0}\right) U\left(t_{0}\right) \\
& =U^{*}\left(t_{0}\right) \operatorname{diag}\left(d_{1}\left(t_{0}\right) \lambda_{1}\left(t_{0}\right), \cdots, d_{m}\left(t_{0}\right) \lambda_{m}\left(t_{0}\right)\right) U\left(t_{0}\right) .
\end{aligned}
$$

This shows that the eigenvalues of $Y\left(t_{0}\right)$ are products of eigenvalues of $W\left(t_{0}\right)+I$ with eigenvalues of $Y\left(t_{0}-1\right)$. That is, the unitary transformation $U\left(t_{0}\right)$ allows "tracking"
of eigenvalues in that the eigenvalue $\lambda_{i}\left(t_{0}\right)$ of $Y\left(t_{0}-1\right)$ is transformed into the eigenvalue $d_{i}\left(t_{0}\right) \lambda_{i}\left(t_{0}\right)$ of $Y\left(t_{0}\right)$. If some eigenvalue $d_{i}\left(t_{0}\right)$ of $W\left(t_{0}\right)+I$ is zero or negative, then the iteration from $Y\left(t_{0}-1\right)$ to $Y\left(t_{0}\right)$ either produces a singular matrix $Y\left(t_{0}\right)$ or an eigenvalue that changes sign. In a continuous evolution, an eigenvalue that changes sign must pass through zero yielding a point at which the matrix is singular. Therefore, a zero or negative eigenvalue of $W\left(t_{0}\right)+I$ implies the presence of a singularity of $Y(t)$ in passing from $Y\left(t_{0}-1\right)$ to $Y\left(t_{0}\right)$, thus supporting our definition of a generalized zero.

We now give an example which further illustrates the correctness of our definition in the case of Hermitian solutions. If there exists a constant unitary matrix $U$ which diagonalizes $Q(t)$ for all $t \in \mathbb{Z}^{+}$, say, $U Q(t) U^{*}=D(t)=\operatorname{diag}\left(d_{1}(t), \cdots, d_{m}(t)\right)$, then it is easy to see that $Y(t)=U^{*} Z(t) U$ is a prepared Hermitian solution of (2) provided that $Z(t)$ is a diagonal solution of

$$
\Delta^{2} Z(t-1)+Z^{n}(t) D(t) Z^{n+1}(t)=0
$$

If $Q(t)$ is the constant matrix given by

$$
Q=\left[\begin{array}{rr}
1.64 & -0.48 \\
-0.48 & 1.36
\end{array}\right],
$$

this technique can be used to find that $Y_{0}(t)$ given by

$$
\begin{align*}
Y_{0}(t)=\left\{\left[\begin{array}{rr}
-0.28 & 0.96 \\
0.96 & 0.28
\end{array}\right],\left[\begin{array}{rr}
0.56 & -1.92 \\
-1.92 & -0.56
\end{array}\right],\left[\begin{array}{rr}
-5.96 & 6.72 \\
6.72 & -2.04
\end{array}\right],\right. \\
{\left.\left[\begin{array}{rr}
1681.5 & -1275.4 \\
-1275.4 & 937.5
\end{array}\right], \cdots\right\} } \tag{7}
\end{align*}
$$

is a prepared Hermitian solution of

$$
\begin{equation*}
\Delta^{2} Y(t-1)+Y(t) Q Y^{*}(t) Y(t)=0 . \tag{8}
\end{equation*}
$$

The sequence of eigenvalue pairs of $Y_{0}(t)$ is

$$
\{(1,-1),(2,-2),(3,-1),(2638,-19), \cdots\} .
$$

Since the eigenvalues of $Q$ are $\lambda=1$ and $\lambda=2$ and (3) is consequently satisfied, all prepared solutions of (8), including $Y_{0}(t)$, ought to be oscillatory. Yet, simply by looking at $Y_{0}(t)$ as given in (7), or at the sequence of eigenvalue pairs, or perhaps at something like the sequence $\left\{\operatorname{det}\left(Y_{0}(t)\right)\right\}$, it is difficult to detect why we ought to consider $Y_{0}(t)$ oscillatory. However, the sequence $\left\{W_{0}(t)+I\right\}$ has

$$
\{(-2,-2),(-5.5,-1.5),(-239.82,-6.33), \cdots\}
$$

as the corresponding sequence of eigenvalue pairs indicating that both eigenvalues of $Y_{0}(t)$ actually change sign at each iteration; hence, $Y_{0}(t)$ has infinitely many generalized zeros and is oscillatory by our definition.
IV. The general case. We will prove in the next section that (2) is oscillatory if and only if (3) holds. Therefore, the above definitions are appropriate for non-Hermitian as well as Hermitian solutions if the principal aim is to construct an oscillation theory for matrix difference equations which parallels the known results for matrix differential equations.
3. Main results. For any $m \times m$ Hermitian matrix $H$, we let $\lambda_{1}(H) \leqq \lambda_{2}(H) \leqq \cdots \leqq$ $\lambda_{m}(H)$ denote the eigenvalues. Also, $\lambda_{\max }(H)$ and $\lambda_{\min }(H)$ will denote the maximum and minimum eigenvalues of $H$, respectively. We now mention three eigenvalue inequalities that will be used below. For the purpose of describing these inequalities,
assume $H_{1}$ and $H_{2}$ are any $m \times m$ Hermitian matrices, $P$ is any $m \times m$ matrix that is Hermitian and positive definite, and $A$ is any $m \times m$ matrix. The three inequalities are

$$
\begin{aligned}
& \lambda_{k}\left(H_{1}\right)+\lambda_{1}\left(H_{2}\right) \leqq \lambda_{k}\left(H_{1}+H_{2}\right) \leqq \lambda_{k}\left(H_{1}\right)+\lambda_{m}\left(H_{2}\right), \\
& \lambda_{k}\left(A P A^{*}\right) \geqq \lambda_{k}(P) \lambda_{1}\left(A A^{*}\right), \\
& \lambda_{k}\left(A P A^{*}\right) \geqq \lambda_{k}\left(A A^{*}\right) \lambda_{1}(P),
\end{aligned}
$$

all valid for $1 \leqq k \leqq m$. The first is due to Weyl [10, p. 181], the second is due to Ostrowski [ 10 , pp. 224-225], and the third is an immediate consequence of the CourantFischer min-max theorem [10, p. 179].

We begin by proving a lemma which gives detailed information about the Riccati functions.

Lemma. Suppose $Y(t)$ is a nonoscillatory prepared solution of (2). Then there exists $t_{0} \in \mathbb{Z}^{+}$such that $W(t)$ and $V(t)$ are both positive definite and decreasing for $t \geqq t_{0}$ with

$$
\begin{equation*}
\lim _{t \rightarrow \infty} W(t)=\lim _{t \rightarrow \infty} V(t)=0 . \tag{9}
\end{equation*}
$$

Furthermore, multiplication of $W(t)$ and $V(t)$ is commutative at points where both exist and $W(t) V(t)=V(t) W(t)$ is positive definite for $t \geqq t_{0}$.

Proof. Since $Y(t)$ is nonoscillatory and prepared, we begin by choosing $t_{0} \in \mathbb{Z}^{+}$ so that $W(t)+I>0$ for $t \geqq t_{0}$. Since $Q(t)$ is also positive definite, we see from the Riccati equation, Ostrowski's inequality, and Weyl's inequality that $\Delta W(t)<0$ for $t \geqq t_{0}$. Hence, by Weyl's inequality, each eigenvalue $\lambda_{k}[W(t)], 1 \leqq k \leqq m$, is a decreasing function of $t$ for $t \geqq t_{0}$. Furthermore, each $\lambda_{k}[W(t)]$ is bounded below for $t \geqq t_{0}$ since $W(t)+I>0$. Therefore, $\lim _{t \rightarrow \infty} \lambda_{k}[W(t)]$ exists for $1 \leqq k \leqq m$. Since the eigenvalues of $W(t)+I$ decrease but remain positive, the eigenvalues of $[W(t)+I]^{-1}$ are positive and increasing for $t \geqq t_{0}$.

From the Riccati equation and the above-mentioned eigenvalue inequalities we obtain

$$
\begin{align*}
\lambda_{k}[-\Delta W(t)] & >\lambda_{k}\left\{W(t)[W(t)+I]^{-1} W(t)\right\} \\
& \geqq \lambda_{k}\left[W^{2}(t)\right] \lambda_{\min }\left([W(t)+I]^{-1}\right)  \tag{10}\\
& \geqq\left\{\lambda_{k}[W(t)]\right\}^{2} \lambda_{\min }\left(\left[W\left(t_{0}\right)+I\right]^{-1}\right),
\end{align*}
$$

valid for $1 \leqq k \leqq m$ and $t \geqq t_{0}$. We claim that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \lambda_{k}[W(t)]=0 \tag{11}
\end{equation*}
$$

holds for $1 \leqq k \leqq m$. Suppose not. We choose $k_{0}$ with $1 \leqq k_{0} \leqq m$ such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \lambda_{k_{0}}[W(t)]=\lambda_{0} \neq 0 . \tag{12}
\end{equation*}
$$

In view of (10) and (12), we then choose an integer $t_{1}$ with $t_{1} \geqq t_{0}$ and a positive number $\delta$ such that

$$
\begin{equation*}
\lambda_{k_{0}}[-\Delta W(t)]>\delta \quad \text { for } t \geqq t_{1} . \tag{13}
\end{equation*}
$$

But this leads to (letting $\operatorname{tr}(A)$ denote the trace of $A$ ):

$$
\begin{aligned}
\lambda_{\max }\left[-W(t)+W\left(t_{1}\right)\right] & =\lambda_{\max }\left[\sum_{\tau=t_{1}}^{t-1}-\Delta W(\tau)\right] \geqq \frac{1}{m} \operatorname{tr}\left[\sum_{\tau=t_{1}}^{t-1}-\Delta W(\tau)\right] \\
& =\frac{1}{m} \sum_{\tau=t_{1}}^{t-1} \operatorname{tr}[-\Delta W(\tau)] \geqq \frac{1}{m} \sum_{\tau=t_{1}}^{t-1} \lambda_{k_{0}}[-\Delta W(\tau)] .
\end{aligned}
$$

By (13), this implies $\lambda_{\max }\left[-W(t)+W\left(t_{1}\right)\right] \rightarrow \infty$ and $\lambda_{\min }[W(t)] \rightarrow-\infty$ as $t \rightarrow \infty$. But this contradicts the fact that the eigenvalues of $W(t)$ are bounded below for $t \geqq t_{0}$.

This proves that (11) holds and, consequently, that $\lim _{t \rightarrow \infty} W(t)=0$. Therefore, $W(t)$ is positive for $t \geqq t_{0}, t \in \mathbb{Z}^{+}$. From (5),

$$
V(t)=I-[W(t)+I]^{-1},
$$

so the eigenvalues of $V(t)$ are also positive and decreasing for $t \geqq t_{0}$, with $\lim _{t \rightarrow \infty} \lambda_{k}[V(t)]=0$ for $1 \leqq k \leqq m$ showing that (9) holds.

Finally, from (5), we see that

$$
[W(t)+I][I-V(t)]=I=[I-V(t)][W(t)+I],
$$

from which it follows that

$$
W(t) V(t)=V(t) W(t)=W(t)-V(t)
$$

at all integers $t$ where both $W(t)$ and $V(t)$ exist. Since

$$
\begin{aligned}
V(t)[W(t)+I] V(t) & =V(t) W(t) V(t)+V^{2}(t) \\
& =[W(t)-V(t)] V(t)+V^{2}(t) \\
& =W(t) V(t),
\end{aligned}
$$

we see that $W(t) V(t)=V(t) W(t)$ is positive for $t \geqq t_{0}$ completing the proof of the lemma.

The main result is the following theorem.
Theorem 1. Suppose $Q(t)$ is Hermitian and positive definite for all $t \in \mathbb{Z}^{+}$. Then equation (2) is oscillatory if and only if (3) holds.

Proof. We first assume $n=1$ (a cubic nonlinearity) in (2). The general case will be treated later. Suppose (3) holds but (2) has a nonoscillatory prepared solution $Y(t)$. Applying the lemma, we choose $t_{0} \in \mathbb{Z}^{+}$so that $Y(t)$ is invertible and the matrices $W(t), V(t)$, and $W(t) V(t)=V(t) W(t)$ are all positive definite for $t \geqq t_{0}-1, t \in \mathbb{Z}^{+}$.

In the next few steps, we derive an identity relating $t Q(t)$ to $Y(t), W(t)$, and $V(t)$. First,

$$
\begin{align*}
\Delta\left[Y^{-1}(t-1) Y^{*-1}(t-1)\right]=- & Y^{-1}(t) \Delta Y(t-1) Y^{-1}(t-1) Y^{*-1}(t) \\
& -Y^{-1}(t-1) Y^{*-1}(t) \Delta Y^{*}(t-1) Y^{*-1}(t-1)  \tag{14}\\
=- & Y^{-1}(t) W(t) Y^{*-1}(t) \\
& -Y^{-1}(t-1) V(t) Y^{*-1}(t-1) .
\end{align*}
$$

Using the product rule

$$
\begin{aligned}
\Delta[A(t) B(t) C(t) D(t) E(t)]= & A(t+1) B(t+1) C(t+1) D(t+1) \Delta E(t) \\
& +A(t+1) \Delta B(t) C(t+1) D(t+1) E(t) \\
& +A(t+1) B(t) \Delta C(t) D(t+1) E(t) \\
& +A(t+1) B(t) C(t) \Delta D(t) E(t) \\
& +\Delta A(t) B(t) C(t) D(t) E(t),
\end{aligned}
$$

we obtain

$$
\begin{align*}
& \Delta\left[(t-1) Y^{-1}(t) \Delta Y(t-1) Y^{-1}(t-1) Y^{*-1}(t)\right] \\
&=-t Y^{-1}(t+1) \Delta Y(t) Y^{-1}(t) Y^{*-1}(t) \Delta Y^{*}(t) Y^{*-1}(t+1) \\
&-t Y^{-1}(t) \Delta Y(t) Y^{-1}(t+1) \Delta Y(t) Y^{-1}(t) Y^{*-1}(t)-t Q(t) \\
&-t Y^{-1}(t) \Delta Y(t-1) Y^{-1}(t) \Delta Y(t-1) Y^{-1}(t-1) Y^{*-1}(t)  \tag{15}\\
&+Y^{-1}(t) \Delta Y(t-1) Y^{-1}(t-1) Y^{*-1}(t) \\
&=-t Y^{-1}(t+1) W^{2}(t+1) Y^{*-1}(t+1) \\
&-t Y^{-1}(t) V(t+1) W(t+1) Y^{*-1}(t) \\
&-t Q(t)-t Y^{-1}(t) V(t) W(t) Y^{*-1}(t)+Y^{-1}(t) W(t) Y^{*-1}(t) .
\end{align*}
$$

Applying the following slightly different form of the product rule,

$$
\begin{aligned}
& \Delta[A(t) B(t) C(t) D(t) E(t)] \\
& =A(t+1) B(t+1) C(t+1) \Delta D(t) E(t+1) \\
& \quad+A(t+1) B(t+1) \Delta C(t) D(t) E(t+1)+A(t+1) \Delta B(t) C(t) D(t) E(t+1) \\
& \quad+A(t+1) B(t) C(t) D(t) \Delta E(t)+\Delta A(t) B(t) C(t) D(t) E(t),
\end{aligned}
$$

we find that

$$
\begin{align*}
& \Delta\left[(t-1) Y^{-1}(t-1) \Delta Y(t-1) Y^{-1}(t) Y^{*-1}(t-1)\right] \\
&=-t Y^{-1}(t) W(t+1) V(t+1) Y^{*-1}(t)-t Q(t) \\
&-t Y^{-1}(t) W(t) V(t) Y^{*-1}(t)-t Y^{-1}(t-1) V^{2}(t) Y^{*-1}(t-1)  \tag{16}\\
&+Y^{-1}(t-1) V(t) Y^{*-1}(t-1) .
\end{align*}
$$

Combining (14)-(16), we have the identity

$$
\begin{array}{rl}
\Delta\left[Y^{-1}(t-1) Y^{*-1}(t-1)\right]=-t & H(t)-2 t Q(t)-\Delta\left[(t-1) Y^{-1}(t) W(t) Y^{*-1}(t)\right] \\
& -\Delta\left[(t-1) Y^{-1}(t-1) V(t) Y^{*-1}(t-1)\right] \tag{17}
\end{array}
$$

where

$$
\begin{aligned}
H(t)= & Y^{-1}(t+1) W^{2}(t+1) Y^{*-1}(t+1)+Y^{-1}(t-1) V^{2}(t) Y^{*-1}(t-1) \\
& +Y^{-1}(t)[2 V(t+1) W(t+1)+2 V(t) W(t)] Y^{*-1}(t) .
\end{aligned}
$$

Summing both sides of (17) yields

$$
\begin{align*}
2 \sum_{\tau=t_{0}}^{t-1} \tau Q(\tau)= & -\sum_{\tau=t_{0}}^{t-1} \tau H(\tau)-Y^{-1}(t-1) Y^{*-1}(t-1)  \tag{18}\\
& -(t-1)\left[Y^{-1}(t) W(t) Y^{*-1}(t)+Y^{-1}(t-1) V(t) Y^{*-1}(t-1)\right]+C,
\end{align*}
$$

where $C$ is a constant Hermitian matrix.
For $t \geqq t_{0}+1$, all terms except $C$ on the right-hand side of (18) are negative definite and consequently there is a real constant $K$ such that

$$
\lambda_{\max }\left(\sum_{\tau=t_{0}}^{t-1} \tau Q(\tau)\right) \leqq K \quad \text { for } t \geqq t_{0}+1 .
$$

By Weyl's inequality, there is another constant $K_{1}$ so that

$$
\begin{equation*}
\lambda_{\max }\left(\sum_{\tau=1}^{t-1} \tau Q(\tau)\right) \leqq K_{1} \quad \text { for } t \geqq t_{0}+1 . \tag{19}
\end{equation*}
$$

However,

$$
\begin{align*}
\lambda_{\max }\left(\sum_{\tau=1}^{t-1} \tau Q(\tau)\right) & \geqq \frac{1}{m} \operatorname{tr}\left(\sum_{\tau=1}^{t-1} \tau Q(\tau)\right) \\
& =\frac{1}{m} \sum_{\tau=1}^{t-1} \operatorname{tr}[\tau Q(\tau)]  \tag{20}\\
& \geqq \frac{1}{m} \sum_{\tau=1}^{t-1} \lambda_{\max }[\tau Q(\tau)] .
\end{align*}
$$

By (3), $\sum_{\tau=1}^{t-1} \lambda_{\text {max }}[\tau Q(\tau)] \rightarrow \infty$ as $t \rightarrow \infty$, contradicting (19).
This proves that (3) is a sufficient condition for (2) to be oscillatory in the case $n=1$. We now prove the same in the case of a general positive integer $n$. Suppose to the contrary that (3) holds but there is a positive integer $n$ such that (2) has a prepared nonoscillatory solution $Y_{0}(t)$. First, since $Y_{0}(t)$ is nonoscillatory, we choose $t_{0} \in \mathbb{Z}^{+}$ such that $Y_{0}(t)$ is invertible for $t \geqq t_{0}$ and the Riccati functions $W_{0}(t)$ and $V_{0}(t)$ are positive definite for $t \geqq t_{0}$. We let $Q_{0}(t)$ be defined by

$$
Q_{0}(t)=Y_{0}^{n-1}(t) Q(t) Y_{0}^{* n-1}(t), \quad t \in \mathbb{Z}^{+} .
$$

We note that $Y_{0}(t)$ is also a nonoscillatory prepared solution of

$$
\begin{equation*}
\Delta^{2} Y(t-1)+Y(t) Q_{0}(t) Y^{*}(t) Y(t)=0, \quad t \in \mathbb{Z}^{+} \tag{21}
\end{equation*}
$$

Now $Y_{0}^{*}(t) Y_{0}(t)$ and $Y_{0}(t) Y_{0}^{*}(t)$ have the same eigenvalues; furthermore, for $t \geqq t_{0}$ we have

$$
\begin{align*}
\Delta\left[Y_{0}^{*}(t) Y_{0}(t)\right] & =Y_{0}^{*}(t+1) \Delta Y_{0}(t)+Y_{0}^{*}(t) \Delta Y_{0}(t) \\
& =Y_{0}^{*}(t+1) V_{0}(t+1) Y_{0}(t+1)+Y_{0}^{*}(t) W_{0}(t+1) Y_{0}(t) . \tag{22}
\end{align*}
$$

From (22), we see that $\Delta\left[Y_{0}^{*}(t) Y_{0}(t)\right]>0$ for $t \geqq t_{0}$ so the eigenvalues of $Y_{0}(t) Y_{0}^{*}(t)$ are increasing; hence, we choose a positive real number $\delta$ so that $\lambda_{\text {min }}\left[Y_{0}(t) Y_{0}^{*}(t)\right]>\delta$ for $t \geqq t_{0}, t \in \mathbb{Z}^{+}$. By Ostrowski's inequality,

$$
\lambda_{\max }\left[\mathrm{Q}_{0}(\mathrm{t})\right] \geqq \lambda_{\max }[Q(t)] \cdot \delta^{n-1} \quad \text { for } t \geqq t_{0} .
$$

Hence, $Q_{0}(t)$ is Hermitian and positive definite for $t \geqq t_{0}$ with

$$
\sum_{t=1}^{\infty} t \lambda_{\max }\left[Q_{0}(t)\right]=\infty .
$$

Even though $Q_{0}(t)$ may only be positive semi-definite rather than positive definite for $t<t_{0}$ and $t \in \mathbb{Z}^{+}$, it is clear from the first part of the proof that (21) is oscillatory. Since $Y_{0}(t)$ is a nonoscillatory solution, we have reached a contradiction.

This completes the proof that (2) is oscillatory if (3) holds. Now we prove that (3) is a necessary condition if (2) is to be oscillatory.

Suppose that

$$
\begin{equation*}
\sum_{t=1}^{\infty} t \lambda_{\max }\left[Q_{0}(t)\right]<\infty . \tag{23}
\end{equation*}
$$

We need to show that there is at least one nonoscillatory prepared solution of (2). Atkinson's original proof [3] in this direction can be recast as an application of the contraction mapping principle; our proof is in the same vein with some adjustment necessary because of the different matrix norms.

We begin by recalling some facts from elementary matrix analysis [10, Chap. 5]. Let $\mathcal{M}_{m}$ denote the set of $m \times m$ complex matrices, let $|z|$ denote the modulus of the complex number $z$, and let $A_{i j}$ denote the entry in the $i$ th row and $j$ th column of a matrix $A$. Further, let $\|\|\cdot\|\|_{\infty},\| \| \cdot \|_{1}$, and $\|\mid \cdot\|_{2}$ be the matrix norms on $\mathcal{M}_{m}$ induced by the $l_{\infty}, l_{1}$, and $l_{2}$ vector norms, respectively. Then $\|\cdot\| \|_{\infty}$ is the maximum row sum norm, $\|\mid \cdot\|_{1}$ is the maximum column sum norm, and $\left\|\|\cdot\|_{2}\right.$ is the spectral norm with $\| \mid A \|_{2}=$ $\left[\lambda_{\max }\left(A A^{*}\right)\right]^{1 / 2}$ for $A \in \mathcal{M}_{m}$ and $\|H\|_{2}=\lambda_{\max }(H)$ when $H$ is Hermitian and positive semi-definite. The inequalities

$$
\|A\|_{\infty} \leqq \sqrt{m}\|A\|_{2}, \quad\|A\|_{1} \leqq \sqrt{m}\|A\|_{2}, \quad \text { and } \quad\|A\|_{1} \leqq m\|A\|_{\infty}
$$

hold for all $A \in \mathcal{M}_{m}$. In addition, the submultiplicativity of matrix norms will play a key role.

If $t_{0}$ is a fixed positive integer, then a direct calculation shows that any $m \times m$ complex matrix-valued function $Y(t)$ defined for $t \geqq t_{0}$ and satisfying the equation

$$
\begin{equation*}
Y(t)=I-\sum_{s=t+1}^{\infty}(s-t) Y^{n}(s) Q(s) Y^{* n}(s) Y(s) \tag{24}
\end{equation*}
$$

also satisfies (2) for $t \geqq t_{0}$. We will apply the contraction mapping principle to produce a solution of (24). First, we choose $t_{0} \in \mathbb{Z}^{+}$so large that

$$
\begin{equation*}
\sum_{s=t_{0}}^{\infty} s \lambda_{\max }[Q(s)]<m^{-5 / 2} 2^{-2 n}(2 n+1)^{-1} . \tag{25}
\end{equation*}
$$

We let $\mathscr{X}_{t_{0}}$ denote the set of all $m \times m$ complex matrix-valued functions $U(t)$ defined for integers $t \geqq t_{0}$ and such that $\lim _{t \rightarrow \infty} U(t)$ exists as a finite matrix. For $U \in \mathscr{X}_{t_{0}}$, let

$$
\|U\|\left\|=\sup _{t \geq t_{0}}\right\| U(t) \|_{\infty} .
$$

Then $\mathscr{X}_{t_{0}}$ equipped with this norm is a Banach space. Let $\mathscr{A}=\left\{U \in \mathscr{X}_{t_{0}}:\|U-I\| \leqq 1\right\}$. Then $\mathscr{A}$ is a closed and nonempty subset of $\mathscr{X}_{t_{0}}$. For $Y \in \mathscr{A}$, define $T Y$ by

$$
\begin{equation*}
T Y(t)=I-\sum_{s=t+1}^{\infty}(s-t) Y^{n}(s) Q(s) Y^{* n}(s) Y(s) \tag{26}
\end{equation*}
$$

Take $Y \in \mathscr{A}$. Then, for $s \geqq t$,

$$
\begin{align*}
\left|\left[(s-t) Y^{n}(s) Q(s) Y^{* n}(s) Y(s)\right]_{i j}\right| & \leqq\left\|(s-t) Y^{n}(s) Q(s) Y^{* n}(s) Y(s)\right\|_{\infty} \\
& \leqq s\|Y(s)\|_{\infty}^{n+1}\left\|Y^{n}(s)\right\|_{1}\|Q(s)\|_{\infty}  \tag{27}\\
& \leqq s m\|Y\|^{n+1} \cdot m\left\|Y^{n}(s)\right\|_{\infty} \cdot \sqrt{m}\|Q(s)\|_{2} \\
& \leqq 2^{2 n+1} m^{3 / 2} s \lambda_{\max }[Q(s)] .
\end{align*}
$$

From (27), we see that the series on the right-hand side of (26) is convergent for all $t \in \mathbb{Z}^{+}$. Moreover, from (25) and (26), we see that, for $t \geqq t_{0}$,

$$
\|T Y(t)-I\|_{\infty} \leqq 2^{2 n+1} m^{5 / 2} \sum_{s=t_{0}+1}^{\infty} s \lambda_{\max }[Q(s)]<1 .
$$

Therefore $\|T Y-I\| \leqq 1$. Since $\lim _{t \rightarrow \infty} T Y(t)=I$, we see that $T$ is a mapping from $\mathscr{A}$ into $\mathscr{A}$.

For $Y$ and $Z$ in $\mathscr{A}$ and $t \geqq t_{0}$, we have

$$
\begin{align*}
\left|[T Y(t)-T Z(t)]_{i j}\right| \leqq & \sum_{s=t_{0}+1}^{\infty} s \| \\
& \quad Y^{n}(s) Q(s) Y^{* n}(s) Y(s)  \tag{28}\\
& Z^{n}(s) Z^{* n}(s) Z(s) \|_{\infty} .
\end{align*}
$$

Shortening the notation in a self-evident way,

$$
\begin{align*}
& \| Y^{n} Q Y^{* n} Y-Z^{n} Q Z^{* n} Z \|_{\infty} \\
& \leqq\left\|Y^{n} Q Y^{* n} Y-Y^{n} Q Y^{* n} Z\right\|_{\infty} \\
& \quad+\| \| Y^{n} Q Y^{* n} Z-Y^{n} Q Z^{* n} Z\left\|_{\infty}+\right\| Y^{n} Q Z^{* n} Z-Z^{n} Q Z^{* n} Z \|_{\infty} \\
& \leqq\|Y\|_{\infty}^{n} \cdot \sqrt{m} \lambda_{\max }(Q) \cdot m\left\|Y^{n}\right\|_{\infty}\| \| Y-Z \|_{\infty}  \tag{29}\\
& \quad+\left\|Y^{n}\right\|_{\infty} \cdot \sqrt{m} \lambda_{\max }(Q) \cdot m\left\|Y^{n}-Z^{n}\right\|_{\infty}\|Z\|_{\infty} \\
&+\| \| Y^{n}-Z^{n}\left\|_{\infty} \cdot \sqrt{m} \lambda_{\max }(Q) \cdot m\right\| Z \|_{\infty}^{n+1} .
\end{align*}
$$

Also,

$$
\begin{align*}
\left\|Y^{n}-Z^{n}\right\|_{\infty} & \leqq\left\|Y^{n}-Y^{n-1} Z\right\|_{\infty}+\left\|Y^{n-1} Z-Y^{n-2} Z^{2}\right\|_{\infty}+\cdots+\left\|Y Z^{n-1}-Z^{n}\right\|_{\infty} \\
& \leqq\left\|Y^{n-1}(Y-Z)\right\|_{\infty}+\left\|Y^{n-2}(Y-Z) Z\right\|_{\infty}+\cdots+\left\|(Y-Z) Z^{n-1}\right\|_{\infty}  \tag{30}\\
& \leqq n \cdot 2^{n-1}\|Y-Z\|_{\infty} .
\end{align*}
$$

Combining (29) and (30) yields

$$
\begin{equation*}
\left\|Y^{n} Q Y^{* n} Y-Z^{n} Q Z^{* n} Z\right\|_{\infty} \leqq(2 n+1) \cdot 2^{2 n} \cdot m^{3 / 2} \lambda_{\max }(Q)\|Y-Z\|_{\infty} . \tag{31}
\end{equation*}
$$

From (28) and (31), we then find

$$
\|T Y-T Z\| \leqq\left[m^{5 / 2}(2 n+1) 2^{2 n} \sum_{s=t_{0}+1}^{\infty} s \lambda_{\max }[Q(s)]\right]\|Y-Z\| \| .
$$

Therefore, from (25), it follows that $T: \mathscr{A} \rightarrow \mathscr{A}$ is a contraction mapping.
Consequently, there is a solution $Y(t)$ of (24) which is also a solution of (2) for $t \geqq t_{0}$. Extending this solution backward to $t=1$, we obtain a solution for all $t$ satisfying (24) for $t \geqq t_{0}$. Since

$$
\lim _{t \rightarrow \infty} Y(t)=I \quad \text { and } \quad \lim _{t \rightarrow \infty} \Delta Y(t)=0
$$

it follows that $Y(t)$ is a prepared solution of (2). Finally

$$
\lim _{t \rightarrow \infty} W(t)=\lim _{t \rightarrow \infty} \Delta Y(t-1) Y^{-1}(t-1)=0,
$$

so $W(t)+I \rightarrow I$ as $t \rightarrow \infty$, making $Y(t)$ a nonoscillatory solution of (2).
This completes the proof of Theorem 1.
4. Extensions to more general equations. If equation (2) is altered slightly, the analysis changes somewhat. Let $H_{n}(t)$ denote a general $n$th degree product of $Y(t)$ and $Y^{*}(t)$; that is,

$$
H_{n}(t)=Z_{1}(t) Z_{2}(t) \cdots Z_{n}(t),
$$

where each $Z_{i}(t), 1 \leqq i \leqq n$, is either $Y(t)$ or $Y^{*}(t)$. Additionally, take $H_{0}(t)=I$. Consider the equations

$$
\begin{align*}
& \Delta^{2} Y(t-1)+\left[Y(t) H_{n-1}(t) Q(t) H_{n-1}^{*}(t) Y^{*}(t)\right] Y(t)=0  \tag{32}\\
& \Delta^{2} Y(t-1)+\left[Y^{*}(t) H_{n-1}(t) Q(t) H_{n-1}^{*}(t) Y(t)\right] Y(t)=0 \tag{33}
\end{align*}
$$

Then (2) is a special case of (32) with $Z_{i}(t)=Y(t)$ for $1 \leqq i \leqq n-1$ and

$$
\Delta^{2} Y(t-1)+Y^{* n}(t) Q(t) Y^{n+1}(t)=0
$$

is a special case of (33) with $Z_{i}(t)=Y^{*}(t)$ for $1 \leqq i \leqq n-1$.
The definition of a prepared solution, the Riccati functions $W(t)$ and $V(t)$, and the definition of generalized zeros is the same as above. Following a development along the lines of that in [2] for matrix differential equations, we are led to Theorem 2 below. Since all the ideas that set the difference equations apart from the differential equations are already presented in the development of Theorem 1, we omit the proof.

Theorem 2. Suppose $Q(t)$ is Hermitian and positive definite for all $t \in \mathbb{Z}^{+}$. Then equation (32) is oscillatory if and only if (3) holds. Equation (33) is oscillatory provided that

$$
\sum_{t=1}^{\infty} t \lambda_{\min }[Q(t)]=\infty
$$

and is nonoscillatory when

$$
\sum_{t=1}^{\infty} t \lambda_{\max }[Q(t)]<\infty .
$$
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# AN $H_{0}^{m}$ INTERPOLATION RESULT* 
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#### Abstract

This paper presents a proof of an interpolation result related to the approximation theory for higher-order finite element or spectral methods when $C^{1}$ (or higher) regularity is convenient for the finite-dimensional subspaces. This can be a natural choice, for example, for the Stokes problem, the biharmonic problem, or higher-order plate and shell models. It is shown that the same intermediate spaces are obtained whether one (1) interpolates between two Sobolev spaces defined on a domain with nonsmooth boundary first and then enforces the homogeneous boundary conditions afterwards or (2) interpolates between two Sobolev spaces where the homogeneous boundary conditions are enforced throughout the interpolation process.
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1. Introduction. The aim of this note is to prove an interpolation result for domains in $\mathbf{R}^{2}$ with finitely many corners and otherwise smooth boundary. We consider a bounded open set $\Omega$ of $\mathbf{R}^{2}$, whose boundary is a curvilinear polygon of class $C^{\infty}$ (see [6]). We denote each of the $C^{\infty}$ curves which constitute the boundary by $\overline{\Gamma_{j}}$ for some $j$ ranging from 1 to $N$. The curve $\overline{\Gamma_{j+1}}$ follows $\overline{\Gamma_{j}}$ according to the positive orientation, on each connected component of $\Gamma$. We denote by $C_{j}$ the vertex which is the end point of $\overline{\Gamma_{j}}$ and by $\alpha_{j}$ the measure of the angle at $C_{j}$ (toward the interior of $\Omega)$. By a corner we mean a vertex $C_{j}$ with an angle $\alpha_{j}$ not in the set $\{0, \pi, 2 \pi\}$. The result is an extension to $H_{0}^{m}$ of the one in [2], [1] for $H_{0}^{1}$ which would be useful in approximation theory for Sobolev spaces; see [8, Remark 2.2.9], [17, Remark 4.2], [7], and [14, the line following (III.26) in the proof of Thm. III.2]. For example, consider solving the Stokes problem via the $p$ version of the finite element method or a polynomial spectral method. Then the discrete velocity $\vec{U}_{p}$ is an elliptic projection onto a finite-dimensional subspace $Z_{p}$ of $Z=\left[H_{0}^{1}(\Omega)\right]^{2} \cap \operatorname{Ker}(\operatorname{div})$ centering interest on the approximation problem. Introducing stream functions $\left(\vec{U}=\operatorname{rot} \phi, \vec{U}_{p}=\operatorname{rot} \phi_{p}\right)$ will translate this approximation problem to $H_{0}^{2}(\Omega)$. Now an energy estimate is obtained for free - $\left\|\phi-\phi_{p}\right\|_{2}$ bounded when $\phi \in H_{0}^{2}$ only - and there exist constructive approximation estimates, $\left\|\phi-\phi_{p}\right\|_{2} \leq C p^{2-t}\|\phi\|_{t}$, when $\phi \in H^{t}(\Omega) \cap H_{0}^{2}(\Omega)$ for $t>7 / 2$; see [17]. Now, one wishes to interpolate between these spaces and hopes to get spaces that coincide in some sense with the ones predicted by regularity theory, but the trace constraints on a nonsmooth boundary makes this identification nontrivial. If the boundary is smooth, the result can be deduced from [13]. In general such an identification is useful for higher-order finite element or spectral methods when $C^{1}$ (or higher) regularity is convenient for the finite-dimensional subspaces. This can be a natural choice, for example, also for the biharmonic problem or higher-order plate and shell models.

Let $H^{s}(\Omega)$ be the standard Sobolev space of order $s$ based on $L_{2}$ with corresponding norm $\|\cdot\|_{s}$. For $m \in \mathbf{Z}_{+}, H_{0}^{m}(\Omega)$ is the set of functions in $H^{m}(\Omega)$ for which the traces of the function and its normal derivatives up to order $m-1$ vanish on $\partial \Omega$.

[^64]We shall use the interpolation spaces of Peetre (see, e.g., [3]) in the cases $1 \leq$ $q \leq \infty$ and $0<\theta<1$ where we define $\left[H^{t}(\Omega) \cap H_{0}^{m}(\Omega), H_{0}^{m}(\Omega)\right]_{\theta, q}$ explicitly: For $u \in H^{t} \cap H_{0}^{m}$, we set

$$
K(u, s)=\inf _{\substack{u=v+w \\ v \in H_{0}^{m}, w \in H^{t} \cap H_{0}^{m}}}\left(\|v\|_{m}+s\|w\|_{t}\right)
$$

and we define the norm

$$
\|u\|_{[\cdot, \cdot]_{\theta, q}}=\left\|s^{-1 / q-\theta} K(u, s)\right\|_{L_{q}(0, \infty)}
$$

Then

$$
\left[H^{t}(\Omega) \cap H_{0}^{m}(\Omega), H_{0}^{m}(\Omega)\right]_{\theta, q}=\left\{u \in H_{0}^{m}(\Omega):\|u\|_{[\cdot, \cdot]_{\theta, q}}<\infty\right\} .
$$

$\left[H^{t}(\Omega), H^{m}(\Omega)\right]_{\theta, q}$ is defined similarly. Note that this space will be a Sobolev space if we choose $q=2$ and in general a Besov space.
2. The interpolation result. We state and prove the following proposition.

Proposition 1. Let $\Omega \subseteq \mathbf{R}^{2}$ be piecewise $C^{\infty}$ with finitely many corners of angles in $(0,2 \pi) \backslash\{\pi\}$. Then the following identity holds for all $\theta \in(0,1), 1 \leq q \leq \infty$ and $t \geq m, t \notin m+\left\{\frac{1}{2}, \ldots, m-\frac{1}{2}\right\}, m \in \mathbf{Z}_{+}$:

$$
\left[H^{t}(\Omega) \cap H_{0}^{m}(\Omega), H_{0}^{m}(\Omega)\right]_{\theta, q}=\left[H^{t}(\Omega), H^{m}(\Omega)\right]_{\theta, q} \cap H_{0}^{m}(\Omega) .
$$

Proof. We follow the main ideas of [2] but have weights be unity for simplicity; see also [18] and [1].

The inclusion from left to right follows directly from the definition.
The proof of the reverse inclusion can through a partition of unity be reduced to considering a domain $\Omega$ with one corner of angle $\alpha \in(0,2 \pi) \backslash\{\pi\}$. We shall distinguish between two cases: whether $\alpha \in(0, \pi)$ or $(\pi, 2 \pi)$.

Case 1. $\alpha \in(0, \pi)$. Then there exists a linear transformation from $\Omega$ to $\widetilde{\Omega}$ with a corner of angle $\tilde{\alpha}<\min \left\{\omega_{0}, \pi\right\}$ where $\omega_{0}$ will be introduced in the next section as a sufficiently small angle that a certain shift theorem will hold. Let $L$ be the associated map of functions defined on $\widetilde{\Omega}$ to functions defined on $\Omega$. If $w \in H^{t}(\widetilde{\Omega})$, then we let $\tilde{v}=\Pi_{\widetilde{\Omega}} w$ denote the solution to

$$
\begin{align*}
(-\Delta)^{m} \tilde{v}+\tilde{v} & =(-\Delta)^{m} w+w \text { in } \widetilde{\Omega}  \tag{2.1}\\
\tilde{v} & \in H_{0}^{m}(\widetilde{\Omega})
\end{align*}
$$

Thus $\Pi_{\widetilde{\Omega}}$ is a projection from $H^{m}(\widetilde{\Omega})$ to $H_{0}^{m}(\widetilde{\Omega})$. As proven in the next section on regularity, there exists $\omega_{0}$, dependent on $m$ and $t$, such that the following shift theorem holds provided $\tilde{\alpha}<\omega_{0}$ :

$$
\|\tilde{v}\|_{H^{t}} \leq C\left\|(-\Delta)^{m} w+w\right\|_{H^{t-2 m}}
$$

In particular, $P_{\Omega}=L \circ \Pi_{\widetilde{\Omega}} \circ L^{-1} \in \mathcal{B}\left(H^{m}(\Omega), H_{0}^{m}(\Omega)\right)$ and $P_{\Omega} \in \mathcal{B}\left(H^{t}(\Omega), H^{t}(\Omega) \cap\right.$ $\left.H_{0}^{m}(\Omega)\right)$. Thus, by interpolation,

$$
P_{\Omega} \in \mathcal{B}\left(\left[H^{t}(\Omega), H^{m}(\Omega)\right]_{\theta, q},\left[H^{t}(\Omega) \cap H_{0}^{m}(\Omega), H_{0}^{m}(\Omega)\right]_{\theta, q}\right) .
$$

Since $\left.P_{\Omega}\right|_{H_{0}^{m}(\Omega)}=I$ (the identity),

$$
\begin{equation*}
\left[H^{t}(\Omega), H^{m}(\Omega)\right]_{\theta, q} \cap H_{0}^{m}(\Omega) \subseteq\left[H^{t}(\Omega) \cap H_{0}^{m}(\Omega), H_{0}^{m}(\Omega)\right]_{\theta, q} . \tag{2.2}
\end{equation*}
$$

Case 2. $\alpha \in(\pi, 2 \pi)$. Let $B$ be a ball centered at the corner and containing $\Omega$. By $E_{\Omega}$, we denote the Stein extension [16, Chap. VI, $\left.\S 3\right]$ of functions on $\Omega$ to functions on $B$ vanishing at $\partial B$. Let $\Omega^{c}=B \backslash \Omega$ and let $E_{\Omega^{c}}$ be the Stein extension of functions on $\Omega^{c}$ to all of $B$. Theorem 5 in [16] states that $E_{\Omega} \in \mathcal{B}\left(H^{k}(\Omega), H^{k}(B)\right)$ and $E_{\Omega^{c}} \in \mathcal{B}\left(H^{k}\left(\Omega^{c}\right), H^{k}(B)\right)$, for all $k \in \mathbf{N}$. Now define

$$
P_{\Omega}=E_{\Omega^{c}} \circ P_{\Omega^{c}} \circ E_{\Omega}+\left(I-E_{\Omega^{c}} \circ E_{\Omega}\right)
$$

with $P_{\Omega^{c}}$ being the the same operator as $P_{\Omega}$ was in Case 1. Then $\left.P_{\Omega}\right|_{H_{0}^{m}(\Omega)}=I$ and

$$
P_{\Omega} \in \mathcal{B}\left(\left[H^{t}(\Omega), H^{m}(\Omega)\right]_{\theta, q},\left[H^{t}(\Omega) \cap H_{0}^{m}(\Omega), H_{0}^{m}(\Omega)\right]_{\theta, q}\right)
$$

which ends the proof of the proposition.
Remark 1. We have explicitly excluded vertices of angles $0, \pi$, or $2 \pi$. In these cases it is not possible to map linearly onto a domain of sufficiently small angle. In case $\Omega$ is a polygon the exclusion only amounts to $2 \pi$.

Remark 2. The theorem and proof hold in $\mathbf{R}^{3}$ for conical points with smooth cross section almost verbatim.
3. Regularity for small angles. In [12] it is stated that, given $k \in \mathbf{N}$, if the domain contains only corners of sufficiently small angles and $f \in H_{0}^{k}$, then the solution ( $u$ ) of a Dirichlet problem with zero boundary conditions and a $2 m$ order, elliptic operator ( $L u=f, u \in H_{0}^{m}$ ) belongs to $H^{k+2 m}$. We present a proof here following and expanding upon the ideas in [12, pp. 292-294] and [4] extending to the case where $f \in H^{k}, k \geq-m$. We use the notation of [12].

Let $L$ be strongly elliptic of order $2 m$ with $C^{\infty}$ coefficients and $u \in H_{0}^{m}$ be the solution of

$$
L u=f
$$

in a plane sector with opening $\tilde{\alpha}>0$ and the corner translated to the origin (a case of $C^{\infty}$ sides may be reduced to this by a $C^{\infty}$ diffeomorphism). In [12] a technique is used that involves a combination of (1) looking at $\mathcal{L}(0, \partial / \partial x)$ : the principal part of the operator $L(x, \partial / \partial x)$ with coefficients fixed at the origin, (2) changing to polar variables $(r, \omega)$, so that $\mathcal{L} u=f$ takes the form:

$$
\sum_{0 \leq i_{2} \leq i_{1} \leq 2 m} \frac{a_{i_{1} i_{2}}(\omega)}{r^{i_{1}}} \frac{\partial^{2 m-i_{2}} u}{\partial r^{2 m-i_{1}} \partial \omega^{i_{1}-i_{2}}}=f
$$

(3) making the change of the radial variable ( $\varrho=\ln 1 / r$ ) so that $\mathcal{L} u=f$ now takes the form

$$
\sum_{1 \leq k_{1}+k_{2} \leq 2 m, 0 \leq k_{1}, k_{2}} \breve{a}_{k_{1} k_{2}}(\omega) \frac{\partial^{k_{1}+k_{2}} u}{\partial \varrho^{k_{1}} \partial \omega^{k_{2}}}=f \cdot e^{-2 m \varrho}=F
$$

and (4) taking the Fourier transform with respect to the "radial" variable ( $\varrho$ ). The domain then consists of angles $\omega \in \widetilde{D}-$ an interval on $S^{1}$ (for $\mathbf{R}^{2}$ - in dimension $n$ a domain on $S^{n-1}$ with smooth boundary). The final form of $\mathcal{L} u=f$ is

$$
L_{0}\left(\omega, i \lambda, \frac{\partial}{\partial \omega}\right) \hat{u}=\hat{F}
$$

The boundary conditions undergo similar transformations. Steps 3 and 4 constitute a partial Mellin transform with respect to the $r$ variable. Steps 2 through 4 are sometimes called the Kondrat'ev transform [9]. Let $R(\lambda)$ be the resolvent operator a meromorphic function of $\lambda$ - associated with the resulting boundary value problem. In [12], [11], and [4] it is shown that if $f \in H^{k}$, then $u \in H^{m}$ has the expansion

$$
\begin{equation*}
u=\sum_{h_{0}<\operatorname{Im} \lambda_{j}<h} \sum_{s=0}^{n_{j}} \alpha_{j_{s}} r^{-i \lambda_{j}} \log ^{s} r \sum_{q=0}^{s} P_{j s q}\left(r \log ^{q} r\right)+w \tag{3.1}
\end{equation*}
$$

where $h_{0}=-1+m, h=-1+k+2 m, \lambda_{j}$ are the poles of $R(\lambda)$ of multiplicity $n_{j}$, $P_{j s q}$ are polynomials of degree $\left[h-\operatorname{Im} \lambda_{j}\right]$, whose coefficients are $C^{\infty}$ functions of $\omega$, and $w \in H^{k+2 m}$. From this expansion we see that the smoothness of $u$ depends on the poles $\lambda_{j}$ of the function $R(\lambda)$ which lie above the straight line $\operatorname{Im} \lambda=-1+m$. We will show that the following lemma holds.

Lemma 1. Given any positive $h$, there exists $\omega_{0}$ such that, if the angle of the corner is smaller than $\omega_{0}$, then the strip $-1+m<\operatorname{Im} \lambda<h$ contains no poles of $R(\lambda)$.

Proof. Let $h$ be given and $\lambda_{0}$ be a pole of $R(\lambda)$ lying in the strip $-1+m<\operatorname{Im} \lambda<h$. When $\lambda=\lambda_{0}$, there exists a nonzero solution $u_{0}(\omega)$ to

$$
\begin{aligned}
& L_{0}\left(\omega, i \lambda, \frac{\partial}{\partial \omega}\right) u_{0}=0 \\
& \text { in } \widetilde{D} \\
& u_{0}=\frac{\partial u_{0}}{\partial \omega}=\cdots=\frac{\partial^{m-1} u_{0}}{\partial \omega^{m-1}}=0 \quad \text { on } \partial \widetilde{D} .
\end{aligned}
$$

Now, $L_{0} u_{0}=L_{1} u_{0}+\lambda L_{2} u_{0}$, where the operator $L_{2}$ contains derivatives of order less than $2 m$. Since this system is strongly elliptic for all real $\lambda$, it is strongly elliptic for $\lambda=0$. So $L_{1}$ is strongly elliptic. Let

$$
I(u)=\int_{\widetilde{D}}\left(L_{0} u\right) \bar{u} d \omega
$$

which at $u_{0}$ is zero: integrate by parts

$$
\begin{aligned}
& I_{1}\left(u_{0}\right)+I_{2}\left(u_{0}\right)+I_{3}\left(u_{0}\right) \\
& =\int_{\widetilde{D}}\left\{\left[\begin{array}{l}
{\left[\tilde{a}_{m m}(\omega) \frac{\partial^{m} u_{0}}{\partial \omega^{m}} \frac{\partial^{m} \overline{u_{0}}}{\partial \omega^{m}}\right.} \\
\\
\left.\quad+\sum_{0<i+j<2 m, 0 \leq i, j \leq m} \lambda^{i+j} \tilde{a}_{m-i, m-j}(\omega) \frac{\partial^{m-i} u_{0}}{\partial \omega^{m-i}} \frac{\partial^{m-j} \overline{u_{0}}}{\partial \omega^{m-j}}\right] \\
=0 .
\end{array} \quad+\lambda^{2 m} \tilde{a}_{00}(\omega) u_{0} \overline{u_{0}}\right\} d \omega\right.
\end{aligned}
$$

By strong ellipticity of $L_{1}$,

$$
\left|\operatorname{Re} I_{1}\left(u_{0}\right)\right| \geq \gamma_{0} \int_{\widetilde{D}}\left|\frac{\partial^{m} u_{0}}{\partial \omega^{m}}\right|^{2} d \omega-C_{0} \int_{\widetilde{D}}\left|u_{0}\right|^{2} d \omega
$$

where $\gamma_{0}$ and $C_{0}$ do not depend on $u_{0}$ or $\sigma$ - the diameter of $\widetilde{D}(=\tilde{\alpha})$.

$$
\left|I_{2}\left(u_{0}\right)\right| \leq \epsilon \int_{\widetilde{D}}\left|\frac{\partial^{m} u_{0}}{\partial \omega^{m}}\right|^{2} d \omega+C(\epsilon)|\lambda|^{2(m-1)} \int_{\widetilde{D}}\left|u_{0}\right|^{2} d \omega
$$

by intermediate derivative inequalities as sketched in [12] and

$$
\left|I_{3}\left(u_{0}\right)\right| \leq C|\lambda|^{2 m} \int_{\widetilde{D}}\left|u_{0}\right|^{2} d \omega
$$

where $C>0$ does not depend on $\sigma$. Also

$$
\int_{\widetilde{D}}\left|\frac{\partial^{m} u_{0}}{\partial \omega^{m}}\right|^{2} d \omega \geq \frac{\gamma}{\sigma^{2 m}} \int_{\widetilde{D}}\left|u_{0}\right|^{2} d \omega
$$

Upon contracting like terms, substituting this last inequality, and cancelling $\int_{\widetilde{D}}\left|u_{0}\right|^{2} d \omega$, we get from $\left|\operatorname{Re} I_{1}\right| \leq\left|I_{2}\right|+\left|I_{3}\right|$

$$
\gamma_{1} \sigma^{-2 m} \leq 1+|\lambda|^{2(m-1)}+|\lambda|^{2 m}
$$

for some $\gamma_{1}>0$ independent of $\sigma$. Since $\operatorname{Im} \lambda \in(-1+m, h)$, if $\lambda=\rho e^{i \theta}, \theta \in$ $[-\pi / 2,3 \pi / 2)$, given any $\epsilon>0$, there exists $\sigma$ sufficiently small so that

$$
\theta \in\left(-\frac{\epsilon}{2 m}, \frac{\epsilon}{2 m}\right) \cup\left(\pi-\frac{\epsilon}{2 m}, \pi+\frac{\epsilon}{2 m}\right)
$$

and thus $2 m \theta \in(-\epsilon, \epsilon) \cup(2 m \pi-\epsilon, 2 m \pi+\epsilon)=(-\epsilon, \epsilon)$ such that $\operatorname{Re}\left(\lambda^{2 m}\right)>0$. Thus $\left|\operatorname{Re} \lambda^{2 m}\right| /|\lambda|^{2 m}=\cos (2 m \theta) \geq \cos \epsilon \geq \frac{1}{2}$ for $\epsilon<\pi / 3$ so that for $\gamma_{2}>0$ independent of $\sigma$ and $u_{0}$,

$$
\left|\operatorname{Re} I_{3}\right| \geq \frac{\gamma_{2}}{2}|\lambda|^{2 m} \int_{\widetilde{D}}\left|u_{0}\right|^{2} d \omega
$$

If we again contract, substitute, and cancel as before, but now in $\left|\operatorname{Re} I_{1}+\operatorname{Re} I_{3}\right| \leq\left|I_{2}\right|$ (using that $\tilde{a}_{00}$ and $\tilde{a}_{m m}$ are of the same sign and $\operatorname{Re}\left(\lambda^{2 m}\right)>0$ ), we get with positive $C_{1}, C_{2}$

$$
\sigma^{-2 m}+C_{1}|\lambda|^{2 m} \leq C_{2}|\lambda|^{2(m-1)}
$$

admitting no solutions $\lambda$ for sufficiently small $\sigma$.
Remark 3. Another way of proving this lemma for the biharmonic operator is by checking that the angle $\tilde{\alpha}$ can be chosen such that the roots of the equation

$$
\sinh ^{2}(\tau \omega)=\tau^{2} \sin ^{2} \omega
$$

see [6], $(7,2,2,1)$, except for $-i$ and 0 all have sufficiently small (negative, large absolute value) imaginary value; cf. [5]. Note $1+i \tau=-i \lambda$.

We finally employ a recent regularity theorem in [4].
Lemma 2. Assume that $k \geq-m, k \notin-m+\left\{\frac{1}{2}, \frac{3}{2}, \cdots, m-\frac{1}{2}\right\}$. Let $L$ be a strongly elliptic partial differential operator of order $2 m$ with $C^{\infty}$ coefficients and let $f \in H^{k}(\widetilde{\Omega})(\widetilde{\Omega}$ is defined above). Then, for sufficiently small $\tilde{\alpha}$, the solution $u \in H_{0}^{m}(\widetilde{\Omega})$ to

$$
\begin{equation*}
L u=f \text { in } \widetilde{\Omega} \tag{3.2}
\end{equation*}
$$

belongs to $H^{k+2 m}(\widetilde{\Omega})$ and $\|u\|_{H^{k+2 m}} \leq C\|f\|_{H^{k}}$.
Proof. The statement is really a corollary of Lemma 1 and a recent shift theorem in [4, Cor. (5.2)] proven in [4, §10]. It is stated for a cone in Theorem (1.11). In order
to apply this result we select the angle $\tilde{\alpha}$ sufficiently small that Lemma 1 ensures that $R(\lambda)$ has no poles in the strip $\operatorname{Im} \lambda \in[m-1, t-2]$. This in turn implies Dauge's condition (C2*) ( $\sim(\mathrm{R} 2)$ ) as follows: If $-i \lambda \in \mathbf{N}$, then [4, Corollary (4.6')] yields ( $\mathrm{C}^{*}$ ) and if $-i \lambda \notin \mathbf{N}$, then Corollary (4.9) along with Corollary (4.15) and the fact that $a=2$ (see [4, p. 39]) concludes the proof.

For the interpolation result we use this lemma with $L=(-\Delta)^{m}+I$.
Remark 4. For the $H_{0}^{2}$ interpolation to hold, it would have sufficed to quote [ 6, Theorem 7.2.2.3]. The $H_{0}^{2}$ interpolation result is thus essentially - along with the reasoning of the proof of the proposition and a localization of the poles of $R(\lambda)$ for the biharmonic - a consequence of the analysis in Grisvard's monograph [6]. Such an analysis was first done in [10] and [15] for the Stokes problem (which via the stream function connects to the biharmonic problem).

Remark 5. For $m>2$ it is possible to prove Lemma 2 directly from [12] when $k \geq-1, k \in \mathbf{Z} ;[12]$ has the result for $f \in H_{0}^{k}$ and $k \in \mathbf{N}$. Then it is possible to prove for $f \in H^{k}$ when $k \geq-1$ by generalizing the trace Theorem 7.2.2.3 in [6] for a domain $\widetilde{\Omega}$ with one corner $C$ of sufficiently small angle $\tilde{\alpha}$ between the two linear pieces $\Gamma_{j}, j=1,2$. First, by this, one finds $v \in H^{k+2 m}(\widetilde{\Omega}) \cap H_{0}^{m}(\widetilde{\Omega})$ such that

$$
\begin{equation*}
(-\triangle)^{m} v+v-f \in H_{0}^{k}(\widetilde{\Omega}) . \tag{3.3}
\end{equation*}
$$

Then one applies to $w=u-v$ Kondrat'evs result (when $f \in H_{0}^{k}$ ) with Lemma 1 choosing $\tilde{\alpha}$ sufficiently small that $w \in H^{k+2 m}$ where $v \in H^{k+2 m}$ is the solution to (3.3). In [6] the generalization of Kondrat'ev's weighted spaces is given for $k=-1$. It seems difficult, however, to go to all the remaining negative integers.
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# AN EXTREMAL PROBLEM CONCERNING A MARKOV-TYPE INEQUALITY* 
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#### Abstract

For any polynomial $f$ with complex coefficients let $\|f\|$ be the norm in $L^{2}[0, \infty)$ with the Laguerre weight function $w(t)=e^{-t}$. Let $P_{n}$ be the set of all complex polynomials whose degree does not exceed $n$ and $\gamma_{n}:=\sup _{f \in P_{n}}\left(\left\|f^{\prime}\right\| /\|f\|\right)$. We show that $\gamma_{n} / n \rightarrow 2 / \pi$ as $n \rightarrow \infty$.
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1. For any polynomial $f$ with complex coefficients we define the norm

$$
\|f\|:=\left\{\int_{0}^{\infty}|f(t)|^{2} e^{-t} d t\right\}^{1 / 2} .
$$

Let $P_{n}$ denote the set of all complex polynomials whose degree does not exceed $n$ and consider

$$
\begin{equation*}
\gamma_{n}:=\sup _{f \in P_{n}} \frac{\left\|f^{\prime}\right\|}{\|f\|}, \quad n \in \mathbb{N} . \tag{1}
\end{equation*}
$$

In [4] Schmidt obtained estimates for $\gamma_{n}$ that are asymptotically sharp. Some years later, Turán [5] found the exact value of $\gamma_{n}$ :

$$
\gamma_{n}=\left(2 \sin \frac{\pi}{4 n+2}\right)^{-1}, \quad n \in \mathbb{N} .
$$

In the present paper we show the convergence of $\gamma_{n} / n$ as $n \rightarrow \infty$ and determine the limit, which turns out to be $2 / \pi$. This result is an immediate consequence of the above-mentioned results obtained by Schmidt and Turán. Now, it is the purpose of this paper to present a quite different approach to this problem by using a new method. This method is based on results developed in [1] and on some function-theoretic considerations derived from [2].

If $P_{n}$ is restricted to certain smaller classes of polynomials, there exist several results concerning $\gamma_{n}$ [6], [7]. For the class of polynomials with nonnegative coefficients, Milovanović [3] computed the exact value of $\gamma_{n}$ even for the generalized Laguerre weight.
2. In [1] Dörfler proved that $\gamma_{n}$ is the largest singular value of the $n \times(n+1)$ matrix

$$
A_{n}^{(1)}=\left[\begin{array}{cccc}
0 & -1 & \cdots & -1 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & -1
\end{array}\right],
$$

i.e., the square root of the largest eigenvalue of $\left(A_{n}^{(1)}\right)^{t} A_{n}^{(1)}$.

[^65]Since all the elements in the first row and the first column of $\left(A_{n}^{(1)}\right)^{t} A_{n}^{(1)}$ are zero, it suffices to consider the eigenvalues of the $n \times n$ matrix

$$
B_{n}:=\left[\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
1 & 2 & \cdots & 2 \\
\vdots & \vdots & & \vdots \\
1 & 2 & \cdots & n
\end{array}\right], \quad n \in \mathbb{N} .
$$

First we derive a recurrence formula for the characteristic polynomial of $B_{n}$

$$
\begin{equation*}
Q_{n}(t):=\operatorname{det}\left(B_{n}-t I_{n}\right), \quad n \in \mathbb{N}, \tag{2}
\end{equation*}
$$

where $I_{n}$ denotes the $n \times n$ identity matrix.
Lemma 1. $Q_{n+1}=(1-2 t) Q_{n}-t^{2} Q_{n-1}, n \geqq 2$.
Proof. Consider $B_{n+1}-t I_{n+1}$. If we multiply the $n$th row by $(-1)$ and then add it to the last row and, afterwards, multiply the $n$th column by $(-1)$ and add it to the last column, we obtain

$$
Q_{n+1}=\operatorname{det}\left[\begin{array}{ccccc}
1-t & 1 & \cdots & 1 & 0 \\
1 & 2-t & \cdots & 2 & 0 \\
\vdots & \vdots & & \vdots & \vdots \\
1 & 2 & \cdots & n-t & t \\
0 & 0 & \cdots & t & 1-2 t
\end{array}\right] .
$$

By expanding this determinant by the last row and expanding one of the subdeterminants by its last column, the above assertion follows instantly.

With the aid of Lemma 1 we can compute $Q_{n}$ explicitly.
Lemma 2.

$$
Q_{n}(t)=\sum_{k=0}^{n}\binom{n+k}{n-k}(-t)^{n-k}, \quad n \in \mathbb{N} .
$$

Proof. We use induction on $n$. By definition (2), $Q_{1}=1-t$ and $Q_{2}=1-3 t+t^{2}$, so that the assertion is obviously true for $n=1$ and $n=2$. Suppose now that the assertion is also true for all $n$ smaller than or equal to a fixed $N \geqq 2$. By substituting for $Q_{N}$ and $Q_{N-1}$ in the recurrence formula provided by Lemma 1, a lengthy but straightforward computation gives the desired result for $Q_{N+1}$.

Remark. $\gamma_{n}^{2}$ is the largest root of $Q_{n}$. Although we know $Q_{n}$ explicitly, it is difficult to determine $\gamma_{n}$ from it. Its asymptotic behavior, however, can be studied by using function-theoretic methods.
3. First of all we introduce the rational functions

$$
\begin{equation*}
R_{n}(z):=\frac{Q_{n}\left(n^{2} z\right)}{\left(-n^{2} z\right)^{n}}, \quad n \in \mathbb{N}, \tag{3}
\end{equation*}
$$

which are well defined and analytic for all $z \in \mathbb{C} \backslash\{0\}$. By Lemma 2 we have

$$
\begin{equation*}
R_{n}(z)=\sum_{k=0}^{n} n^{-2 k}\binom{n+k}{n-k}(-z)^{-k}, \quad n \in \mathbb{N} . \tag{4}
\end{equation*}
$$

Lemma 3. Let $n \in \mathbb{N}$ be arbitrary but fixed and let $n^{2} w=z$. Then

$$
R_{n}(w)=0 \Leftrightarrow Q_{n}(z)=0 .
$$

Proof. This is clear by definition (3) and the fact that $Q_{n}(0) \neq 0$ for all $n \in \mathbb{N}$.

Lemma 4. Let $G \subseteq \mathbb{C}$ be a region, $0 \notin G$. Then

$$
\lim _{n \rightarrow \infty} R_{n}(z)=\cos \left(z^{-1 / 2}\right)
$$

in $G$ and this convergence is uniform on compact subsets of $G$.
Proof. (a) Let $k \in \mathbb{N} \cup\{0\}$ be fixed. Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n^{-2 k}\binom{n+k}{n-k}=\frac{1}{(2 k)!} . \tag{5}
\end{equation*}
$$

For $k=0$ this is obviously true. Thus consider $k>0$. If $n<k$, then $\binom{n+k}{n-k}=0$ by definition. For $n \geqq k$ we have

$$
\begin{equation*}
n^{-2 k}\binom{n+k}{n-k}=\frac{n+k}{n} \frac{n+k-1}{n} \cdots \frac{n-k+1}{n} \frac{1}{(2 k)!}, \tag{6}
\end{equation*}
$$

which implies (5) because $k$ is fixed. Since

$$
\cos \left(z^{-1 / 2}\right)=\sum_{k=0}^{\infty} \frac{1}{(2 k)!}(-z)^{-k},
$$

it follows from (4) and (5) that $R_{n}(z)$ converges to $\cos \left(z^{-1 / 2}\right)$ in $G$ as $n \rightarrow \infty$.
(b) Let $k \in \mathbb{N} \cup\{0\}$ and $n \in \mathbb{N}$ be arbitrary. Then

$$
\begin{equation*}
n^{-2 k}\binom{n+k}{n-k} \leqq \frac{1}{k!} . \tag{7}
\end{equation*}
$$

For $k=0$ and $n<k$, this is evidently true. For $0<k \leqq n$, equation (6) holds, from which we derive

$$
n^{-2 k}\binom{n+k}{n-k}=\left[1+\frac{k}{n}\right]\left[1-\left(\frac{k-1}{n}\right)^{2}\right] \cdots\left[1-\left(\frac{1}{n}\right)^{2}\right] \frac{1}{(2 k)!},
$$

and finally (7) follows.
Let $K \subseteq G$ be compact. Then by (4) and (7)

$$
\left|R_{n}(z)\right| \leqq \sum_{k=0}^{\infty} \frac{1}{k!}|z|^{-k} \leqq \max _{z \in K} e^{1 /|z|}=: C_{K}<\infty
$$

for all $z \in K$ and all $n \in \mathbb{N}$, where $C_{K}$ is a constant depending on $K$ only. Hence, $\left\{R_{n}(z)\right\}$ is locally bounded and, by Vitali's theorem, the convergence of $R_{n}(z)$, shown in (a), is uniform on compact subsets of $G$.

Now we are ready to state and prove our theorem.
Theorem. Let $\gamma_{n}$ be defined as in (1). Then

$$
\lim _{n \rightarrow \infty} \frac{\gamma_{n}}{n}=\frac{2}{\pi} .
$$

Proof. Let $z_{1 n}, \cdots, z_{n n}$ be the roots of $Q_{n}$, the characteristic polynomial of $B_{n}$. Since $\left(A_{n}^{(1)}\right)^{t} A_{n}^{(1)}$ is positive semidefinite, its eigenvalues are real and nonnegative. Hence, because $Q_{n}(0) \neq 0$, for all $n \in \mathbb{N}$ we can introduce the ordering $z_{1 n} \geqq z_{2 n} \geqq \cdots \geqq$ $z_{n n}>0$. Let, by Lemma $3, w_{1 n} \geqq w_{2 n} \geqq \cdots \geqq w_{n n}>0$ be the zeros of $R_{n}$ corresponding to $z_{1 n}, \cdots, z_{n n}$, respectively. Then, since $\gamma_{n}^{2}=z_{1 n}$,

$$
\begin{equation*}
w_{1 n}=\left(\frac{\gamma_{n}}{n}\right)^{2}, \quad n \in \mathbb{N} \tag{8}
\end{equation*}
$$

Let $w_{j}$ denote the (positive) zeros of $\cos \left(z^{-1 / 2}\right)$, that is,

$$
w_{j}=\frac{4}{\pi^{2}(2 j-1)^{2}}, \quad j \in \mathbb{N},
$$

which, in particular, implies $w_{1}>w_{2}>\cdots>w_{j}>\cdots>0$. Then, by Lemma 4 and the theorem of Hurwitz we may conclude that for every fixed $j$

$$
\lim _{n \rightarrow \infty} w_{j n}=w_{j}, \quad j=1,2,3, \cdots
$$

The case $j=1$, combined with (8), proves the assertion of our theorem.
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# MINIMAL EXTRAPOLATIONS OF FILTERS* 
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#### Abstract

In this paper the following question is answered for the line and for the circle. When is a trapezoid $t$ the graph of a function whose Fourier norm is smallest among functions whose graphs coincide with $t$ on its intervals of constancy? When such functions are viewed as frequency responses of low-pass filters, they are optimally stable. In the periodic case this means that their Fourier transforms have the property that when implemented as digital filters, the least upper bound of all ratios of norms of output sequences to norms of corresponding input sequences is as small as possible.
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1. Introduction and preliminaries. We denote by $\mathbb{R}$ the group of real numbers under addition, by $T$ the circle group of real numbers under addition modulo $2 \pi$, and by $Z$ the group of integers. By an $A$-function we mean either a continuous complexvalued function $f$ defined on $\mathbb{R}$ and expressed as the Fourier transform of an absolutely integrable function, or else a function $f$ defined on the circle $T$ and having absolutely convergent Fourier series. In the first case the $A$-norm of $f$ is defined to be the $L^{1}$-norm of the absolutely integrable function giving rise to $f$; in the latter case the $A$-norm of $f$ is defined to be the sum of the absolute values of the terms of the Fourier series of $f$.

Let $E$ denote a fixed closed subset of the reals $\mathbb{R}$ or of the circle $T$, and let $I(E)$ denote those $A$-functions that are identically zero on $E$. An $A$-function $f$ is said to be of minimal extrapolation from $E$ provided

$$
\begin{equation*}
\|f\|_{A}=\inf \left\{\|f+g\|_{A} \mid g \text { is in } I(E)\right\} . \tag{1}
\end{equation*}
$$

The concept of minimal extrapolation was introduced by Beurling [2].
The expression on the right-hand side of (1) defines a norm on the quotient algebra $A(E)=A / I(E)$. The dual space of $A(E)$ may be identified with those pseudomeasures that annihilate $I(E)$. For the closed sets $E$ considered in this paper, this class coincides with the pseudomeasures supported by $E$. Most of the pseudomeasures treated in this paper are discrete measures. To emphasize the duality with $A$, however, we shall use the term "pseudomeasure" throughout.

Proposition 1.1. The function $f$ is of minimal extrapolation from $E$ if and only if there is a pseudomeasure $S$ of norm 1 whose support is contained in $E$ such that

$$
(S, f)=\|f\|_{A} .
$$

Proof. Suppose the existence of $S$. Thus,

$$
\begin{equation*}
(S, f+g)=(S, f)=\|f\|_{A} \tag{2}
\end{equation*}
$$

for all $g$ belonging to $I(E)$. An immediate consequence of (2) is that $\|f+g\|_{A} \geqq\|f\|_{A}$ for all $g$ in $I(E)$, i.e., $f$ is of minimal extrapolation.

[^66]Conversely assume that $f$ is of minimal extrapolation. Thus, the $A$-norm of $f$ equals its quotient norm. By duality, we may select a pseudomeasure $S$, annihilating $I(E)$, such that $(S, f)=\|f\|_{A}$. This completes the proof of the proposition.

Let $E$ denote the points of an equipartition of the circle $T$. A result of Herz (cf. [6, p.58]) is that any continuous function that is piecewise linear on the intervals defined by $E$ is of minimal extrapolation from $E$. Reference [1, Prop. 1] contains another proof of the Herz criterion. If the points of the partition $E$ are not uniformly spaced, we might expect that a piecewise linear function need not be of minimal extrapolation relative to $E$. Indeed, it is no longer clear whether minimal extrapolation functions exist.

To guarantee the existence of minimal extrapolation functions, it is necessary to make some assumption about the set $E$. To see this, let $E$ be a countable independent set having zero as an accumulation point. Let $J$ be an interval containing zero such that $J \cap E$ and $J^{c} \cap E$ are both nonempty. Furthermore, let $f$ be a function defined to be equal to 1 on $J \cap E$ and zero on $J^{c} \cap E$. The function $f$ has no minimal extrapolation from the set $E$. This is a consequence of the fact that the quotient norm of $f$ relative to $E$ is equal to 1 . It is easy to see that there can be no absolutely convergent Fourier series representing $f$ and having $A$-norm equal to 1 .

Esseen [3] pointed out that Lemma 1 of [2] implies that a minimal extrapolation always exists if $E$ is the closure of its interior. By a standard convergence argument it is easy to demonstrate that a sufficient condition for the existence of minimal extrapolations relative to a set $E$ is that every portion of $E$ (i.e., every nonvoid intersection of $E$ with an open interval) have positive measure. Thus, certainly, if $E$ is a finite union of nondegenerate, closed intervals this condition would be met.

The question that led us to this study is the following. Among functions whose graphs are trapezoids symmetrical about the $y$-axis, which ones are of minimal extrapolation from their intervals of constancy? This problem is relevant to the subject of filter theory. For a detailed account of this subject, the reader is referred to the monograph [5]. A function whose graph is a trapezoid is an example of the amplitude of a bandpass filter. When such a filter is used as a multiplier, function values are "passed" in the pass band (where the amplitude of the filter is equal to 1 ), and function values in the stop band (where the values of the filter are equal to zero) are made equal to zero.

A function is said to define a stable filter if the operation defined by convolution with its Fourier coefficients is a bounded operator from the space of bounded sequences into itself. The stability of a filter is determined by what is happening in the transition bands. In the case of the trapezoid, these are the intervals where the function values give rise to the sides of the trapezoid. If a function defining a filter is an $A$-function, its $A$-norm is equal to the norm of the operator from the space of bounded sequences to itself defined by convolution with its Fourier coefficients. Indeed, the $A$-norm of the filter is exactly equal to the least upper bound of all ratios of norms of output sequences to norms of corresponding input sequences. Reference [1] contains estimates for lower bounds on the $A$-norms of filters having specified pass, stop, and transition bands.

For a given pass band and a given stop band, it is desirable to ensure that the least upper bound of all ratios of norms of output sequences to norms of corresponding input sequences is as small as possible. That is, we would like to know the minimal extrapolation of a filter from its intervals of constancy. For the case of trapezoids on the line, it is shown in § 2 that a necessary and sufficient condition is that the length of the pass band be an integral multiple of the length of the transition band. In $\S 3$
the circle group is treated. It is shown that the only trapezoids that are minimal extrapolations from their intervals of constancy are those satisfying the Herz criterion. In the final section of the paper it is shown that in the case of the circle $T$, the trapezoid is never a unique minimal extrapolation from its intervals of constancy.

In the remainder of the paper we shall be dealing with extrapolations from the intervals of constancy of a function. The following definition will help make our statements more concise.

Definition. We shall say that a function $f$ has the $M$ property if it is of minimal extrapolation from its intervals of constancy.
2. Filters defined by trapezoids on $\mathbb{R}$. In this section we prove that a necessary and sufficient condition that a trapezoid on $\mathbb{R}$ be a minimal extrapolation from its intervals of constancy is that the length of its pass band be an integral multiple of the length of its transition band.

For $0 \leqq \varepsilon \leqq \omega \leqq \omega+\varepsilon<\infty, t_{\omega, \varepsilon}$ will denote the function whose graph has the shape of a trapezoid of height 1 , which is equal to 1 on the interval $[-\omega+\varepsilon, \omega-\varepsilon]$ and is equal to zero outside the interval $[-\omega-\varepsilon, \omega+\varepsilon]$ :

$$
\begin{align*}
t_{\omega, \varepsilon}(x) & =1, & & -\omega+\varepsilon \leqq x \leqq \omega-\varepsilon, \\
& =0, & & \omega+\varepsilon \leqq|x| . \tag{3}
\end{align*}
$$

In the present setting, the Fourier transform of the function $t_{\omega, \varepsilon}$ is in $L^{1}(\mathbb{R})$, and its $L^{1}$-norm is the $A$-norm of $t_{\omega, \varepsilon}$. Fourier transforms of pseudomeasures are functions which belong to $L^{\infty}(\mathbb{R})$.

A straightforward computation yields that the Fourier transform of $t_{\omega, \varepsilon}$ is given by

$$
\begin{align*}
t_{\omega, \varepsilon}^{\hat{\varepsilon}}(y) & =2(\sin \omega y \sin \varepsilon y) / \varepsilon y^{2}, \quad y \neq 0,  \tag{4}\\
& =2 \omega, \quad y=0 .
\end{align*}
$$

Theorem 2.1. The function $t_{\omega, \varepsilon}$ has the M property if and only if $\omega$ is an integral multiple of $\varepsilon$.

Lemma 2.2. For positive $\alpha,\left\|t_{\omega, \varepsilon}\right\|_{A(\mathbb{R})}=\left\|t_{\alpha \omega, \alpha \varepsilon}\right\|_{A(\mathbb{R})}$.
Proof. The proof is an immediate consequence of the relation

$$
t_{\alpha \omega, \alpha \varepsilon}(x)=t_{\omega, \varepsilon}(x / \alpha)
$$

and the fact that $\|f(x / \alpha)\|_{A(\mathbb{R})}=\|f\|_{A(\mathbb{R})}$ for any $f \in A(\mathbb{R})$.
Lemma 2.3. For positive $\alpha, t_{\omega, \varepsilon}$ has the $M$ property if and only if $t_{\alpha \omega, \alpha \varepsilon}$ does.
Proof. Apply Lemma 2.2.
We first prove that $t_{\omega, \varepsilon}$ has the $M$ property when $\omega$ is an integral multiple of $\varepsilon$. By Lemma 2.3 there is no loss of generality in assuming that $\varepsilon / 2 \pi=1$ and that $\omega / 2 \pi$ is an integer. Define the periodic function $f$ by

$$
f(y)=\operatorname{sign}(\sin \omega y) .
$$

A straightforward calculation yields that the Fourier coefficients of $f$ are given by

$$
\begin{aligned}
f^{\wedge}(\omega n / 2 \pi) & =4 i / \omega n \text { for } n \text { odd } \\
& =0 \text { for } n \text { even. }
\end{aligned}
$$

Define the pseudomeasure $S$ on $\mathbb{R}$ by setting its Fourier transform to be the periodic function

$$
\begin{equation*}
S^{\wedge}(y)=\operatorname{sign}(\sin \omega y \sin \varepsilon y) \tag{5}
\end{equation*}
$$

It is evident from the expressions (4) and (5) of the Fourier transforms that $S$ imparts its $A$-norm to $t_{\omega, \varepsilon}$. From the calculation of the last paragraph, we see that the $n$th Fourier coefficient of $S^{\wedge}$ is given by

$$
\begin{equation*}
S(n)=-\frac{8}{\pi \omega} \sum_{j \in \Lambda} 1 / j(n-j \omega / 2 \pi), \tag{6}
\end{equation*}
$$

where $\Lambda$ is the set of odd integers $j$ such that $n-j \omega / 2 \pi$ is an odd multiple of $\varepsilon / 2 \pi$. Since $\varepsilon / 2 \pi=1$, this implies that $S(n)$ can be nonzero only when $n$ and $\omega / 2 \pi$ have opposite parity.

It is easy to see from the definition of $\Lambda$ that the support of $S$ misses the intervals $(-\omega-\varepsilon,-\omega+\varepsilon)$ and $(\omega-\varepsilon, \omega+\varepsilon)$. For, suppose that $2 \pi n=j \omega+k \varepsilon$ lies in the interval $(\omega-\varepsilon, \omega+\varepsilon)$ with $j$ and $k$ odd and $\omega=q \varepsilon$, then $-\varepsilon<\{(j-1) q+k\} \varepsilon<\varepsilon$. Since $(j-$ 1) $q+k$ is odd, this is not possible. It follows from Proposition 1.1 that $t_{\omega, \varepsilon}$ has the $M$ property.

To complete the proof of the theorem, it is necessary to show that $t_{\omega, \varepsilon}$ fails to have the $M$ property whenever $\omega$ is not an integral multiple of $\varepsilon$. Suppose, therefore, that $\omega / 2 \pi$ and $\varepsilon / 2 \pi$ are relatively prime positive integers, $\varepsilon \leqq \omega$, with $\varepsilon / 2 \pi \neq 1$. At least one of $\omega / 2 \pi$ and $\varepsilon / 2 \pi$ is odd. If $\varepsilon / 2 \pi$ is odd, it suffices to show that (6) is nonzero at $\omega / 2 \pi+1$. A similar argument shows that (6) is nonzero at $\omega / 2 \pi$ in the case where $\omega / 2 \pi$ is odd and $\varepsilon / 2 \pi$ is even. Suppose that $\omega / 2 \pi+1=j_{0} \omega / 2 \pi+k_{0} \varepsilon / 2 \pi$ for odd integers $j_{0}$ and $k_{0}$. Except for the multiplicative constant in front, the sum in (6) may be written as

$$
\sum_{\lambda=-\infty}^{\infty} 1 /\left\{\left(j_{1}+2 \lambda \varepsilon / 2 \pi\right)\left(\omega / 2 \pi+1-\left(j_{1}+2 \lambda \varepsilon / 2 \pi\right) \omega / 2 \pi\right)\right\}
$$

where $j_{1}$ is an odd integer such that $1 \leqq j_{1}<2 \varepsilon / 2 \pi$, and $j_{1} \equiv j_{0}$ modulo $2 \varepsilon / 2 \pi$. It is clear that each of the terms of the above sum is negative, except possibly the $\lambda=0$ term. Now, $j_{1}$ cannot be equal to 1 , for if $j_{0} \equiv 1$ modulo $2 \varepsilon / 2 \pi$, it would follow that $\varepsilon / 2 \pi=1$, contrary to assumption. Therefore, the term corresponding to $\lambda=0$ is negative as well, and it follows that $S$ has nonzero support in the transition intervals ( $-\omega-$ $\varepsilon,-\omega+\varepsilon$ ) and ( $\omega-\varepsilon, \omega+\varepsilon$ ).

Since $t_{\omega, \varepsilon}^{\wedge}$ is zero on a discrete set, $S^{\wedge}$ is undefined only on a set of Lebesgue measure zero. If it were the case that $t_{\omega, \varepsilon}$ had the $M$ property, by Proposition 1.1 there would exist a pseudomeasure $S_{0}$ such that $S_{0}^{\wedge}(x)=S^{\wedge}(x)$ almost everywhere with respect to Lebesgue measure and such that its support is disjoint from the transition intervals. That is to say, as $L^{\infty}$-functions $S_{0}^{\wedge}$ and $S^{\wedge}$ are identical. Therefore, $t_{\omega, \varepsilon}$ fails to have the $M$ property.

It follows from the last paragraph and Lemma 2.3 that $t_{\omega, \varepsilon}$ fails to enjoy the $M$ property whenever the quotient $\omega / \varepsilon$ is rational and nonintegral. Suppose now that this quotient is irrational. By Lemma 2.3 there is no loss of generality in assuming that $\omega=2 \pi$. Any function in $L^{\infty}(\mathbb{R})$ of norm 1 which imparts its $A$-norm to $t_{\omega, \varepsilon}$ must be equal almost everywhere to the function $S^{\wedge}(y)$ defined by (5). Therefore, it only remains to check that the support of $S$ is not disjoint from the transition intervals ( $-\omega-\varepsilon$, $-\omega+\varepsilon$ ) and ( $\omega-\varepsilon, \omega+\varepsilon$ ).

Recall that the Fourier coefficients of the $2 \pi / \varepsilon$ periodic function

$$
f(y)=\operatorname{sign}(\sin \varepsilon y)
$$

are given by

$$
\begin{aligned}
f^{\wedge}(\varepsilon n / 2 \pi) & =4 i / \varepsilon n \text { for } n \text { odd, } \\
& =0 \text { for } n \text { even. }
\end{aligned}
$$

Therefore, the support of the pseudomeasure $S$ will be at the points of the form $\{\varepsilon n / 2 \pi+k\}$ where $n$ and $k$ are odd integers. In fact, since $\varepsilon / 2 \pi$ is irrational, the sum $\varepsilon n / 2 \pi+k$ uniquely determines $n$ and $k$, therefore

$$
S(\varepsilon n / 2 \pi+k)=-8 /(\pi \varepsilon n k), \quad n \text { and } k \text { odd. }
$$

Again using the irrationality of $\varepsilon / 2 \pi$, we see that the set of numbers of the form $\{\varepsilon n / 2 \pi+k\}$ as $n$ and $k$ range over odd integers is dense in $\mathbb{R}$, and certainly cannot be disjoint from the transition intervals $(-\omega-\varepsilon,-\omega+\varepsilon)$ and $(\omega-\varepsilon, \omega+\varepsilon)$. This completes the proof of Theorem 2.1.
3. Filters defined by trapezoids on $\boldsymbol{T}$. In this section we shall characterize those trapezoids on the circle group that have the $M$ property. The class of such trapezoids turns out to be a more narrow class than that defined on the line $\mathbb{R}$ and enjoying the same property. Indeed, beyond those guaranteed by the criterion of Herz, there are none.

Suppose that $0 \leqq \varepsilon \leqq \omega \leqq \omega+\varepsilon \leqq \pi$. The exact statement of the theorem is the following.

Theorem 3.1. The function $t_{\omega, \varepsilon}$ has the M property on $T$ if and only if either $\omega=\varepsilon$ or there are positive integers $j_{0}$ and $N$, such that $\omega=\pi j_{0} / N$ and $\varepsilon=\pi / N$.

The sufficiency of the condition is the Herz criterion applied to $t_{\omega, \varepsilon}$ and an equipartition of $(-\pi, \pi]$ having mesh equal to $2 \pi / N$. If zero is a point of the equipartition, $j_{0}$ is odd, otherwise $j_{0}$ is even. The remainder of the section is devoted to a proof of Theorem 3.1.

Let $S$ denote a pseudomeasure defined on $\mathbb{R}$. A pseudomeasure $S_{0}$ corresponding to $S$ is defined on $T$ by specifying that its Fourier transform be the restriction of $S^{\wedge}$ to $Z$. The pseudomeasure $S_{0}$ is defined by

$$
\begin{equation*}
S_{0}(x)=\sum_{k=-\infty}^{\infty} S((x / 2 \pi)+k) . \tag{7}
\end{equation*}
$$

Convergence of (7) is understood to mean pointwise convergence on evaluation at $A$-functions.

Let the pseudomeasure $S$ be defined on $\mathbb{R}$ by the equality

$$
S^{\wedge}(y)=\operatorname{sign}(\sin (\omega y)) .
$$

Recall from § 2 that $S$ is given by

$$
\begin{aligned}
S(\omega n / 2 \pi) & =4 i / \omega n \text { for } n \text { odd, } \\
& =0 \text { for } n \text { even. }
\end{aligned}
$$

If $\omega / 2 \pi$ is irrational, the pseudomeasure $S_{0}$ is given by

$$
\begin{align*}
S_{0}(\omega n) & =4 i / \omega n \text { for } n \text { odd }  \tag{8}\\
& =0 \text { for } n \text { even, }
\end{align*}
$$

where the argument of $S_{0}$ is taken modulo $2 \pi$. If $\omega=\pi k_{0} / N$ for relatively prime integers $k_{0}$ and $N$, using (7) we obtain

$$
\begin{align*}
S_{0}(\omega n) & =\sum_{k=-\infty}^{\infty} \frac{4 i}{\omega(n+2 N k)} \text { for } n \text { odd, }  \tag{9}\\
& =\left(2 i / k_{0}\right) \cot (n \pi / 2 N)
\end{align*}
$$

The last equality comes about from recognizing the Weierstrass partial fractions decomposition of the cotangent function.

We now let $S$ be the pseudomeasure defined on $\mathbb{R}$ by the equality

$$
\begin{equation*}
S^{\wedge}(y)=\operatorname{sign}(\sin (\omega y) \sin (\varepsilon y)) . \tag{10}
\end{equation*}
$$

We first consider the case of $\omega / \pi$ irrational and $\varepsilon / \pi=k_{0} / N$ in lowest terms. In this case $S^{\wedge}$ is defined everywhere except at the points $N Z$ where $\sin (\varepsilon y)$ vanishes. The points $\{j \omega+k \varepsilon\}$ modulo $2 \pi$ as $j$ and $k$ range over odd integers are distinct and dense in $T$. From (8) and (9) we have for odd $j$ and $k$ :

$$
\begin{equation*}
S_{0}(j \omega+k \varepsilon)=-\left(8 / \omega j k_{0}\right) \cot (k \pi / 2 N) \tag{11}
\end{equation*}
$$

It is clear that the right-hand side of (11) is nonzero, except if $N$ is odd and $k=\xi N$ for odd $\xi$. If $\mu$ is a pseudomeasure with spectrum contained in $N Z$, then $\mu$ is $2 \pi / N$ periodic, i.e., $\mu(x)=\mu(x+2 \pi / N)$. It must be shown that no pseudomeasure of the form $S_{0}-\mu$, where the spectrum of $\mu$ is contained in $N Z$, will have support disjoint from the transition intervals $(-\omega-\varepsilon,-\omega+\varepsilon)$ and $(\omega-\varepsilon, \omega+\varepsilon)$. However, this follows easily, since if $\zeta \in(\omega-\varepsilon, \omega+\varepsilon), \zeta+2 \lambda \varepsilon$ belongs to the interval $(-\omega-\varepsilon,-\omega+\varepsilon)$ for some integer $\lambda$. The value of $\mu$ is the same at $\zeta$ as at $\zeta+2 \lambda \varepsilon$, although the values of $S_{0}$ are distinct at these two points. Therefore, by Proposition $1.1 t_{\omega, \varepsilon}$ does not have the $M$ property.

We next consider the case where $\omega / \pi$ and $\varepsilon / \pi$ are both irrational with $\varepsilon \neq \omega$. Since $S_{0}^{\wedge}(n)$ is defined at every value of $n$, it follows that it is only necessary to show that the pseudomeasure $S_{0}$ has nonvoid support in the transition intervals ( $-\omega-\varepsilon,-\omega+$ $\varepsilon)$ and $(\omega-\varepsilon, \omega+\varepsilon)$. As a first subcase, assume that $\varepsilon$ is not a rational multiple of $\omega$. Then the points $\{j \omega+k \varepsilon\}$ modulo $2 \pi$ as $j$ and $k$ range over odd integers are distinct and dense in $T$. We have from (8) that

$$
S_{0}(j \omega+k \varepsilon)=-4^{2} /(j \omega k \varepsilon) \quad \text { for } j \text { and } k \text { odd integers, }
$$

and therefore, the support of $S_{0}$ is nonvoid in the intervals $(-\omega-\varepsilon,-\omega+\varepsilon)$ and $(\omega-\varepsilon, \omega+\varepsilon)$.

Next consider the subcase where $\varepsilon=p \omega / q$ for relatively prime integers $p$ and $q$. Then the points $\{j \omega+k \varepsilon\}$ modulo $2 \pi$ are not distinct, but are still dense in $T$, since $\omega / \pi$ and $\varepsilon / \pi$ are irrational. By using (8), it follows that the value of $S_{0}$ at $\zeta=j \omega+k \varepsilon$ for $j$ and $k$ odd is given by

$$
\begin{align*}
S_{0}(j \omega+k \varepsilon) & =-4^{2} \sum \frac{1}{\omega(j+2 n p)} \frac{1}{\varepsilon(k-2 n q)}, \\
& =\frac{-4^{2}}{\zeta}\left[\sum \frac{1}{\omega j+2 n \omega p}+\sum \frac{1}{\varepsilon k-2 n \omega p}\right], \tag{12}
\end{align*}
$$

where the sums are taken over all integers $n$.
Recognizing the Weierstrass decomposition of the cotangent function, we may rewrite (12) as

$$
\begin{equation*}
S_{0}(\zeta)=\frac{-4^{2} \pi}{2 \zeta \omega p}\left[\cot \left(\frac{j \pi}{2 p}\right)+\cot \left(\frac{k \pi}{2 q}\right)\right] . \tag{13}
\end{equation*}
$$

Note that (13) is equal to zero only when $j q+k p \equiv 0$ modulo $2 p q$, i.e., when $\zeta$ is a multiple of $2 p \omega$. Of course, if $\omega=\varepsilon$, then $p=q=1$ and $S_{0}(\zeta)=0$ for all such $\zeta$ except $\zeta=0$. Thus, in the present case when $\varepsilon \neq \omega$, the support of $S_{0}$ intersects the intervals $(-\omega-\varepsilon,-\omega+\varepsilon)$ and $(\omega-\varepsilon, \omega+\varepsilon)$. Again, by Proposition 1.1 we conclude that $t_{\omega, \varepsilon}$ does not have the $M$ property.

We now consider the final case, namely, where $\omega / \pi$ and $\varepsilon / \pi$ are both rational numbers. In this case the support of $S_{0}$ is contained in the finite group $T_{N}=$ $\{\pi k / N \mid 0 \leqq k<2 N\}$ for some integer $N$. For the remainder of the section, the appropriate setting for computations of the Fourier transform is the group $T_{N}$.

Lemma 3.2. For relatively prime positive integers $p$ and $N$, set $\omega / \pi=p / N$, and let $S$ be the pseudomeasure defined by the equality $S^{\wedge}(n)=\operatorname{sign}(\sin \omega n)$, for n not in $N Z$.
(a) If $p$ is odd and $S^{\wedge}(N k)=(-1)^{k}$ for $k \in Z, S$ is given by

$$
\begin{aligned}
S\left(\frac{\pi k}{N}\right) & =\frac{4}{1-e^{i \pi k p^{\prime} / N}} \text { for } k \text { odd } \\
& =0 \quad \text { for } k \text { even }
\end{aligned}
$$

where $p^{\prime}$ denotes the multiplicative inverse of $p$ modulo $2 N$.
(b) If $p$ is even and $S^{\wedge}(N k)=1$ for $k \in Z, S$ is given by

$$
\begin{aligned}
S\left(\frac{\pi k}{N}\right) & =4\left[\frac{1-e^{i \pi k p^{\prime}}([N / 2]+1) / N}{1-e^{i \pi k p^{\prime} / N}}\right] \text { for } k \text { even, } \\
& =0 \text { for } k \text { odd }
\end{aligned}
$$

where $p^{\prime}$ denotes the multiplicative inverse of $p / 2$ modulo $N$.
Proof. The result is a straightforward calculation starting with the Fourier transform of $S^{\wedge}$ on the finite group $T_{N}$. For the proof of part (a) we begin with the expression

$$
\begin{aligned}
S\left(\frac{\pi k}{N}\right) & =\sum_{n=0}^{2 N-1} \operatorname{sign}\left(\sin \frac{\pi p n}{N}\right) e^{i \pi k n / N} \\
& =\sum_{m=0}^{2 N-1} \operatorname{sign}\left(\sin \frac{\pi m}{N}\right) e^{i \pi k m p^{\prime} / N} \\
& =\sum_{m=0}^{N-1} e^{i \pi k m p^{\prime} / N}-\sum_{m=N}^{2 N-1} e^{i \pi k m p^{\prime} / N} \\
& =2 \sum_{m=0}^{N-1} e^{i \pi k m p^{\prime} / N} \text { for } k \text { odd } \\
& =0 \text { for } k \text { even. }
\end{aligned}
$$

This may easily be expressed in the form of the conclusion of part (a).
For the proof of part (b) note that

$$
\begin{aligned}
S\left(\frac{\pi k}{N}\right) & =\sum_{n=0}^{2 N-1} \operatorname{sign}\left(\sin \frac{\pi p n}{N}\right) e^{i \pi k n / N} \quad \text { becomes } \\
S\left(\frac{\pi k}{N}\right) & =2 \sum_{n=0}^{N-1} \operatorname{sign}\left(\sin \frac{\pi p n}{N}\right) e^{i \pi k n / N} \quad \text { when } k \text { is even, } \\
& =0 \quad \text { for } k \text { odd. }
\end{aligned}
$$

For $k$ even, the substitution $n=m p^{\prime}$ allows this to be expressed as

$$
S\left(\frac{\pi k}{N}\right)=2 \sum_{m=0}^{[N / 2]} e^{i \pi k m p^{\prime} / N}-2 \sum_{m=[N / 2]+1}^{N-1} e^{i \pi k m p^{\prime} / N},
$$

which is easily rewritten to conform to the conclusion of part (b).
We first assume that $\omega / \pi=p / N$, and $\varepsilon / \pi=q / N$, where $p$ and $q$ are odd and relatively prime to $N$. Later, we shall indicate changes in the proof to accommodate
the case of either $p$ or $q$ even and provide a proof for the case when $p$ and $q$ have common factors with $N$. Recall that the $n$th Fourier coefficient of the trapezoid $t_{\omega, \varepsilon}$ is given by

$$
\begin{align*}
t_{\omega, \varepsilon}^{\wedge}(n) & =(\sin \omega n \sin \varepsilon n) / \pi \varepsilon n^{2} \quad \text { for } n \neq 0, \\
& =\omega / \pi \text { for } n=0 . \tag{14}
\end{align*}
$$

Lemma 3.3. For $\lambda$ and $N$ positive integers, let the pseudomeasure $S_{0}$ be defined on $T_{\lambda N}$. The pseudomeasure $S$ defined by the relation

$$
S\left(\frac{\pi n}{N}\right)=\frac{1}{\lambda} \sum_{\nu=0}^{\lambda-1} S_{0}\left\{\frac{\pi}{\lambda}\left(\frac{n}{N}+2 \nu\right)\right\}, \quad 0 \leqq n<2 N
$$

satisfies

$$
S^{\wedge}(n)=S_{0}^{\wedge}(\lambda n), \quad n \in Z .
$$

Proof. A straightforward calculation gives the result. The Fourier transform of $S$ is given by

$$
\begin{aligned}
S^{\wedge}(n) & =\frac{1}{N} \sum_{k=0}^{2 N-1} \frac{1}{\lambda} \sum_{\nu=0}^{\lambda-1} S_{0}\left(\frac{\pi}{\lambda}\left(\frac{k}{N}+2 \nu\right)\right) e^{-i n \pi \lambda k / \lambda N} \\
& =\frac{1}{\lambda N} \sum_{k=0}^{2 N-1} \sum_{\nu=0}^{\lambda-1} S_{0}\left(\frac{\pi}{\lambda N}(k+2 \nu N)\right) e^{-i(k+2 \nu N) \pi \lambda n / \lambda N} \\
& =S_{0}^{\wedge}(\lambda n) .
\end{aligned}
$$

Take $S$ to be the pseudomeasure defined by

$$
\begin{align*}
S^{\wedge}(n) & =\operatorname{sign}(\sin \pi p n / N \sin \pi q n / N) \quad \text { for } n \neq 0, \\
& =1 \quad \text { for } n=0 . \tag{15}
\end{align*}
$$

Replace $n$ by $n q^{\prime}$ in the right-hand side of (15), where $q^{\prime}$ denotes the multiplicative inverse of $q$ modulo $2 N$. Let $p^{\sim}$ denote the representative of $p q^{\prime}$ modulo $2 N, 1 \leqq p^{\sim}<$ $2 N$. If $1 \leqq p^{\sim}<N$ set $r=p^{\sim}$. If $N<p^{\sim}<2 N$, set $r=2 N-p^{\sim}$. In the computations below we shall assume the former case. If the latter holds, except for the zeroth coefficient, the sign of each Fourier coefficient is reversed. This change of sign does not alter the arguments presented below.

The case where $r=1$ corresponds to $p=q$ when the condition of the theorem holds. Therefore, assume that $1<r$, and let $r^{\prime}, 1<r^{\prime}<N$, denote the inverse of $r$ modulo $N$, so that $r r^{\prime}=1+\lambda N$ for some positive integer $\lambda$.

Under the above assumptions, for $n$ even we have

$$
\begin{align*}
S\left(\frac{\pi n}{N}\right) & =\sum_{\nu=0}^{2 N-1} \operatorname{sign}\left\{\sin \left(\frac{\pi r \nu}{N}\right) \sin \left(\frac{\pi \nu}{N}\right)\right\} e^{i \pi \nu n / N} \\
& =2\left[\sum_{\nu=0}^{N-1} \operatorname{sign}\left(\sin \frac{\pi r \nu}{N}\right) e^{i \pi \nu n / N}\right] . \tag{16}
\end{align*}
$$

The constant coefficient of (16) is defined to be 1 . Before proceeding to the evaluation of $S(\pi n / N)$, we replace $N$ by $\lambda N$, and evaluate $S_{0}(\pi n / \lambda N)$. For $n$ even it is given by

$$
\begin{gather*}
1+\sum_{\nu=1}^{2 \lambda N-1} \operatorname{sign}\left\{\sin \left(\frac{\pi r \nu}{\lambda N}\right) \sin \left(\frac{\pi \nu}{\lambda N}\right)\right\} e^{i \pi \nu n / \lambda N} \\
\quad=2\left[1+\sum_{\nu=1}^{\lambda N-1} \operatorname{sign}\left(\sin \frac{\pi r \nu}{\lambda N}\right) e^{i \pi \nu n / \lambda N}\right] \tag{17}
\end{gather*}
$$

The term inside the brackets of the right-hand side of (17) may be expressed in blocks with alternating sign:

$$
\begin{equation*}
\sum_{\nu=0}^{r^{\prime}-1} e^{\pi i \nu n / \lambda N}-\sum_{\nu=r^{\prime}}^{2 r^{\prime}-1} e^{\pi i \nu n / \lambda N}+\cdots+(-1)^{r-1} \sum_{\nu=(r-1) r^{\prime}}^{r r^{\prime}-1} e^{\pi i \nu n / \lambda N} . \tag{18}
\end{equation*}
$$

This may be simplified to arrive at the expression

$$
\left[\frac{1+e^{\pi i n / \lambda N}}{1-e^{\pi i n / \lambda N}}\right]\left[\frac{1-e^{\pi i n r^{\prime} / \lambda N}}{1+e^{\pi i n r^{\prime} / \lambda N}}\right] \text { for } n \text { even, } n \neq 0,
$$

which in turn is equal to

$$
\begin{equation*}
\cot (\pi n / 2 \lambda N) \tan \left(\pi r^{\prime} n / 2 \lambda N\right) \tag{19}
\end{equation*}
$$

By Lemma 3.3 and (19) it follows that for $n$ even and not zero, except for a multiplicative constant, $S(\pi n / N)$ is given by

$$
\begin{equation*}
\frac{1}{\lambda} \sum_{j=0}^{\lambda-1} \cot \left\{\frac{\pi}{2 \lambda}\left(\frac{n}{N}+2 j\right)\right\} \tan \left\{\frac{\pi r^{\prime}}{2 \lambda}\left(\frac{n}{N}+2 j\right)\right\} . \tag{20}
\end{equation*}
$$

Set $x=\pi n / N$ and let $\varphi$ denote the function defined by (19). The derivative of $\varphi$ is given by

$$
\varphi^{\prime}(x)=\frac{r^{\prime} \sin (x / \lambda)-\sin \left(r^{\prime} x / \lambda\right)}{2^{2} \lambda \sin ^{2}(x / 2 \lambda) \cos ^{2}\left(r^{\prime} x / 2 \lambda\right)} .
$$

When $\lambda<r^{\prime}, \varphi^{\prime}>0$ for $0<x<\lambda \pi$. Since (20) is a sum of terms like (19), it follows that it defines an increasing function $\Psi$ on intervals whose endpoints are points of discontinuity of at least one of the terms.

Under present assumptions $p$ and $q$ are odd integers. Furthermore, assume for the moment that $q \geqq 5$. In this case we may assume that $1<r^{\prime}<N / 2$, for, if not, we replace $r^{\prime}$ by $N-r^{\prime}$, so that $r\left(N-r^{\prime}\right)=-1+(r-\lambda) N$. Then proceed with the computations outlined above. In formulas (19) and (20) $\lambda$ is replaced by $(r-\lambda)$, and a 1 is added.

From (16) and Proposition 1.1 it follows that to prove the theorem in the present case, it is enough to show that the polynomial $\sum_{\nu=0}^{N-1} \operatorname{sign}(\sin (\pi r \nu / N)) X^{\nu}$ (the constant coefficient is defined to be 1) does not have each of the four roots of unity $e^{\pi i(p \pm 1) q^{\prime} / N}$ and $e^{\pi i(p \pm 3) q^{\prime} / N}$ as roots. Assume the contrary. These roots of unity are primitive roots of unity for some integers $N_{1}, \cdots, N_{4}$. Since this polynomial has integer coefficients and $q^{\prime}$ is relatively prime to $N$, it follows that it has $e^{\pi i(p \pm 1) / N}$ and $e^{\pi i(p \pm 3) / N}$ as additional roots, since they are primitive roots of unity for the same respective integers $N_{1}, \cdots, N_{4}$ (cf. [8, pp. 203-208]). Therefore (20) is zero for $n=p \pm 1$ and for $n=p \pm 3$. In view of the monotonicity of $\Psi$ on the intervals of continuity of its terms, and since (20) is zero at each of these points, there exist odd integers, $\xi_{1}, \xi_{2}, \xi_{3}$ corresponding to endpoints of intervals of continuity of $\Psi$ such that

$$
\frac{p-3}{N}<\frac{\xi_{3}}{r^{\prime}}<\frac{p-1}{N}<\frac{\xi_{1}}{r^{\prime}}<\frac{p+1}{N}<\frac{\xi_{2}}{r^{\prime}}<\frac{p+3}{N} .
$$

Hence $4 / r^{\prime} \leqq\left(\xi_{2}-\xi_{3}\right) / r^{\prime} \leqq 6 / N$, which implies that $2 N / 3<r^{\prime}$, contrary to the assumption that $1<r^{\prime}<N / 2$. Hence $S$ is nonzero at one of the four points $\pi(p \pm 1) / N$, $\pi(p \pm 3) / N$, and by Proposition 1.1 it follows that $t_{\omega, \varepsilon}$ does not have the $M$ property.

Assume now that $q=3$. It must be shown that (20) is not zero at one of $p \pm 1$. Assume otherwise. By the same reasoning applied above, there exists an odd integer $\xi$ such that either
(i) $(p-1) / N<\xi / r^{\prime}<p / N$, or
(ii) $p / N<\xi / r^{\prime}<(p+1) / N$.

Suppose that $1<3 p^{\prime}<N$. Set $r^{\prime}=3 p^{\prime}$, and suppose that case (i) holds. Now, by definition $p p^{\prime}=1+\tau 2 N$ for some integer $\tau$. Therefore, (i) becomes

$$
3(1+\tau 2 N)-r^{\prime}<\xi N<3(1+\tau 2 N)
$$

This is clearly impossible in view of the fact that $\xi$ is odd and $1<r^{\prime}<N$. In the case where (ii) holds, we have

$$
3(1+\tau 2 N)<\xi N<3(1+\tau 2 N)+r^{\prime}
$$

If $N<3 p^{\prime}<2 N$, set $r^{\prime}=2 N-3 p^{\prime}$; if $2 N<3 p^{\prime}<3 N$, set $r^{\prime}=3 p^{\prime}-2 N$; and if $3 N<3 p^{\prime}<$ $4 N$, set $r^{\prime}=4 N-3 p^{\prime}$. In the first and third instances, $\lambda$ is replaced by $2 r-\lambda$ and $4 r-\lambda$, respectively, and the proof proceeds as before. In each case the above inequalities (i) and (ii) result in contradiction, except possibly in the case where $3+r^{\prime}>N$. The cases where $r^{\prime}=N-1$ and $r^{\prime}=N-2$ must be examined separately.

In the case where $r^{\prime}=N-1$, we have that $r=N-1$; in the case where $r^{\prime}=N-2$, we have that $N$ must be odd and $r=(N-1) / 2$. In both cases the expression (17) with $\lambda=1$ may be evaluated directly. In the first case (17) is constant and equal to 2 for $n$ even and not zero. In the second case the expression inside the brackets of (17) is equal to

$$
\begin{equation*}
1+2 \cos \frac{\pi n}{N} \frac{\left|1+e^{i \pi n / N}\right|^{2}}{\left|1+e^{2 \pi i n / N}\right|^{2}} \tag{21}
\end{equation*}
$$

It is straightforward to check that (21) is zero only for $n / N= \pm \frac{2}{3}$, and therefore is zero for at most one of $n=p \pm 1$. By Proposition 1.1 it follows that $t_{\omega, \varepsilon}$ does not have the $M$ property when $p$ and $q$ are odd and relatively prime to $N$.

If exactly one of $p$ and $q$ is even, the proof outlined above remains unchanged, except that formulas (16)-(21) are to be evaluated for $n$ odd. If both $p$ and $q$ are even, but still relatively prime to $N$, we replace them by $N-p$ and $N-q$, respectively. Note that (15) is unchanged by this substitution. The proof then proceeds as above, except that the roots of unity of the new polynomial are $e^{\pi i(p \pm 1)(N-q)^{\prime} / N}$ and $e^{\pi i(p \pm 3)(N-q)^{\prime} / N}$. As in the previous paragraph, we conclude that $e^{\pi i(p \pm 1) / N}$ and $e^{\pi i(p \pm 3) / N}$ are additional roots and proceed as before. This completes the proof of the theorem for the case where $p$ and $q$ are relatively prime to $N$.

We now address the case when $p$ and $q$ have nontrivial factors common with $N$. Suppose that $\omega / \pi=p / N_{1}$, and $\varepsilon / \pi=q / N_{2}$ are written in lowest terms, and let $N_{3}$ denote the greatest common divisor of $N_{1}$ and $N_{2}$, so that $N_{1}=c N_{3}$ and $N_{2}=d N_{3}$ with $c$ and $d$ relatively prime and not both equal to 1 . In this case the imaginary part of $S(\gamma)$ is nonzero. Let $\lambda$ denote the least common multiple of $p$ and $q$. We shall first evaluate $S$ when $\omega / \pi=p / \lambda N_{1}$ and $\varepsilon / \pi=q / \lambda N_{2}$ and later apply Lemma 3.3 to get $S$ when $\omega / \pi=p / N_{1}$ and $\varepsilon / \pi=q / N_{2}$. Set $\omega / \pi=M_{1}=\lambda N_{1} / p$ and $M_{2}=\lambda N_{2} / q$. By Lemma 3.2(a) (where $p$ of the lemma is taken to be 1 , and $N$ is replaced by $M_{1}$ and $M_{2}$ ), the desired convolution is given by

$$
S(\gamma)=\sum_{\substack{j \operatorname{even} \\ 0 \leqq j<2 N_{3}-1}} \frac{4}{1-\exp \left(i \pi\left(r_{1}+j \alpha\right) / M_{1}\right)} \frac{4}{1-\exp \left(i \pi\left(r_{2}-j \beta\right) / M_{2}\right)}
$$

where $\gamma=r_{1} / M_{1}+r_{2} / M_{2}$ ( $r_{1}$ and $r_{2}$ odd integers), $\alpha=c \lambda / p, \beta=d \lambda / q$, and $S(\gamma)=0$ for other $\gamma$. This may be rewritten in the form

$$
\begin{equation*}
4 \sum_{u=0}^{M_{2}-1} \sum_{\nu=0}^{M_{1}-1} \exp \left(i \pi\left\{\frac{r_{1}}{M_{1}} \nu+\frac{r_{2}}{M_{2}} u\right\}\right) \sum_{\substack{j \operatorname{even} \\ 0 \leqq j<2 N_{3}-1}} \exp \left(i \pi j(\nu-u) / N_{3}\right) \tag{22}
\end{equation*}
$$

Make the substitutions $\nu=v+\xi_{1} N_{3}$ and $u=w+\xi_{2} N_{3}$, where $0 \leqq v, w<N_{3}$, and $0 \leqq \xi_{1} \leqq$ $\alpha-1$ and $0 \leqq \xi_{2} \leqq \beta-1$. Expression (22) becomes

$$
\begin{equation*}
4 N_{3} \sum_{\xi_{1}=0}^{\alpha-1} \sum_{\xi_{2}=0}^{\beta-1} \sum_{\nu=0}^{N_{3}-1} e^{i \pi \gamma \nu} \exp \left(i \pi \frac{r_{1}}{\alpha} \xi_{1}\right) \exp \left(i \pi \frac{r_{2}}{\beta} \xi_{2}\right) . \tag{23}
\end{equation*}
$$

The real part of (23) is

$$
\begin{align*}
& 4 N_{3}\left[\frac{\sin \pi \frac{r_{1}}{\alpha}}{\left(1-\cos \pi \frac{r_{1}}{\alpha}\right)}+\frac{\sin \pi \frac{r_{2}}{\beta}}{\left(1-\cos \pi \frac{r_{2}}{\beta}\right)}\right] \frac{\sin \pi \gamma}{(1-\cos \pi \gamma)} \\
& =4 N_{3}\left[\cot \frac{\pi}{2} \frac{r_{1}}{\alpha}+\cot \frac{\pi}{2} \frac{r_{2}}{\beta}\right] \cot \frac{\pi \gamma}{2} . \tag{24}
\end{align*}
$$

The imaginary part of (23) is

$$
\begin{equation*}
4 N_{3}\left[\cot \frac{\pi}{2} \frac{r_{1}}{\alpha}+\cot \frac{\pi}{2} \frac{r_{2}}{\beta}\right] . \tag{25}
\end{equation*}
$$

We now consider $\omega / \pi=p / N_{1}$ and $\varepsilon / \pi=q / N_{2}$, where both fractions have been written in lowest terms. Suppose that $c \neq 1$. It follows from Lemma 3.3 and (25) that, except for a multiplicative constant, the imaginary part of $S(\gamma)$ is given by

$$
\begin{equation*}
\frac{1}{\lambda} \sum_{\nu=0}^{\lambda-1}\left[\cot \frac{\pi}{2} \frac{r_{1}}{\lambda} \frac{p}{c}+\cot \frac{\pi}{2} \frac{\left(r_{2} q+2 \nu N_{2}\right)}{\lambda d}\right], \tag{26}
\end{equation*}
$$

where $\gamma=r_{1} p / N_{1}+r_{2} q / N_{2}\left(r_{1}\right.$ and $r_{2}$ are odd, and $r_{1} p$ and $r_{2} q$ are taken modulo $N_{1}$ and $N_{2}$, respectively, $\left.-1 \leqq \gamma<1\right)$. The real part of $S(\gamma)$ has a similar expression. Furthermore, $S(\gamma)=0$ for $\gamma=n / c d N_{3}$, when $n$ has parity opposite to that of $d+c$.

Note that $S^{\wedge}(n)$ is not defined for $n$ belonging to the union of the cosets $N_{1} Z$ and $N_{2} Z$. Therefore, to complete the proof of Theorem 3.1, by Proposition 1.1 it is necessary to show that for no two pseudomeasures $\mu_{1}$ and $\mu_{2}$ with spectra contained in $N_{1} Z$ and $N_{2} Z$, respectively, is it the case that $S-\mu_{1}-\mu_{2}$ has support disjoint from the transition intervals. It suffices to show that either the real part of $S$ or the imaginary part of $S$ has no such representation on the transition intervals. Consider the imaginary part of $S$, and assume on the contrary that it may be expressed as $\mu_{1}(\gamma)+\mu_{2}(\gamma)$ for $\gamma$ belonging to the transition intervals. Since the spectra of $\mu_{1}$ and $\mu_{2}$ are assumed to be contained in $N_{1} Z$ and $N_{2} Z$, respectively, it follows that $\mu_{1}$ is $2 \pi / N_{1}$-periodic and $\mu_{2}$ is $2 \pi / N_{2}$-periodic.

Except in the case where $c=1$ and $q=1$ (where the condition of the theorem is true), it is easy to show that for each $\xi / N_{1}\left(-N_{1} \leqq \xi<N_{1}\right)$, except for $\xi \equiv p$ modulo $2 c$ if $q=1$, there are pairs of integers $\eta_{0}, \eta_{e}$ (the subscripts indicate parity) such that $\pi\left[\xi / N_{1}+\eta / N_{2}\right] \in(w-\varepsilon, \omega+\varepsilon)$, where the symbol $\eta$ stands for those of either odd index " $o$ " or even index " $e$." To see this, perform the division

$$
\begin{equation*}
p d-\xi d=Q c+r \tag{27}
\end{equation*}
$$

where the remainder $r$ satisfies $0<r<c$. If $Q$ is even, set $\eta_{e}=Q$ and $\eta_{o}=Q+1$, otherwise, set $\eta_{o}=Q$ and $\eta_{e}=Q+1$. It is immediate that $\pi\left[\xi / N_{1}+\eta / N_{2}\right] \in$ $(\omega-\varepsilon, \omega+\varepsilon)$.

We shall assume in the following argument that $p$ and $q$ are both odd. Minor modifications to the proof allow for either $p$ or $q$ to be even. Let $\varphi(\gamma)$ denote the function defined by (26). Let $\xi$ denote an odd integer. Now, by assumption,

$$
\begin{equation*}
\varphi\left(\frac{\xi}{N_{1}}+\frac{\eta_{o}}{N_{2}}\right)=\mu_{2}\left(\frac{\xi}{c}\right)+\mu_{1}\left(\frac{\eta_{o}}{d}\right) . \tag{28}
\end{equation*}
$$

If $c$ and $d$ are both odd, the sum $\left(\xi / N_{1}+\eta_{e} / N_{2}\right)$ does not have the form $r_{1} / N_{1}+r_{2} / N_{2}$ for $r_{1}$ and $r_{2}$ both odd integers. Therefore, $\mu_{1}\left(\eta_{e} / d\right)+\mu_{2}(\xi / c)=0$. Hence, (28) becomes

$$
\begin{equation*}
\varphi\left(\frac{\xi}{N_{1}}+\frac{\eta_{o}}{N_{2}}\right)=-\mu_{1}\left(\frac{\eta_{e}}{d}\right)+\mu_{1}\left(\frac{\eta_{o}}{d}\right) . \tag{29}
\end{equation*}
$$

Since $\pi\left[\xi / N_{1}+\eta_{o} / N_{2}\right]$ and $\pi\left[\xi / N_{1}+\eta_{e} / N_{2}\right] \in(\omega-\varepsilon, \omega+\varepsilon)$, it follows that $\pi\left[(\xi-2 p) / N_{1}+\eta_{o} / N_{2}\right] \quad$ and $\quad \pi\left[(\xi-2 p) / N_{1}+\eta_{e} / N_{2}\right] \in(-\omega-\varepsilon,-\omega+\varepsilon)$. By assumption,

$$
\begin{equation*}
\varphi\left(\frac{\xi-2 p}{N_{1}}+\frac{\eta_{o}}{N_{2}}\right)=\mu_{2}\left(\frac{\xi-2 p}{c}\right)+\mu_{1}\left(\frac{\eta_{o}}{d}\right) . \tag{30}
\end{equation*}
$$

Since $c$ and $d$ are both odd, it follows that $(\xi-2 p) / N_{1}+\eta_{e} / N_{2}$ does not have the form $r_{1} / N_{1}+r_{2} / N_{2}$ for $r_{1}$ and $r_{2}$ both odd integers. Therefore, $\mu_{1}\left(\eta_{e} / d\right)+$ $\mu_{2}((\xi-2 p) / c)=0$. Hence, (30) becomes

$$
\begin{equation*}
\varphi\left(\frac{\xi-2 p}{N_{1}}+\frac{\eta_{o}}{N_{2}}\right)=-\mu_{1}\left(\frac{\eta_{e}}{d}\right)+\mu_{1}\left(\frac{\eta_{o}}{d}\right) . \tag{31}
\end{equation*}
$$

Comparing (29) and (31), we obtain

$$
\varphi\left(\frac{\xi}{N_{1}}+\frac{\eta_{o}}{N_{2}}\right)=\varphi\left(\frac{\xi-2 p}{N_{1}}+\frac{\eta_{o}}{N_{2}}\right) .
$$

This is the equality

$$
\begin{align*}
& \frac{1}{\lambda} \sum_{\nu=0}^{\lambda-1}\left[\cot \frac{\pi}{2} \frac{\xi}{\lambda c}+\cot \frac{\pi}{2} \frac{\left(\eta_{o}+2 \nu N_{2}\right)}{\lambda d}\right]  \tag{32}\\
& \quad=\frac{1}{\lambda} \sum_{\nu=0}^{\lambda-1}\left[\cot \frac{\pi}{2} \frac{(\xi-2 p)}{\lambda c}+\cot \frac{\pi}{2} \frac{\left(\eta_{o}+2 \nu N_{2}\right)}{\lambda d}\right] .
\end{align*}
$$

Therefore, $\cot (\pi / 2) \xi / \lambda c=\cot (\pi / 2)(\xi-2 p) / \lambda c$, which is clearly impossible.
We finally consider the case where one of $c$ and $d$ is even. If $c$ is odd and $d$ is even, the arguments are the same as in the preceding paragraph, since it is still true that $\left(\xi / N_{1}+\eta_{e} / N_{2}\right)$ does not have the form $r_{1} / N_{1}+r_{2} / N_{2}$ for $\xi, r_{1}$, and $r_{2}$ odd integers. However, if $c$ is even and $d$ is odd, ( $\xi / N_{1}+\eta_{e} / N_{2}$ ) does have the form $r_{1} / N_{1}+r_{2} / N_{2}$ for $\xi, r_{1}$, and $r_{2}$ odd integers, namely, $\left(\xi / N_{1}+\eta_{e} / N_{2}\right)=(\xi-c) / N_{1}+\left(\eta_{e}+d\right) / N_{2}$. Therefore, for the remainder of the argument assume that $c$ is even and $d$ is odd.

The functional expression analogous to (31) is

$$
\varphi\left(\frac{\xi}{N_{1}}+\frac{\eta_{e}}{N_{2}}\right)-\varphi\left(\frac{\xi}{N_{1}}+\frac{\eta_{o}}{N_{2}}\right)=\mu_{1}\left(\frac{\eta_{e}}{d}\right)-\mu_{1}\left(\frac{\eta_{o}}{d}\right)
$$

which leads to

$$
\varphi\left(\frac{\xi}{N_{1}}+\frac{\eta_{e}}{N_{2}}\right)-\varphi\left(\frac{\xi}{N_{1}}+\frac{\eta_{o}}{N_{2}}\right)=\varphi\left(\frac{\xi-2 p}{N_{1}}+\frac{\eta_{e}}{N_{2}}\right)-\varphi\left(\frac{\xi-2 p}{N_{1}}+\frac{\eta_{o}}{N_{2}}\right)
$$

since $(\xi-2 p) / N_{1}+\eta / N_{2}$ belongs to the interval $(-\omega-\varepsilon,-\omega+\varepsilon)$. Using the definition of $\varphi$, this is the equality:

$$
\begin{align*}
\frac{1}{\lambda} \sum_{\nu=0}^{\lambda-1} & {\left[\tan \frac{\pi}{2} \frac{\xi}{\lambda c}+\tan \frac{\pi}{2} \frac{\left(\eta_{e}+2 \nu N_{2}\right)}{\lambda d}\right] } \\
& +\frac{1}{\lambda} \sum_{\nu=0}^{\lambda-1}\left[\cot \frac{\pi}{2} \frac{\xi}{\lambda c}+\cot \frac{\pi}{2} \frac{\left(\eta_{o}+2 \nu N_{2}\right)}{\lambda d}\right]  \tag{33}\\
= & \frac{1}{\lambda} \sum_{\nu=0}^{\lambda-1}\left[\tan \frac{\pi}{2} \frac{(\xi-2 p)}{\lambda c}+\tan \frac{\pi}{2} \frac{\left(\eta_{e}+2 \nu N_{2}\right)}{\lambda d}\right] \\
& +\frac{1}{\lambda} \sum_{\nu=0}^{\lambda-1}\left[\cot \frac{\pi}{2} \frac{(\xi-2 p)}{\lambda c}+\cot \frac{\pi}{2} \frac{\left(\eta_{o}+2 \nu N_{2}\right)}{\lambda d}\right] .
\end{align*}
$$

This reduces to

$$
\tan \frac{\pi}{2} \frac{\xi}{\lambda c}+\cot \frac{\pi}{2} \frac{\xi}{\lambda c}=\tan \frac{\pi}{2} \frac{(\xi-2 p)}{\lambda c}+\cot \frac{\pi}{2} \frac{(\xi-2 p)}{\lambda c}
$$

and hence to $\sin (\pi \xi) / \lambda c=\sin (\pi(\xi-2 p) / \lambda c)$. The latter equality is easily seen to be false. This concludes the proof of Theorem 3.1.
4. Nonuniqueness of minimal extrapolations on $T$. In this section we will show that the trapezoids $t_{\omega, \varepsilon}$ on the circle $T$ having the $M$ property are not unique minimal extrapolations from their intervals of constancy. The proof of Theorem 3 of [4] applies to show uniqueness of the $t_{\omega, \varepsilon}$ for the case of the line $\mathbb{R}$.

Let $\varphi$ be the function defined by

$$
\begin{aligned}
\varphi(x) & =\sin (\pi x / \varepsilon), \quad-\varepsilon \leqq x \leqq \varepsilon, \\
& =0, \quad \varepsilon<|x| \leqq \pi .
\end{aligned}
$$

Now define

$$
f(x)=\varphi(x-\omega)-\varphi(x+\omega)
$$

It is clear that $f$ is supported on the intervals $(-\omega-\varepsilon,-\omega+\varepsilon)$ and $(\omega-\varepsilon, \omega+\varepsilon)$. Furthermore, the $n$th Fourier coefficient of $f$ is given by

$$
\begin{aligned}
f^{\wedge}(n) & =-\left(2 \varepsilon /\left(\varepsilon^{2} n^{2}-\pi^{2}\right)\right) \sin \varepsilon n \sin \omega n, \quad n \neq \pm \pi / \varepsilon, \\
& =0, \quad n= \pm \pi / \varepsilon .
\end{aligned}
$$

Because $n$ assumes only discrete values, it is easy to check that for sufficiently small positive $\lambda$

$$
\lambda\left|f^{\wedge}(n)\right|<\left|t_{\omega, \varepsilon}^{\wedge}(n)\right| \quad \text { for all } n .
$$

Hence

$$
\begin{aligned}
\operatorname{sign}\left(t_{\hat{\omega}, \varepsilon}^{\wedge}(n)+\lambda f^{\wedge}(n)\right) & =\operatorname{sign}\left(t_{\hat{\omega}, \varepsilon}^{\wedge}(n)\right) \\
& =\operatorname{sign}(\sin \omega n \sin \varepsilon n) \quad \text { for all } n .
\end{aligned}
$$

Since $t_{\omega, \varepsilon}$ has the $M$ property, by Proposition 1.1 there exists a pseudomeasure $S$ with support disjoint from the intervals $(-\omega-\varepsilon,-\omega+\varepsilon)$ and $(\omega-\varepsilon, \omega+\varepsilon)$ such that

$$
\begin{aligned}
S^{\wedge}(n) & =\operatorname{sign}(\sin \omega n \sin \varepsilon n) \quad \text { for } n \neq 0, \\
& =1 \text { for } n=0 .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\left\|t_{\omega, \varepsilon}\right\|_{A}=\left(S, t_{\omega, \varepsilon}\right) & =\left(S, t_{\omega, \varepsilon}+\lambda f\right) \\
& =\left\|t_{\omega, \varepsilon}+\lambda f\right\|_{A}
\end{aligned}
$$

Therefore, both $t_{\omega, \varepsilon}$ and $t_{\omega, \varepsilon}+\lambda f$ have the $M$ property and, of course, have the same intervals of constancy.
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#### Abstract

A procedure is presented for obtaining the complete asymptotic expansion of a class of fractional integrals (of Riemann-Liouville type), in which the integrand contains the product of two derivatives of the Fermi-Dirac integral. The procedure uses two-sided Laplace transforms and Abelian asymptotics of the inverse Laplace transform. The fractional integrals considered arise in various problems from statistical mechanics and solid state physics.
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1. Introduction. This paper is concerned with the asymptotic expansion, as $\eta \rightarrow \infty$, of the class of integrals

$$
\begin{equation*}
G_{\mu, p}^{(m, n)}(\eta)=\frac{1}{\Gamma(\mu)} \int_{-\infty}^{n}(\eta-t)^{\mu-1} F_{p}^{(m)}(t) F_{p}^{(n)}(t) d t \quad(\mu>0) . \tag{1.1}
\end{equation*}
$$

Here, $m$ and $n$ are nonnegative integers, and $F_{p}^{(m)}(t)$ denotes the $m$ th derivative of the Fermi-Dirac integral $F_{p}(t)$ defined by [1]

$$
\begin{equation*}
F_{p}(t)=\frac{1}{\Gamma(p+1)} \int_{0}^{\infty} \frac{x^{p} d x}{1+e^{x-t}} \quad(p>-1) . \tag{1.2}
\end{equation*}
$$

The class of Riemann-Liouville fractional integrals (1.1) is important in a number of areas of statistical mechanics and solid state physics. Two examples are the exchange energy of a $d$-dimensional electron gas [6] ( $\left.\mu=(d-1) / 2, p=-\frac{1}{2}, m=n=0\right)$ and the temperature-dependent gradient expansion coefficients for the interaction functional of an inhomogeneous electron gas [5] ( $\mu=2, p=-\frac{1}{2}, m=n=2$ ).

In the special case $p=-\frac{1}{2}, m=n=0$, the asymptotics of the integral (1.1) has been treated by Glasser and Boersma [6]. Their procedure, which uses the two-sided Laplace transform, is generalized in the present paper to accommodate the additional parameters $p, m$, and $n$. The Laplace transform method is explained in $\S 2$, where it is also shown that the asymptotic analysis may be restricted to the case $m=n$. Let the Laplace transform of $\left[F_{p}^{(m)}(t)\right]^{2}$ be denoted by $g(s)$ (with transform variable $s$ ), then the asymptotic expansion of $G(\eta)$ as $\eta \rightarrow \infty$ can be found by applying Abelian asymptotics to the series expansion of $g(s)$ around $s=0$. By starting from a suitable integral representation for $g(s)$ as derived in § 3, the expansion of $g(s)$ around $s=0$ is determined in $\S \S 4$ and 5 . In the final section, $\S 6$, the corresponding complete asymptotic expansion of $G(\eta)$, as given by (1.1), is presented.
2. Laplace transform method. Following the procedure of $\S 3$ of [6], we first determine the two-sided Laplace transform of (1.1):

$$
\begin{equation*}
\bar{G}_{\mu, p}^{(m, n)}(s)=\int_{-\infty}^{\infty} e^{-s \eta} G_{\mu, p}^{(m, n)}(\eta) d \eta=s^{-\mu} g_{p}^{(m, n)}(s) \tag{2.1}
\end{equation*}
$$

[^67]where
\[

$$
\begin{equation*}
g_{p}^{(m, n)}(s)=\int_{-\infty}^{\infty} e^{-s t} F_{p}^{(m)}(t) F_{p}^{(n)}(t) d t . \tag{2.2}
\end{equation*}
$$

\]

From the known asymptotic behaviour [1]

$$
\begin{equation*}
F_{p}(t)=O\left(e^{t}\right), \quad t \rightarrow-\infty, \quad F_{p}(t)=O\left(t^{p+1}\right), \quad t \rightarrow \infty, \tag{2.3}
\end{equation*}
$$

it follows that the Laplace transforms $\bar{G}_{\mu, p}^{(m, n)}(s)$ and $g_{p}^{(m, n)}(s)$ are defined in the strip $0<\operatorname{Re} s<2$.

Assuming that $m \leqq n$ in (2.2) and integrating by parts, we establish the recurrence relations

$$
\begin{gather*}
g_{p}^{(m, m+1)}(s)=\frac{1}{2} s g_{p}^{(m, m)}(s),  \tag{2.4}\\
g_{p}^{(m, n)}(s)=s g_{p}^{(m, n-1)}(s)-g_{p}^{(m+1, n-1)}(s), \quad n \geqq m+2 . \tag{2.5}
\end{gather*}
$$

By repeated application of these relations we are led to

$$
\begin{align*}
& g_{p}^{(m, m+2)}(s)=\frac{1}{2} s^{2} g_{p}^{(m, m)}(s)-g_{p}^{(m+1, m+1)}(s), \\
& g_{p}^{(m, m+3)}(s)=\frac{1}{2} s^{3} g_{p}^{(m, m)}(s)-\frac{3}{2} s g_{p}^{(m+1, m+1)}(s),  \tag{2.6}\\
& g_{p}^{(m, m+4)}(s)=\frac{1}{2} s^{4} g_{p}^{(m, m)}(s)-2 s^{2} g_{p}^{(m+1, m+1)}(s)+g_{p}^{(m+2, m+2)}(s) .
\end{align*}
$$

The coefficients in (2.4) and (2.6) are now used to form the polynomials

$$
\begin{align*}
& p_{0}(s)=1, \quad p_{1}(s)=\frac{1}{2} s, \quad p_{2}(s)=\frac{1}{2} s^{2}-1, \\
& p_{3}(s)=\frac{1}{2} s^{3}-\frac{3}{2} s, \quad p_{4}(s)=\frac{1}{2} s^{4}-2 s^{2}+1, \cdots, \tag{2.7}
\end{align*}
$$

which, by (2.5), satisfy the recurrence relation

$$
\begin{equation*}
p_{k}(s)=s p_{k-1}(s)-p_{k-2}(s), \quad k \geqq 2 . \tag{2.8}
\end{equation*}
$$

The latter recurrence relation is identical to that of the Chebyshev polynomials $T_{k}(s / 2)$ (cf. [3, § 10.11]). Thus we find

$$
\begin{equation*}
p_{k}(s)=T_{k}\left(\frac{s}{2}\right)=\frac{1}{2} k \sum_{l=0}^{[k / 2]} \frac{(-1)^{l}(k-l-1)!}{l!(k-2 l)!} s^{k-2 l}, \quad k \geqq 1, \tag{2.9}
\end{equation*}
$$

whereupon the results in (2.6) generalize to

$$
\begin{equation*}
g_{p}^{(m, m+k)}(s)=\frac{1}{2} k \sum_{l=0}^{[k / 2]} \frac{(-1)^{l}(k-l-1)!}{l!(k-2 l)!} s^{k-2 l} g_{p}^{(m+l, m+l)}(s), \quad k \geqq 1 . \tag{2.10}
\end{equation*}
$$

Consequently, without loss of generality we can restrict our further asymptotic analysis to the case $m=n$. Accordingly, we simplify the notation by setting $G_{\mu, p}^{(m, m)}(\eta) \equiv G_{\mu, p}^{(m)}(\eta)$ and $g_{p}^{(m, m)}(s) \equiv g_{p}^{(m)}(s)$.

In the Laplace transform method the asymptotic expansion of $G_{\mu, p}^{(m)}(\eta)$ as $\eta \rightarrow \infty$ is obtained by applying Abelian asymptotics [2, Kap. 7] to the series expansion of $g_{p}^{(m)}(s)$ around $s=0$. To determine the latter expansion, we rewrite the integral (2.2) in a more convenient form by means of Parseval's formula:

$$
\begin{equation*}
g_{p}^{(m)}(s)=\int_{-\infty}^{\infty} e^{-s t}\left[F_{p}^{(m)}(t)\right]^{2} d t=\int_{-\infty}^{\infty} f(u) f(-u) d u \tag{2.11}
\end{equation*}
$$

where

$$
\begin{equation*}
f(u)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-s t / 2} F_{p}^{(m)}(t) e^{i u t} d t=\frac{(s / 2-i u)^{m}}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-s t / 2} F_{p}(t) e^{i u t} d t . \tag{2.12}
\end{equation*}
$$

The second integral in (2.12) is evaluated by inserting the integral representation (1.2) for $F_{p}(t)$, interchanging the order of integration, and applying the substitution $y=e^{x-t}$ in the $t$-integral:

$$
\begin{align*}
\int_{-\infty}^{\infty} e^{-s t / 2} F_{p}(t) e^{i u t} d t & =\frac{1}{\Gamma(p+1)} \int_{0}^{\infty} x^{p} e^{-(s / 2-i u) x} d x \int_{0}^{\infty} \frac{y^{s / 2-i u-1}}{1+y} d y \\
& =\frac{\pi(s / 2-i u)^{-p-1}}{\sin [\pi(s / 2-i u)]} \tag{2.13}
\end{align*}
$$

The result for $f(u)$ thus found is inserted into (2.11), and we have

$$
\begin{equation*}
g_{p}^{(m)}(s)=\pi \int_{-\infty}^{\infty} \frac{\left(s^{2} / 4+u^{2}\right)^{m-p-1}}{\cosh (2 \pi u)-\cos (\pi s)} d u . \tag{2.14}
\end{equation*}
$$

Obviously, $g_{p}^{(m)}(s)$ depends only on the difference $m-p$; this was to be expected from the basic recursion formula $F_{p}^{\prime}(t)=F_{p-1}(t)$. Finally, for brevity we introduce

$$
\begin{equation*}
\nu=m-p-\frac{1}{2}, \quad g_{\nu}(s)=g_{p}^{(m)}(s) ; \tag{2.15}
\end{equation*}
$$

then the representation (2.14) becomes

$$
\begin{equation*}
g_{\nu}(s)=\pi \int_{-\infty}^{\infty} \frac{\left(s^{2} / 4+u^{2}\right)^{\nu-1 / 2}}{\cosh (2 \pi u)-\cos (\pi s)} d u . \tag{2.16}
\end{equation*}
$$

3. Integral representation for $g_{\nu}(s)$. The representation (2.16) for $g_{\nu}(s)$ is further reduced by another application of Parseval's formula. It is convenient to distinguish three cases.

Case i. $\nu<\frac{1}{2}$. From [4, Formulas 1.9(6), 1.3(7)] we quote the Fourier cosine transforms

$$
\begin{align*}
& \int_{0}^{\infty} \frac{\cos (x u)}{\cosh (2 \pi u)-\cos (\pi s)} d u=\frac{1}{2 \sin (\pi s)} \frac{\sinh [(1-s) x / 2]}{\sinh (x / 2)},  \tag{3.1}\\
& \int_{0}^{\infty}\left(\frac{s^{2}}{4}+u^{2}\right)^{\nu-1 / 2} \cos (x u) d u=\frac{\pi^{1 / 2}}{\Gamma\left(\frac{1}{2}-\nu\right)}\left(\frac{x}{s}\right)^{-\nu} K_{\nu}\left(\frac{s x}{2}\right) \tag{3.2}
\end{align*}
$$

where we used that $K_{-\nu}(z)=K_{\nu}(z)$ by [7, Formula $3.71(8)$ ]. Next, by means of Parseval's formula applied to (2.16) we are led to

$$
\begin{equation*}
g_{\nu}(s)=\frac{2 \pi^{1 / 2}}{\Gamma\left(\frac{1}{2}-\nu\right)} \frac{s^{\nu}}{\sin (\pi s)} \int_{0}^{\infty} \frac{\sinh [(1-s) x / 2]}{\sinh (x / 2)} x^{-\nu} K_{\nu}\left(\frac{s x}{2}\right) d x . \tag{3.3}
\end{equation*}
$$

It is easily seen that the integral (3.3) is convergent if $\nu<\frac{1}{2}$.
Case ii. $\nu>\frac{1}{2}, \nu-\frac{1}{2} \notin \mathbb{N}$. Let $k$ be the smallest integer greater than or equal to $\nu$; then we set $\nu=k-q$, where $0 \leqq q<1$ and $q \neq \frac{1}{2}$. To apply Parseval's formula in (2.16), we need the Fourier cosine transform

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\left(s^{2} / 4+u^{2}\right)^{k}}{\cosh (2 \pi u)-\cos (\pi s)} \cos (x u) d u=\frac{1}{2 \sin (\pi s)}\left(\frac{s^{2}}{4}-\frac{d^{2}}{d x^{2}}\right)^{k}\left\{\frac{\sinh [(1-s) x / 2]}{\sinh (x / 2)}\right\} \tag{3.4}
\end{equation*}
$$

obtainable from (3.1), and the transform (3.2) with $\nu$ replaced by $-q$. As a result it is found that the representation (2.16) passes into

$$
\begin{equation*}
g_{\nu}(s)=\frac{2 \pi^{1 / 2}}{\Gamma\left(q+\frac{1}{2}\right)} \frac{s^{-q}}{\sin (\pi s)} \int_{0}^{\infty}\left(\frac{s^{2}}{4}-\frac{d^{2}}{d x^{2}}\right)^{k}\left\{\frac{\sinh [(1-s) x / 2]}{\sinh (x / 2)}\right\} x^{q} K_{-q}\left(\frac{s x}{2}\right) d x . \tag{3.5}
\end{equation*}
$$

To further reduce (3.5), we would like to integrate by parts so that the differential operator acts on $x^{q} K_{-q}(s x / 2)$. Here a difficulty comes up, since the resulting integral is divergent at the lower limit $x=0$ and the intermediate endpoint contributions at $x=0$ become infinite. To overcome this, we introduce the "finite part" (in the sense of Hadamard) of the resulting integral and end point contributions, defined as follows.

For $\delta \geqq 0$, let $f(\delta)$ have an asymptotic expansion as $\delta \downarrow 0$, that consists of terms $\delta^{r}(\log \delta)^{j}$ with real $r$ and integer $j$. Suppose the expansion contains a finite number of singular terms (i.e., terms with $r<0$ or with $r=0, j \geqq 1$ ), and let $f_{\infty}(\delta)$ denote the sum of the singular terms. Then we define the finite part of $f(\delta)$ as $\delta \downarrow 0$ by

$$
\begin{equation*}
\operatorname{fin}_{\delta \downarrow 0} f(\delta)=\lim _{\delta \downarrow 0}\left[f(\delta)-f_{\infty}(\delta)\right] . \tag{3.6}
\end{equation*}
$$

Likewise, if $\int_{0}^{\infty} h(x) d x$ is divergent or convergent at $x=0$, we define the finite part of the integral as

$$
\begin{equation*}
f_{0}^{\infty} h(x) d x=\operatorname{fin}_{\delta \downarrow 0} \int_{\delta}^{\infty} h(x) d x . \tag{3.7}
\end{equation*}
$$

When integrating by parts in (3.5), the finite part of a typical endpoint contribution looks like

$$
\begin{equation*}
\left.\operatorname{fin}_{\delta \downarrow 0}\left(\frac{d}{d x}\right)^{j}\left\{\frac{\sinh [(1-s) x / 2]}{\sinh (x / 2)}\right\}\left(\frac{d}{d x}\right)^{l}\left\{x^{q} K_{-q}\left(\frac{s x}{2}\right)\right\}\right|_{x=\delta} \tag{3.8}
\end{equation*}
$$

where $j$ and $l$ are nonnegative integers with $j+l$ odd. We expand this in a power series in powers of $x=\delta$. Then the expansion is found to contain terms $\delta^{2 n-j-l}, \delta^{2 n+2 q-j-l}$ and, if $q=0$, also $\delta^{2 n-j-l} \log \delta$, whereby $n=0,1,2, \cdots$. Because $q \neq \frac{1}{2}$ and $j+l$ is odd, none of the exponents $2 n-j-l$ or $2 n+2 q-j-l$ is zero and the finite part (3.8) vanishes. In this way we find, through integration by parts in (3.5), that

$$
\begin{equation*}
g_{\nu}(s)=\frac{2 \pi^{1 / 2}}{\Gamma\left(q+\frac{1}{2}\right)} \frac{s^{-q}}{\sin (\pi s)} \int_{0}^{\infty} \frac{\sinh [(1-s) x / 2]}{\sinh (x / 2)}\left(\frac{s^{2}}{4}-\frac{d^{2}}{d x^{2}}\right)^{k}\left\{x^{q} K_{-q}\left(\frac{s x}{2}\right)\right\} d x . \tag{3.9}
\end{equation*}
$$

Setting $t=s x / 2$, by repeated use of the recurrence formula [7, § 3.71]

$$
\begin{equation*}
\left(1-\frac{d^{2}}{d t^{2}}\right) \frac{K_{\nu}(t)}{t^{\nu}}=\frac{2 \nu+1}{t} \frac{d}{d t}\left(\frac{K_{\nu}(t)}{t^{\nu}}\right)=-(2 \nu+1) \frac{K_{\nu+1}(t)}{t^{\nu+1}} \tag{3.10}
\end{equation*}
$$

we find

$$
\begin{equation*}
\left(\frac{s^{2}}{4}-\frac{d^{2}}{d x^{2}}\right)^{k}\left\{x^{q} K_{-q}\left(\frac{s x}{2}\right)\right\}=\frac{\Gamma\left(q+\frac{1}{2}\right)}{\Gamma\left(q-k+\frac{1}{2}\right)} s^{k} x^{q-k} K_{k-q}\left(\frac{s x}{2}\right) . \tag{3.11}
\end{equation*}
$$

Inserting (3.11) into (3.9) and restoring the notation $\nu=k-q$, we are led to the integral representation

$$
\begin{equation*}
g_{\nu}(s)=\frac{2 \pi^{1 / 2}}{\Gamma\left(\frac{1}{2}-\nu\right)} \frac{s^{\nu}}{\sin (\pi s)} \int_{0}^{\infty} \frac{\sinh [(1-s) x / 2]}{\sinh (x / 2)} x^{-\nu} K_{\nu}\left(\frac{s x}{2}\right) d x . \tag{3.12}
\end{equation*}
$$

This result is identical to the corresponding representation (3.3) for Case i , except that now the finite part of the divergent integral is to be taken (as indicated by the notation $f)$. From the original representation (2.16) it is clear that $g_{\nu}(s)$ is an analytic function of $\nu$ in the whole complex $\nu$-plane. Therefore the finite part integral (3.12) is also the analytic continuation of the integral (3.3) which is analytic for $\operatorname{Re} \nu<\frac{1}{2}$.

Case iii. $\nu=n+\frac{1}{2}, n=0,1,2, \cdots$. In this case the integral (2.16) can be evaluated by means of (3.4), viz.

$$
\begin{align*}
g_{n+1 / 2}(s) & =\pi \int_{-\infty}^{\infty} \frac{\left(s^{2} / 4+u^{2}\right)^{n}}{\cosh (2 \pi u)-\cos (\pi s)} d u \\
& =\left.\frac{\pi}{\sin (\pi s)}\left(\frac{s^{2}}{4}-\frac{d^{2}}{d x^{2}}\right)^{n}\left\{\frac{\sinh [(1-s) x / 2]}{\sinh (x / 2)}\right\}\right|_{x=0} . \tag{3.13}
\end{align*}
$$

Thus for $n=0, \nu=\frac{1}{2}$, we have

$$
\begin{equation*}
g_{1 / 2}(s)=\frac{\pi}{\sin (\pi s)}(1-s) \tag{3.14}
\end{equation*}
$$

To evaluate the derivative in (3.13), we substitute

$$
\begin{equation*}
\frac{\sinh [(1-s) x / 2]}{\sinh (x / 2)}=\frac{e^{(1-s / 2) x}-e^{s x / 2}}{e^{x}-1}=-2 \sum_{k=0}^{\infty} B_{2 k+1}\left(\frac{s}{2}\right) \frac{x^{2 k}}{(2 k+1)!} \tag{3.15}
\end{equation*}
$$

where $B_{2 k+1}(s / 2)$ is the Bernoulli polynomial [3, § 1.13]. Then we find

$$
\begin{equation*}
g_{n+1 / 2}(s)=-\frac{2 \pi}{\sin (\pi s)} \sum_{k=0}^{n}(-1)^{k}\binom{n}{k}\left(\frac{s^{2}}{4}\right)^{n-k} \frac{B_{2 k+1}(s / 2)}{2 k+1} \tag{3.16}
\end{equation*}
$$

4. Expansion of $g_{\nu}(s)$ if $2 \nu \notin \mathbb{Z}$. To determine the series expansion of $g_{\nu}(s)$ around $s=0$, we start from the integral representation (3.12) which includes the representation (3.3) as a special case. For convenience it is assumed that $2 \nu$ is not integral. By substitution of

$$
\begin{equation*}
\frac{\sinh [(1-s) x / 2]}{\sinh (x / 2)}=e^{-s x / 2}-2 \sinh \left(\frac{s x}{2}\right) \frac{e^{-x}}{1-e^{-x}} \tag{4.1}
\end{equation*}
$$

the representation (3.12) is rewritten as

$$
\begin{align*}
g_{\nu}(s)= & \frac{2 \pi^{1 / 2}}{\Gamma\left(\frac{1}{2}-\nu\right)} \frac{s^{\nu}}{\sin (\pi s)} \int_{0}^{\infty} e^{-s x / 2} x^{-\nu} K_{\nu}\left(\frac{s x}{2}\right) d x \\
& \quad-\frac{4 \pi^{1 / 2}}{\Gamma\left(\frac{1}{2}-\nu\right)} \frac{s^{\nu}}{\sin (\pi s)} \int_{0}^{\infty} \sinh \left(\frac{s x}{2}\right) K_{\nu}\left(\frac{s x}{2}\right) \frac{x^{-\nu} e^{-x}}{1-e^{-x}} d x . \tag{4.2}
\end{align*}
$$

From [4, Formula 6.8(28)] we have

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s x / 2} x^{-\nu} K_{\nu}\left(\frac{s x}{2}\right) d x=\frac{\pi^{1 / 2} \Gamma(1-2 \nu)}{\Gamma\left(\frac{3}{2}-\nu\right)} s^{\nu-1}, \tag{4.3}
\end{equation*}
$$

valid for $\operatorname{Re} \nu<\frac{1}{2}$. By analytic continuation the result (4.3) also holds for $\operatorname{Re} \nu \geqq \frac{1}{2}$, $2 \nu \notin \mathbb{N}$, provided that the finite part of the integral is taken as in (4.2). To evaluate the second integral in (4.2), we expand the product $\sinh (s x / 2) K_{\nu}(s x / 2)$ in a power series. Starting from the definition

$$
\begin{equation*}
K_{\nu}(z)=\frac{\pi}{2 \sin (\nu \pi)}\left[I_{-\nu}(z)-I_{\nu}(z)\right] \quad(\nu \notin \mathbb{Z}) \tag{4.4}
\end{equation*}
$$

we employ Watson's expansion [7, Formula 5.41(1)] for the products $J_{\mu}(z) J_{ \pm \nu}(z)$ with $\mu=\frac{1}{2}, z=i s x / 2$. As a result, we obtain

$$
\begin{align*}
\sinh \left(\frac{s x}{2}\right) K_{\nu}\left(\frac{s x}{2}\right)=\frac{\pi^{1 / 2}}{2 \sin (\nu \pi)}\left[\sum_{k=0}^{\infty}\right. & \frac{\Gamma\left(2 k-\nu+\frac{3}{2}\right)}{(2 k+1)!\Gamma(2 k-2 \nu+2)}(s x)^{2 k-\nu+1} \\
& \left.-\sum_{k=0}^{\infty} \frac{\Gamma\left(2 k+\nu+\frac{3}{2}\right)}{(2 k+1)!\Gamma(2 k+2 \nu+2)}(s x)^{2 k+\nu+1}\right] \tag{4.5}
\end{align*}
$$

The latter expansion is inserted into the second integral in (4.2) and we apply a term-by-term integration using the auxiliary integral

$$
\begin{equation*}
\int_{0}^{\infty} x^{\alpha} \frac{e^{-x}}{1-e^{-x}} d x=\Gamma(\alpha+1) \zeta(\alpha+1) \quad(\operatorname{Re} \alpha>0) \tag{4.6}
\end{equation*}
$$

where $\zeta(\alpha+1)$ denotes Riemann's zeta function [3, § 1.12]. By analytic continuation the result (4.6) also holds for $\operatorname{Re} \alpha \leqq 0, \alpha \notin \mathbb{Z}$, provided that the finite part of the integral is taken.

Finally, by compiling the previous results we are led to the desired expansion

$$
\begin{align*}
g_{\nu}(s)=\frac{2 \pi}{\Gamma\left(\frac{1}{2}-\nu\right) \sin (\nu \pi)} \frac{s}{\sin (\pi s)}\left[\sum_{k=0}^{\infty}\right. & \frac{\Gamma\left(2 k+\nu-\frac{1}{2}\right)}{\Gamma(2 k+2 \nu)} \zeta(2 k) s^{2 k+2 \nu-2} \\
& \left.-\sum_{k=0}^{\infty} \frac{\Gamma\left(2 k-\nu+\frac{3}{2}\right)}{(2 k+1)!} \zeta(2 k-2 \nu+2) s^{2 k}\right] \tag{4.7}
\end{align*}
$$

valid if $2 \nu \notin \mathbb{Z}$. It is readily seen that the expansion (4.7) is convergent for $0<|s|<1$.
5. Expansion of $g_{\nu}(s)$ if $2 \nu \in \mathbb{Z}$. Since $g_{\nu}(s)$ is a continuous function of the parameter $\nu$, the series expansion of $g_{\nu}(s)$ when $2 \nu=N \in \mathbb{Z}$ can be found by taking limits in (4.7) as $\nu \rightarrow N / 2$. We distinguish four cases.

Case i. $\nu=n, n=1,2,3, \cdots$. Rewrite the expansion (4.7) as

$$
\begin{align*}
g_{\nu}(s)= & \frac{2 \pi}{\Gamma\left(\frac{1}{2}-\nu\right)} \frac{s}{\sin (\pi s)} \frac{1}{\sin (\nu \pi)} \\
& \cdot\left[-\sum_{k=0}^{n-2} \frac{\Gamma\left(2 k-\nu+\frac{3}{2}\right)}{(2 k+1)!} \zeta(2 k-2 \nu+2) s^{2 k}\right.  \tag{5.1}\\
& \quad+\sum_{k=n-1}^{\infty}\left\{\frac{\Gamma\left(2 k-2 n+\nu+\frac{3}{2}\right)}{\Gamma(2 k-2 n+2 \nu+2)} \zeta(2 k-2 n+2) s^{2 k-2 n+2 \nu}\right. \\
& \left.\left.\quad-\frac{\Gamma\left(2 k-\nu+\frac{3}{2}\right)}{(2 k+1)!} \zeta(2 k-2 \nu+2) s^{2 k}\right\}\right]
\end{align*}
$$

where it is noted that the terms of the finite sum and of the infinite series vanish when $\nu=n$. By properly taking limits as $\nu \rightarrow n$, the expansion (5.1) passes into
$g_{n}(s)=\frac{4}{\pi} \Gamma\left(n+\frac{1}{2}\right) \frac{s}{\sin (\pi s)}$

$$
\begin{align*}
& \cdot\left[\sum_{k=0}^{n-2} \frac{\Gamma\left(2 k-n+\frac{3}{2}\right)}{(2 k+1)!} \zeta^{\prime}(2 k-2 n+2) s^{2 k}+\sum_{k=n-1}^{\infty} \frac{\Gamma\left(2 k-n+\frac{3}{2}\right)}{(2 k+1)!} \zeta(2 k-2 n+2) s^{2 k}\right.  \tag{5.2}\\
& \cdot\left.\left\{\log s+\psi\left(2 k-n+\frac{3}{2}\right)-\psi(2 k+2)+\frac{\zeta^{\prime}(2 k-2 n+2)}{\zeta(2 k-2 n+2)}\right\}\right],
\end{align*}
$$

valid for $n=1,2,3, \cdots$; here, $\psi(z)$ denotes the logarithmic derivative of the $\Gamma$-function, i.e., $\psi(z)=\Gamma^{\prime}(z) / \Gamma(z)$. By means of [3, Formula 1.12(23)] we have

$$
\begin{equation*}
\zeta^{\prime}(2 k-2 n+2)=(-1)^{n-k-1} \frac{(2 n-2 k-2)!}{2(2 \pi)^{2 n-2 k-2}} \zeta(2 n-2 k-1) \tag{5.3}
\end{equation*}
$$

$$
(k=0,1, \cdots, n-2),
$$

which is used in the finite sum in (5.2).

Case ii. $\nu=-n, n=0,1,2, \cdots$. Rewrite the expansion (4.7) as

$$
\begin{align*}
g_{\nu}(s)= & \frac{2 \pi}{\Gamma\left(\frac{1}{2}-\nu\right)} \frac{s}{\sin (\pi s)} \frac{1}{\sin (\nu \pi)} \\
& \cdot\left[\sum_{k=0}^{n} \frac{\Gamma\left(2 k+\nu-\frac{1}{2}\right)}{\Gamma(2 k+2 \nu)} \zeta(2 k) s^{2 k+2 \nu-2}\right. \\
& +\sum_{k=0}^{\infty}\left\{\frac{\Gamma\left(2 k+2 n+\nu+\frac{3}{2}\right)}{\Gamma(2 k+2 n+2 \nu+2)} \zeta(2 k+2 n+2) s^{2 k+2 n+2 \nu}\right.  \tag{5.4}\\
& \left.\left.\quad-\frac{\Gamma\left(2 k-\nu+\frac{3}{2}\right)}{(2 k+1)!} \zeta(2 k-2 \nu+2) s^{2 k}\right\}\right]
\end{align*}
$$

and take limits as $\nu \rightarrow-n$. Then, as in Case i , we are led to the expansion
$g_{-n}(s)=\frac{4(-1)^{n}}{\Gamma\left(n+\frac{1}{2}\right)} \frac{s}{\sin (\pi s)}\left[\sum_{k=0}^{n} \Gamma\left(2 k-n-\frac{1}{2}\right)(2 n-2 k)!\zeta(2 k) s^{2 k-2 n-2}\right.$

$$
\begin{align*}
& +\sum_{k=0}^{\infty} \frac{\Gamma\left(2 k+n+\frac{3}{2}\right)}{(2 k+1)!} \zeta(2 k+2 n+2) s^{2 k}  \tag{5.5}\\
& \left.\cdot\left\{\log s+\psi\left(2 k+n+\frac{3}{2}\right)-\psi(2 k+2)+\frac{\zeta^{\prime}(2 k+2 n+2)}{\zeta(2 k+2 n+2)}\right\}\right],
\end{align*}
$$

valid for $n=0,1,2, \cdots$. For $n=0$, the expansion (5.5) agrees with [6, Formula (33)]. Note that the expansion of $g_{\nu}(s)$ contains logarithmic terms in the case where $\nu$ is integral.

Case iii. $\nu=n+\frac{1}{2}, n=0,1,2, \cdots$. When taking limits in (4.7) as $\nu \rightarrow n+\frac{1}{2}$, proper care should be taken because some of the $\Gamma$ - and $\zeta$-functions become singular. First consider the case $\nu=\frac{1}{2}$; then we find

$$
\begin{align*}
g_{1 / 2}(s) & =\frac{2 \pi s}{\sin (\pi s)} \lim _{\nu \rightarrow 1 / 2} \frac{1}{\Gamma\left(\frac{1}{2}-\nu\right)}\left[\frac{\Gamma\left(\nu-\frac{1}{2}\right)}{\Gamma(2 \nu)} \zeta(0) s^{2 \nu-2}-\Gamma\left(\frac{3}{2}-\nu\right) \zeta(2-2 \nu)\right]  \tag{5.6}\\
& =\frac{\pi s}{\sin (\pi s)}\left(\frac{1}{s}-1\right),
\end{align*}
$$

in accordance with (3.14). Generally, for $\nu=n+\frac{1}{2}, n \geqq 1$, the expansion (4.7) passes into

$$
g_{n+1 / 2}(s)=(-1)^{n} \frac{2 \pi s}{\sin (\pi s)}
$$

$$
\cdot \lim _{\nu \rightarrow n+1 / 2} \frac{1}{\Gamma\left(\frac{1}{2}-\nu\right)}\left[-\sum_{k=0}^{[(n-1) / 2]} \frac{\Gamma\left(2 k-\nu+\frac{3}{2}\right)}{(2 k+1)!} \zeta(2 k-2 \nu+2) s^{2 k}\right.
$$

$$
\left.-\frac{\Gamma\left(2 n-\nu+\frac{3}{2}\right)}{(2 n+1)!} \zeta(2 n-2 \nu+2) s^{2 n}\right]
$$

$$
=\frac{2 \pi s}{\sin (\pi s)}\left[(-1)^{n} \sum_{k=0}^{[(n-1) / 2]}\binom{n}{2 k+1} \zeta(2 k-2 n+1) s^{2 k}-\frac{(n!)^{2}}{2(2 n+1)!} s^{2 n}\right],
$$

valid for $n=1,2,3, \cdots$. In the final line of (5.7) we may set, by [3, Formula 1.12(22)],

$$
\begin{equation*}
\zeta(2 k-2 n+1)=-\frac{B_{2 n-2 k}}{2(n-k)} \quad(k=0,1, \cdots, n-1) \tag{5.8}
\end{equation*}
$$

where $B_{2 n-2 k}$ is the Bernoulli number. It can be shown that the expansion (5.7) agrees with (3.16).

Case iv. $\nu=-n-\frac{1}{2}, n=0,1,2, \cdots$. In this case the expansion (4.7) remains valid, provided that the ratio $\Gamma\left(2 k+\nu-\frac{1}{2}\right) / \Gamma(2 k+2 \nu)$ is handled with proper care. Thus by means of

$$
\lim _{\nu \rightarrow-n-1 / 2} \frac{\Gamma\left(2 k+\nu-\frac{1}{2}\right)}{\Gamma(2 k+2 \nu)}= \begin{cases}2(2 k-2 n-1)_{n}, & k \leqq n,  \tag{5.9}\\ (2 k-2 n-1)_{n}, & k \geqq n+1\end{cases}
$$

we obtain the expansion

$$
\begin{align*}
g_{-n-1 / 2}(s)=\frac{(-1)^{n}}{n!} \frac{2 \pi s}{\sin (\pi s)}[-2 & \sum_{k=0}^{n}(2 k-2 n-1)_{n} \zeta(2 k) s^{2 k-2 n-3} \\
& \left.+\sum_{k=1}^{\infty}(-1)^{k}(k)_{n} \zeta(k+2 n+1) s^{k-2}\right], \tag{5.10}
\end{align*}
$$

valid for $n=0,1,2, \cdots$. In the special case $n=0, \nu=-\frac{1}{2}$, the expansion (5.10) reduces to

$$
\begin{align*}
g_{-1 / 2}(s) & =\frac{2 \pi s}{\sin (\pi s)}\left[s^{-3}+\sum_{k=1}^{\infty}(-1)^{k} \zeta(k+1) s^{k-2}\right]  \tag{5.11}\\
& =-\frac{2 \pi s^{-1}}{\sin (\pi s)}[\psi(s)+\gamma]
\end{align*}
$$

by use of [3, Formula 1.17(5)]. The same result can also be found by a direct evaluation of the integral (3.3) with $\nu=-\frac{1}{2}$.

Finally, it is pointed out that the infinite series expansions of $g_{\nu}(s)$, as presented in (5.2), (5.5), and (5.10), are convergent for $0<|s|<1$. In Case iii the infinite series reduces to a finite sum; see (5.6) and (5.7).
6. Asymptotic expansion of $\boldsymbol{G}_{\mu, p}^{(\boldsymbol{m})}(\boldsymbol{\eta})$. The asymptotic expansion of $G_{\mu, p}^{(m)}(\eta)$ as $\eta \rightarrow \infty$ is determined through a term-by-term conversion, based on theorems of Abelian asymptotics [2, Kap. 7], of the series expansion of $s^{-\mu} g_{\nu}(s)$ around $s=0$. The conversion is most easily carried out by use of the "dictionary" in Table 1. The left column of the table shows a specific term of the expansion around $s=0$; the right column shows the corresponding term of the asymptotic expansion as $\eta \rightarrow \infty$.

In the expansions of $g_{\nu}(s)$ as determined in $\S \S 4$ and 5 , replace $\pi s / \sin (\pi s)$ by

$$
\begin{equation*}
\frac{\pi s}{\sin (\pi s)}=2 \sum_{k=0}^{\infty}\left(1-2^{1-2 k}\right) \zeta(2 k) s^{2 k}, \quad|s|<1 \tag{6.1}
\end{equation*}
$$

TABLE 1
Inverse Laplace transforms.

| $f(s)$ | $(1 / 2 \pi i) \int_{c-i \infty}^{c+i \infty} f(s) e^{\eta s} d s$ |  |
| :---: | :---: | :---: |
| $s^{\lambda}$ | $\begin{array}{ll} {[1 / \Gamma(-\lambda)] \eta^{-\lambda-1},} & \lambda \neq 0,1,2, \cdots \\ 0, & \lambda=0,1,2, \cdots \end{array}$ |  |
| $s^{\lambda} \log s$ | $\begin{aligned} & -[1 / \Gamma(-\lambda)] \eta^{-\lambda-1}[\log \eta-\psi(-\lambda)], \\ & (-1)^{\lambda+1} \lambda!\eta^{-\lambda-1}, \end{aligned}$ | $\begin{aligned} & \lambda \neq 0,1,2, \cdots \\ & \lambda=0,1,2, \cdots \end{aligned}$ |

and multiply the series involved. Then for $2 \nu \notin \mathbb{Z}$, the expansion (4.7) of $g_{\nu}(s)$ takes the form

$$
\begin{equation*}
g_{\nu}(s)=\sum_{k=0}^{\infty} A_{k} s^{2 k+2 \nu-2}+\sum_{k=0}^{\infty} B_{k} s^{2 k}, \quad 0<|s|<1 \tag{6.2}
\end{equation*}
$$

with coefficients

$$
\begin{align*}
& A_{k}=\frac{4}{\Gamma\left(\frac{1}{2}-\nu\right) \sin (\nu \pi)} \sum_{l=0}^{k} \frac{\Gamma\left(2 l+\nu-\frac{1}{2}\right)}{\Gamma(2 l+2 \nu)} \zeta(2 l)\left(1-2^{1-2 k+2 l}\right) \zeta(2 k-2 l), \\
& B_{k}=\frac{-4}{\Gamma\left(\frac{1}{2}-\nu\right) \sin (\nu \pi)} \sum_{l=0}^{k} \frac{\Gamma\left(2 l-\nu+\frac{3}{2}\right)}{(2 l+1)!} \zeta(2 l-2 \nu+2)\left(1-2^{1-2 k+2 l}\right) \zeta(2 k-2 l) . \tag{6.3}
\end{align*}
$$

Similar expansions hold in the case where $2 \nu \in \mathbb{Z}$. From (5.2) and (5.5) it follows that the expansion of $g_{\nu}(s)$ contains logarithmic terms if $\nu$ is integral.

Starting from (6.2) multiplied by $s^{-\mu}$, we find by use of Table 1 the desired asymptotic expansion

$$
\begin{align*}
G_{\mu, p}^{(m)}(\eta) \sim \sum_{k=0}^{\infty} & \frac{A_{k}}{\Gamma(\mu-2 \nu-2 k+2)} \eta^{\mu-2 \nu-2 k+1}  \tag{6.4}\\
& +\sum_{k=0}^{\infty} \frac{B_{k}}{\Gamma(\mu-2 k)} \eta^{\mu-2 k-1} \quad(\eta \rightarrow \infty)
\end{align*}
$$

valid if $2 \nu \notin \mathbb{Z}$. It is pointed out that the first (second) asymptotic series in (6.4) terminates to a finite sum if $\mu-2 \nu(\mu)$ is an integer. Similar asymptotic expansions hold in the case where $2 \nu \in \mathbb{Z}$. If $\nu$ is an integer, it is found from (5.2) and (5.5) that the asymptotic expansion of $G_{\mu, p}^{(m)}(\eta)$ contains logarithmic terms $[1 / \Gamma(\mu-2 k)] \times$ $\eta^{\mu-2 k-1} \log \eta$, with $k \geqq \max (\nu-1,0)$.

As an example, we determine the asymptotic expansion of the integral [5]

$$
\begin{equation*}
G_{2,-1 / 2}^{(2)}(\eta)=\int_{-\infty}^{\eta}(\eta-t)\left[F_{-1 / 2}^{\prime \prime}(t)\right]^{2} d t, \tag{6.5}
\end{equation*}
$$

for which $\nu=2$. In the expansion (5.2) with $n=2$, replace $\pi s / \sin (\pi s)$ by (6.1), and multiply the series involved. Then the expansion of $g_{2}(s)$ takes the form

$$
\begin{equation*}
g_{2}(s)=\sum_{k=1}^{\infty} c_{k} s^{2 k} \log s+\sum_{k=0}^{\infty} d_{k} s^{2 k}, \quad|s|<1 \tag{6.6}
\end{equation*}
$$

with coefficients

$$
\begin{align*}
& c_{k}=6 \pi^{-3 / 2} \sum_{l=1}^{k} \frac{\Gamma\left(2 l-\frac{1}{2}\right)}{(2 l+1)!} \zeta(2 l-2)\left(1-2^{1-2 k+2 l}\right) \zeta(2 k-2 l), \\
& d_{k}=6 \pi^{-3 / 2} \sum_{l=0}^{k} \frac{\Gamma\left(2 l-\frac{1}{2}\right)}{(2 l+1)!} \zeta(2 l-2)\left[\psi\left(2 l-\frac{1}{2}\right)-\psi(2 l+2)+\frac{\zeta^{\prime}(2 l-2)}{\zeta(2 l-2)}\right]  \tag{6.7}\\
& \cdot\left(1-2^{1-2 k+2 l}\right) \zeta(2 k-2 l) .
\end{align*}
$$

Next, by use of Table 1 in a term-by-term conversion of the expansion of $s^{-2} g_{2}(s)$, we are led to the asymptotic expansion

$$
\begin{equation*}
G_{2,-1 / 2}^{(2)}(\eta) \sim d_{0} \eta-\sum_{k=1}^{\infty}(2 k-2)!c_{k} \eta^{-2 k+1} \quad(\eta \rightarrow \infty) \tag{6.8}
\end{equation*}
$$

By evaluating the leading terms in (6.8), we find

$$
\begin{align*}
G_{2,-1 / 2}^{(2)}(\eta)=\frac{3 \zeta(3)}{2 \pi^{3}} & \eta+\frac{1}{8 \pi} \eta^{-1}+\frac{5 \pi}{192} \eta^{-3} \\
& +\frac{43 \pi^{3}}{1920} \eta^{-5}+\frac{323 \pi^{5}}{7168} \eta^{-7}+O\left(\eta^{-9}\right) \quad(\eta \rightarrow \infty) \tag{6.9}
\end{align*}
$$

The asymptotic expansion (6.8) can also be derived in a more elementary manner. To that end we start from the two-sided Laplace transform

$$
\begin{equation*}
\int_{-\infty}^{\infty} e^{-s t} F_{-1 / 2}^{\prime \prime}(t) d t=\frac{\pi s^{3 / 2}}{\sin (\pi s)}, \tag{6.10}
\end{equation*}
$$

obtainable from (2.12) and (2.13). Using (6.1) and Table 1, we expand (6.10) in a power series around $s=0$, whereupon a term-by-term conversion yields the asymptotic expansion

$$
\begin{equation*}
F_{-1 / 2}^{\prime \prime}(t) \sim-\frac{2}{\pi} \sum_{k=0}^{\infty}\left(1-2^{1-2 k}\right) \Gamma\left(2 k+\frac{3}{2}\right) \zeta(2 k) t^{-2 k-3 / 2} \quad(t \rightarrow \infty) . \tag{6.11}
\end{equation*}
$$

By squaring (6.11) we find

$$
\begin{equation*}
\left[F_{-1 / 2}^{\prime \prime}(t)\right]^{2} \sim \sum_{k=0}^{\infty} b_{k} t^{-2 k-3} \quad(t \rightarrow \infty) \tag{6.12}
\end{equation*}
$$

with coefficients

$$
\begin{align*}
b_{k}=\frac{4}{\pi^{2}} & \sum_{l=0}^{k}\left(1-2^{1-2 l}\right) \Gamma\left(2 l+\frac{3}{2}\right) \zeta(2 l) \\
& \cdot\left(1-2^{1-2 k+2 l}\right) \Gamma\left(2 k-2 l+\frac{3}{2}\right) \zeta(2 k-2 l) \tag{6.13}
\end{align*}
$$

Next it is observed from (6.5) that $G_{2,-1 / 2}^{(2)}(\eta)$ is the repeated integral of order 2 , of $\left[F_{-1 / 2}^{\prime \prime}(t)\right]^{2}$. As it has been shown in the Appendix of [6], the asymptotic expansion of $G_{2,-1 / 2}^{(2)}(\eta)$ can now be derived by a twice repeated termwise integration of the expansion (6.12). Thus we find

$$
\begin{equation*}
G_{2,-1 / 2}^{(2)}(\eta) \sim C_{1} \eta+C_{0}+\sum_{k=0}^{\infty} \frac{b_{k}}{(2 k+1)(2 k+2)} \eta^{-2 k-1} \quad(\eta \rightarrow \infty) \tag{6.14}
\end{equation*}
$$

where the constants $C_{0}$ and $C_{1}$ are yet to be determined. By dividing (6.14) by $\eta$ and taking limits as $\eta \rightarrow \infty$, it readily follows that

$$
\begin{equation*}
C_{1}=\int_{-\infty}^{\infty}\left[F_{-1 / 2}^{\prime \prime}(t)\right]^{2} d t=g_{2}(0)=\frac{3 \zeta(3)}{2 \pi^{3}} \tag{6.15}
\end{equation*}
$$

where $g_{2}(0)$ has been evaluated by means of (2.16) and [4, Formula 6.6(4)]. In a similar manner it is found that

$$
\begin{equation*}
C_{0}=-\int_{-\infty}^{\infty} t\left[F_{-1 / 2}^{\prime \prime}(t)\right]^{2} d t=g_{2}^{\prime}(0)=0 . \tag{6.16}
\end{equation*}
$$

The asymptotic expansion (6.14) does agree with (6.8) provided that

$$
\begin{equation*}
-(2 k)!c_{k+1}=\frac{b_{k}}{(2 k+1)(2 k+2)}, \quad k=0,1,2, \cdots \tag{6.17}
\end{equation*}
$$

The latter identity can be proved by a generating function technique.
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# CONTIGUITY RELATIONS OF AOMOTO-GEL'FAND HYPERGEOMETRIC FUNCTIONS AND APPLICATIONS TO APPELL'S SYSTEM $F_{3}$ AND GOURSAT'S SYSTEM ${ }_{3} \boldsymbol{F}_{\mathbf{2}}{ }^{*}$ 

TAKESHI SASAKI $\dagger$<br>This paper is dedicated to the memory of Yutaka Se-ashi.


#### Abstract

Aomoto-Gel'fand hypergeometric functions $\Phi(Z, \alpha)$ [K. Aomoto, Sci. Papers, College of Arts and Sciences, University of Tokyo, 27 (1977), pp. 49-61], [I. M. Gel'fand, Soviet Math. Dokl., 33 (1986), pp. 573-577] are functions of $z$ defined on the Grassmannian $G_{k, n}$, the set of $k$-dimensional subspaces of an $n$-dimensional linear space, and with complex parameters ( $\alpha$ ). Such a class of functions contains certain classical hypergeometric functions (HGF), such as the HGF of Gauss, the generalized HGF ${ }_{p+1} F_{p}$, and Appell's HGF's $F_{1}, F_{2}, F_{3}$. On the other hand, W. Miller [J. Math. Phys., 13 (1972), pp. 1393-1399; SIAM J. Appl. Math., 25 (1973), pp. 226-235; SIAM J. Math. Anal., 3 (1972), pp. 31-44] has given contiguity relations for several HGF's, including the HGF's mentioned above, and has shown the Lie-algebraic structure of the equations satisfied by these functions. This paper first presents a principle of obtaining contiguity relations for Aomoto-Gel'fand HGF's and clarifies the Lie-algebraic structure among them. The contiguity relations for Lauricella's HGF $F_{D}$ are known easily from this principle. The second part of this paper is an application to get complete tables of contiguity relations for $F_{3}$ and ${ }_{3} F_{2}$, which complement the tables for these functions given by Miller in the papers cited above.
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Introduction. This paper is aimed at defining the contiguity relations of the Aomoto-Gel'fand hypergeometric functions and providing, as applications, a complete list of contiguity relations of Appell's hypergeometric function $F_{3}$ and that of Goursat's generalized hypergeometric function ${ }_{3} F_{2}$. We use a short term HGF for "hypergeometric function."

Let us recall the contiguity relations of the Gauss HGF:

$$
F(\alpha, \beta, \gamma ; x)=\sum_{n=0}^{\infty} \frac{(\alpha, n)(\beta, n)}{(\gamma, n) n!} x^{n},
$$

where ( $\alpha, n$ ) denotes the factorial function

$$
(\alpha, n)= \begin{cases}1, & n=0, \\ \alpha(\alpha+1)(\alpha+2) \cdots(\alpha+n-1), & n=1,2,3, \cdots .\end{cases}
$$

Functions such as $F(\alpha \pm 1, \beta, \gamma ; x), F(\alpha, \beta \pm 1, \gamma ; x), \cdots$ are called contiguous to $F(\alpha, \beta, \gamma ; x)$, and linear relations among contiguous functions and their derivatives are called contiguity relations. The following are typical examples:

$$
\begin{align*}
& \alpha F(\alpha+1, \beta, \gamma ; x)=\alpha F(\alpha, \beta, \gamma ; x)+x \frac{d}{d x} F(\alpha, \beta, \gamma ; x) \\
& \begin{aligned}
&(\alpha-\gamma+1) F(\alpha, \beta, \gamma ; x)=(\gamma-\alpha-1-\beta x) F(\alpha+1, \beta, \gamma ; x) \\
&+x(1-x) \frac{d}{d x} F(\alpha+1, \beta, \gamma ; x) .
\end{aligned} \tag{0.1}
\end{align*}
$$

[^68]Define differential operators $H$ and $B$ which appear in the right-hand sides by

$$
\begin{equation*}
H=x \frac{d}{d x}+\alpha \quad \text { and } \quad B=x(1-x) \frac{d}{d x}+(\gamma-\alpha-1-\beta x), \tag{0.2}
\end{equation*}
$$

and denote by $S(\alpha, \beta, \gamma)$ the space of solutions of the Gauss hypergeometric differential equation (HGDE):

$$
\begin{equation*}
x(1-x) \frac{d^{2} u}{d x^{2}}+\{\gamma-(\alpha+\beta+1) x\} \frac{d u}{d x}-\alpha \beta u=0 . \tag{0.3}
\end{equation*}
$$

Then these operators define linear homomorphisms:

$$
\begin{align*}
& H: S(\alpha, \beta, \gamma) \rightarrow S(\alpha+1, \beta, \gamma), \\
& B: S(\alpha+1, \beta, \gamma) \rightarrow S(\alpha, \beta, \gamma), \tag{0.4}
\end{align*}
$$

which are isomorphisms when $\alpha(\alpha+\gamma-1) \neq 0$. The differential operator

$$
\frac{d}{d x}: S(\alpha, \beta, \gamma) \rightarrow S(\alpha+1, \beta+1, \gamma+1)
$$

which has been basic in the study of the Gauss HGF in [GA], also reflects a contiguity relation

$$
\frac{d}{d x} F(\alpha, \beta, \gamma, x)=\frac{\alpha \beta}{\gamma} F(\alpha+1, \beta+1, \gamma+1 ; x) .
$$

As we have seen in [SY3], such relations form a part of the symmetry of the Gauss HGDE (0.3), and symmetry plays a fundamental role in the study of the HGF. It is thus important to understand how the contiguity relations arise for several HGF's. Refer also to [IKSY].

In this paper we first present a general principle of getting such relations and differential operators for a wider class of HGF's, i.e., a class of HGF's defined by Aomoto [A1] and Gel'fand [GE], which we call the Aomoto-Gel'fand HGF's (see § 1).

We next apply this principle to classical HGF's. Contiguity relations for the Appell-Lauricella HGF, denoted by $F_{D}$, are completely known by Miller [M1] in relation with the Lie-algebraic structure of the system of differential equations satisfied by these functions. Contiguity relations for Appell's HGF $F_{3}$ of two variables and those for Goursat's $\mathrm{HGF}_{p} F_{q}$ are partly known by Miller [M2], [M3]. On the other hand, these functions $F_{D}, F_{3}$, and ${ }_{p} F_{q}(p=q+1)$ belong to the class of the AomotoGel'fand HGF's. Therefore, as applications, we can reproduce contiguity relations of $F_{D}$ by a simpler principle and complement those relations of $F_{3}$ and ${ }_{3} F_{2}$ by Miller to yield a complete set of contiguity relations. The Lie-algebraic structure of the associated differential operators is also clarified by the same principle.

Here we give some remarks. Miller et al. in [M1]-[M4], [KMM1]-[KMM3] have determined the symmetry of Horn's two-variable systems. To each system they associated a constant coefficient system, called the canonical system, on a manifold that has fibering over the original two-manifold. In this instance they used (some) contiguity relations. Our present context is, put simply, in the opposite direction; we start with systems which are full of symmetry and then restrict our consideration to base manifolds to get contiguity relations of classical HGF's. This concept itself is not new. Hrabowski [H] introduced the canonical systems, which are generalizations of HGDE's, associated with certain simple Lie groups and classified the Lie-algebraic content of such systems. He also gave a principle, essentially the same as ours, for getting contiguity relations
(recurrence relations, in his terminology) for such systems. Recently, Gel'fand, Zelevinskii, and Kapranov [GZK] gave a precise description of algebraic structure of canonical systems, generalizing that by Hrabowski. So, by a method similar to that exhibited here we may find contiguity relations explicitly for several other HGF's. Appell's $F_{4}$, for example, is one such HGF since the function $F_{C}$ that is a higher-dimensional generalization of $F_{4}$ is a special case of this general setting, although the actual computation needs some elaborate working. The author does not know, however, whether $F_{4}$ has a representation as one of Aomoto-Gel'fand HGF's. Refer to [T], where Takayama has given another method of obtaining contiguity relations for $F_{4}$.

It should be noted that Sato [SA] has already given a different approach to get a generalization of HGF's by referring to prehomogeneous vector spaces and $b$ functions.

In § 1 we recall the definition of the Aomoto-Gel'fand HGF and the system $E(k, n)$ of differential equations satisfied by this function. In § 2 contiguity relations for this system will be defined. From these relations we obtain generalized Gauss relations, namely, hypergeometric difference equations with respect to parameters. We treat in § 3 the system $E(2, n+3)$, which is associated with the Appell-Lauricella HGF $F_{D}$, and reproduce contiguity relations due to Miller (see Table 1 ).

In §§ 4-10 we deal with the system $E(3,6)$, whose explicit expression is given in $\S 4$. It is noteworthy that, while the system $E(3,6)$ is defined on $\mathbf{C P}^{4}$ and of rank 6 , it includes, as subsystems, Appell's systems $F_{1}, F_{2}$, and $F_{3}$, Gousat's system ${ }_{3} F_{2}$, and the Gauss HGDE. This will be recalled in § 6 . Moreover, this fact enables us to derive contiguity relations for these systems from the contiguity relations of $E(3,6)$. Refer to [MSY2] for the algebraic-geometric implications of this fact. In § 5 and § 8 we give two representations of contiguity relations of $E(3,6)$ (see Tables 2,4$)$. In $\S 7$ we complete enumerating contiguity relations for Appell's $F_{3}$ (see Tables 3.1, 3.2). The list of those relations for ${ }_{3} F_{2}$ will be given in $\S 9$ (Table 5). Section 10 gives proofs of two technical lemmas.

1. The Aomoto-Gel'fand hypergeometric function. We recall the definition of the Aomoto-Gel'fand HGF following [GE] and [GG]. Fix integers $n$ and $k$ so that $k<n$. Let $Z_{k, n}$ denote the space of $k \times n$ complex matrices of rank $k$ such that any column vector is nonzero; $G_{k, n}$ the Grassmannian manifold of $k$-subspaces in $\mathbf{C}^{n}$. Since each point in $Z_{k, n}$ defines an imbedding of $\mathbf{C}^{k}$ into $\mathbf{C}^{n}$, there is a natural projection $Z_{k, n} \rightarrow G_{k, n}$. We let $\left(t^{i}\right)$ be coordinates of $\mathbf{C}^{k}$ and define a $(k-1)$-form $\omega$ by

$$
\omega=\sum_{i=1}^{k}(-1)^{i+1} t^{i} d t^{1} \wedge \cdots \wedge d t^{i-1} \wedge d t^{i+1} \wedge \cdots \wedge d t^{k}
$$

For a set of complex numbers $\alpha=\left(\alpha_{1}, \cdots, \alpha_{n}\right)$ with the property $\sum \alpha_{j}=n-k$ and for a point $z=\left(z_{i j}\right)$ in $Z_{k, n}$ we put $\tau=\prod_{j=1}^{n}\left(\sum_{i=1}^{k} z_{i j} i^{i}\right)^{\alpha_{j}-1} \omega$, which can be seen as a ( $k-1$ )-form on the projective space $\mathbf{C P}^{k-1}$. Then we take a suitable ( $k-1$ )-cycle $C$ in $\mathbf{C} \mathbf{P}^{k-1}-S$, where $S$ is the union of $n$ hyperplanes $\sum_{i=1}^{k} z_{i j} t^{i}=0, j=1, \cdots, n$, and define a function by the integral

$$
\begin{equation*}
\Phi(z, \alpha)=\int_{C} \tau \tag{1.1}
\end{equation*}
$$

which will be called the Aomoto-Gel'fand hypergeometric function.
This function is invariant under two kinds of group action. Since $Z_{k, n}$ is a principal $G L_{k}$-bundle over $G_{k, n}, g \in G L_{k}$ acts on $Z_{k, n}$ on the left. Under this action the integral
$\Phi$ changes as

$$
\begin{equation*}
\Phi(g z, \alpha)=(\operatorname{det} g)^{-1} \Phi(z, \alpha) \tag{1.2}
\end{equation*}
$$

On the other hand, the Cartan subgroup $H_{n}$, consisting of diagonal matrices, acts on $Z_{k, n}$ on the right. Under this action, $\Phi$ transforms as

$$
\begin{equation*}
\Phi(z h, \alpha)=\prod_{j}\left(h_{j}\right)^{\alpha_{j-1}} \Phi(z, \alpha) \tag{1.3}
\end{equation*}
$$

where $h=\operatorname{diag}\left(h_{1}, \cdots, h_{n}\right)$.
Two points $\zeta$ and $\zeta^{\prime}$ in $G_{k, n}$ are said to be equivalent if $\operatorname{dim}(P \cap \zeta)=\operatorname{dim}\left(P \cap \zeta^{\prime}\right)$ for any coordinate planes $P=\left\{\left(y^{i}\right) \in \mathbf{C}^{n} ; y^{i_{1}}=y^{i_{2}}=\cdots=y^{i_{j}}=0\right\} \quad(1 \leqq j \leqq n)$. Sets of equivalent points define a stratification of $G_{k, n}$. Note that each stratum is invariant under the action of the group $H_{n}$. It is of particular importance to study the restriction of the integral to each stratum; combinatorial information on the configuration of strata plays an essential role.

It is easy to see that the function $\Phi$, viewed as a function on $Z_{k, n}$, satisfies the following system $E(k, n)=E(k, n ; \alpha)$ of differential equations:

$$
\begin{gather*}
\sum_{i=1}^{k} z_{i j} \frac{\partial}{\partial z_{i j}} \Phi-\left(\alpha_{j}-1\right) \Phi=0,  \tag{1.4}\\
\sum_{j=1}^{n} z_{i j} \frac{\partial}{\partial z_{l j}} \Phi+\delta_{i l} \Phi=0,  \tag{1.5}\\
\frac{\partial^{2}}{\partial z_{i p} \partial z_{j q}} \Phi-\frac{\partial^{2}}{\partial z_{i q} \partial z_{j p}} \Phi=0 . \tag{1.6}
\end{gather*}
$$

Equations (1.4) and (1.5) reflect the invariances (1.2) and (1.3), respectively. It is known [KN] that the rank of $E(k, n ; \alpha)$ is generally not greater than $\binom{n-2}{k-1}$ and is equal to this number when $z$ lies in the unique open stratum and when any $\alpha_{j}$ takes no integral value.

For the precise presentation of the above materials, refer to [A1], [A3], [GE], [GG], [KN].
2. Contiguity relations and Gauss relations. On the space $Z_{k, n}$ acts the general linear group $G L_{n}$ on the right. We are interested in the associated infinitesimal transformation, which induces the vector fields $L_{j l}$ on $Z_{k, n}$ given by

$$
\begin{equation*}
L_{j l}=\sum_{i=1}^{k} z_{i j} \frac{\partial}{\partial z_{i l}} \text { for } j, l=1, \cdots, n . \tag{2.1}
\end{equation*}
$$

The next lemma is a key to understanding what follows.
Lemma 2.1. The Lie algebra generated by vector fields $L_{j i}$ is isomorphic to the Lie algebra $\mathfrak{g l}_{n}$ of general linear matrices.

Proof. We have only to associate to $L_{j l}$ the $n \times n$ matrix with 1 in the $(j l)$ th component and zero in the others.

Applying these differential operators on the integral (1.1), we easily see the following proposition.

Proposition 2.2. The integral $\Phi$ satisfies relations

$$
\begin{equation*}
L_{j l} \Phi(z, \alpha)=\left(\alpha_{l}-1\right) \Phi\left(z, \alpha+1_{j}-1_{l}\right), \tag{2.2}
\end{equation*}
$$

where $1_{j}$ denotes the vector with 1 in the jth component and zero in the others.
While these identities are infinitesimal expressions of the right action, they can be seen as differential-difference relations among a solution of the system $E(k, n ; \alpha)$
and a solution of another system $E\left(k, n ; \alpha+1_{j}-1_{l}\right)$. So we introduce the following definition.

Definition. We call the relations (2.2) the contiguity relations of the integral $\Phi$ or of the system $E(k, n)$.

We now look closer at these relations by the invariance (1.2). Take a point $z=\left(z_{1}, z_{2}\right)$ in $Z_{k, n}$, where $z_{1}$ is a nonsingular $k \times k$ matrix and $z_{2}$ is a $k \times(n-k)$ matrix. Put

$$
\begin{equation*}
u=\left(u_{a p}\right)=z_{1}^{-1} z_{2} \tag{2.3}
\end{equation*}
$$

which can be seen as a point in $G_{k, n}$. The ranges of indices are supposed to be

$$
1 \leqq i, j, \cdots, \leqq n, \quad 1 \leqq a, b, \cdots, \leqq k, \quad k+1 \leqq p, q, \cdots, \leqq n
$$

We define

$$
\begin{equation*}
\varphi(u, \alpha)=\Phi\left(\left(I_{k}, u\right), \alpha\right) \tag{2.4}
\end{equation*}
$$

The invariance (1.2) implies

$$
\begin{equation*}
\Phi(z, \alpha)=\left(\operatorname{det} z_{1}\right)^{-1} \varphi(u, \alpha) \tag{2.5}
\end{equation*}
$$

Hence the action of $L_{j l}$ on $\Phi$ induces a differential operator $X_{j l}=\left(\operatorname{det} z_{1}\right) L_{j l}\left(\operatorname{det} z_{1}\right)^{-1}$ acting on $\varphi ; \varphi$ satisfies contiguity relations

$$
\begin{equation*}
X_{j l} \varphi(u, \alpha)=\left(\alpha_{l}-1\right) \varphi\left(u, \alpha+1_{j}-1_{l}\right) . \tag{2.6}
\end{equation*}
$$

Lemma 2.3. The operators $X_{j l}$ are given by the formulae

$$
X_{j l}= \begin{cases}-\delta_{a b}-\sum_{p=k+1}^{n} u_{b p} \frac{\partial}{\partial u_{a p}}, & j=a, \quad l=b  \tag{2.7}\\ \frac{\partial}{\partial u_{a p}}, & j=a, \quad l=p \\ -u_{a p}-\sum_{q=k+1}^{n} u_{a q} U_{p q}, & j=p, \quad l=a \\ U_{p q}, & j=p, \quad l=q\end{cases}
$$

where

$$
U_{p q}=\sum_{a=1}^{k} u_{a p} \frac{\partial}{\partial u_{a q}}
$$

Proof. Denote by ( $V_{a b}$ ) the inverse matrix of $z_{1}$. Assume $1 \leqq j, l \leqq k$. Then the derivation of (2.5) by $L_{j l}$ gives

$$
\begin{align*}
L_{j l} \Phi & =\sum z_{a j} \frac{\partial}{\partial z_{a l}}\left(\left(\operatorname{det} z_{1}\right)^{-1} \varphi(u, \alpha)\right) \\
& =\sum z_{a j} \frac{\partial}{\partial z_{a l}}\left(\operatorname{det} z_{1}\right)^{-1} \cdot \varphi+\sum z_{a j}\left(\operatorname{det} z_{1}\right)^{-1} \frac{\partial u_{b p}}{\partial z_{a l}} \frac{\partial \varphi}{\partial u_{b p}}  \tag{2.8}\\
& =-\sum z_{a j}\left(\operatorname{det} z_{1}\right)^{-2}(\text { the }(\text { al }) \text {-cofactor }) \varphi+\sum z_{a j}\left(\operatorname{det} z_{1}\right)^{-1}\left(-V_{b a} u_{l p}\right) \frac{\partial \varphi}{\partial u_{b p}} \\
& =-\sum\left(\operatorname{det} z_{1}\right)^{-1} \delta_{j l \varphi}-\sum\left(\operatorname{det} z_{1}\right)^{-1} u_{l p} \frac{\partial \varphi}{\partial u_{j p}} .
\end{align*}
$$

Hence we get the first formula. Other formulae are similarly shown.

It is easy to see that these operators $X_{j l}$ are linearly independent and form a Lie algebra isomorphic to $\mathfrak{g l}_{n}$, which we denote by $\mathfrak{g}$. The subspace $\mathbf{g}_{0}=\mathbf{C}\left\{U_{p q}\right\}$ is a subalgebra isomorphic to $\mathfrak{g l}_{n-k}$. The algebra $\mathfrak{g}$ is decomposed into the sum of $\mathfrak{g}_{0}$ and three subspaces.

$$
\mathfrak{g}_{1}=\mathbf{C}\left\{\partial / \partial u_{a p}\right\}, \quad \mathbf{g}_{-1}=\mathbf{C}\left\{u_{a p}+\sum u_{a q} U_{p q}\right\}, \quad \text { and } \quad \mathbf{g}_{0}^{\prime}=\mathbf{C}\left\{\delta_{a b}+\sum u_{b p} \partial / \partial u_{a p}\right\} .
$$

The triplet $\left\{\mathbf{g}_{-1}, \mathbf{g}_{0} \oplus \mathfrak{g}_{0}^{\prime}, \mathfrak{g}_{1}\right\}$ gives a gradation of $\mathfrak{g}$.
The identity (2.6) for each $X_{j l}$ gives
Proposition 2.3. The contiguity relations with respect to coordinates ( $u_{a p}$ ) of $G_{k, n}$ are

$$
\begin{gather*}
-\delta_{a b} \varphi(\alpha)-\sum_{p=k+1}^{n} u_{b p} \frac{\partial \varphi}{\partial u_{a p}}(\alpha)=\left(\alpha_{b}-1\right) \varphi\left(\alpha+1_{a}-1_{b}\right),  \tag{2.9}\\
\frac{\partial \varphi}{\partial u_{a p}}(\alpha)=\left(\alpha_{p}-1\right) \varphi\left(\alpha+1_{a}-1_{p}\right),  \tag{2.10}\\
-u_{a p} \varphi(\alpha)-\sum_{q=k+1}^{n} u_{a q}\left(\sum_{b=1}^{k} u_{b p} \frac{\partial \varphi}{\partial u_{b q}}(\alpha)\right)=\left(\alpha_{a}-1\right) \varphi\left(\alpha+1_{p}-1_{b}\right),  \tag{2.11}\\
\sum_{a=1}^{k} u_{a p} \frac{\partial \varphi}{\partial u_{a q}}(\alpha)=\left(\alpha_{q}-1\right) \varphi\left(\alpha+1_{p}-1_{q}\right), \tag{2.12}
\end{gather*}
$$

for $1 \leqq a, b \leqq k$, and $k+1 \leqq p, q \leqq n$.
In [A2] and [A3] Aomoto has given a general theory on the system of linear difference equations satisfied by the integral $\Phi(z, \alpha)$ viewed as a function of $\alpha$. In our case the difference equations are obtained from the above formulae: it is enough to get rid of differential terms by using the second identity (2.10). Namely, we have the following proposition.

Proposition 2.4. The Aomoto-Gel'fand hypergeometric function $\varphi(u, \alpha)$ satisfies the system of difference equations with respect to $\alpha$ :

$$
\begin{gather*}
\alpha_{a} \varphi(u, \alpha)+\sum_{p=k+1}^{n}\left(\alpha_{p}-1\right) u_{a p} \varphi\left(u, \alpha+1_{a}-1_{p}\right)=0,  \tag{2.14}\\
\alpha_{p} u_{a p} \varphi(u, \alpha)+\sum_{q=k+1, q \neq p}^{n}\left(\alpha_{q}-1\right) u_{a q} \varphi\left(u, \alpha+1_{p}-1_{q}\right)  \tag{2.15}\\
\\
+\left(\alpha_{a}-1\right) \varphi\left(u, \alpha+1_{p}-1_{a}\right)=0,
\end{gather*}
$$

where $1 \leqq a \leqq k$ and $k+1 \leqq p \leqq n$.
Proof. By inserting (2.10) into (2.11), (2.9), and (2.12) we have (2.15) and

$$
\begin{gather*}
\delta_{a b} \varphi(u, \alpha)+\sum\left(\alpha_{p}-1\right) u_{b p} \varphi\left(u, \alpha+1_{a}-1_{p}\right)+\left(\alpha_{b}-1\right) \varphi\left(u, \alpha+1_{a}-1_{b}\right)=0,  \tag{2.16}\\
\varphi\left(u, \alpha+1_{p}-1_{q}\right)-\sum u_{a p} \varphi\left(u, \alpha+1_{a}-1_{q}\right)=0, \tag{2.17}
\end{gather*}
$$

respectively. Replacing $\alpha+1_{p}-1_{q}$ by $\alpha$ in (2.17) we get (2.13). Replacing $\alpha+1_{a}-1_{b}$ by $\alpha$ in (2.16) we get (2.14).

Remark. Equations (2.13) and (2.14) have been given in [GZ].
Definition. We call three systems of difference equations (2.13), (2.14), and (2.15) generalized Gauss relations (cf. [GA], [GZ]).

Example. The Goursat $\mathrm{HGF}{ }_{k} F_{k-1}$ is given by an integral associated with the one-dimensional stratum in $G_{k, 2 k} / H_{2 k}$ consisting of points

$$
\left(\begin{array}{rrrrrrrrr}
1 & & & & & \left.\begin{array}{rrrrrr}
1 & & & & & 1 \\
& 1 & & & & -1 \\
& & 1 & & & 1 \\
& & -1 & 1 & & \\
& & & \ddots & & \\
& & & & & \ddots
\end{array}\right) \\
& & & & & & & & 1 \\
& & & & & & & & -1
\end{array}\right)
$$

In fact it is by definition

$$
\begin{align*}
&{ }_{k} F_{k-1}\left(\alpha_{1}, \cdots, \alpha_{k} ; \beta_{1}, \cdots, \beta_{k-1} ; x\right) \\
&=\prod_{j=1}^{k-1} \frac{\Gamma\left(\beta_{j}\right)}{\Gamma\left(\alpha_{j}\right) \Gamma\left(\beta_{j}-\alpha_{j}\right)} \int t_{1}^{\alpha_{1}-\beta_{2}} \times \prod_{j=2}^{k-2} t_{j}^{\alpha_{j}-\beta_{j+1}} t_{k-1}^{\alpha_{k-1}-1}\left(1-t_{1}\right)^{\beta_{1}-\alpha_{1}-1}  \tag{2.18}\\
& \cdot \prod_{j=2}^{k-1}\left(t_{j-1}-t_{j}\right)^{\beta_{j}-\alpha_{j}-1}\left(1-x t_{k-1}\right)^{-\alpha_{k}} d t_{1} \wedge \cdots \wedge d t_{k-1}
\end{align*}
$$

integrated over the cycle $1 \geqq t_{1} \geqq \cdots \geqq t_{k-1} \geqq 0$. The Gauss relations in Proposition 2.4 now consist of $k^{2}+2 k$ difference relations, each of which contains three terms. Note that Rainville [R] has given a list of such relations; his list consists of $2 k-2$ relations, each connecting three contiguous functions, and $k+1$ relations, each containing $k+1$ contiguous functions.

In the case $k=2$, where the integral is the Gauss HGF $F$, we have eight relations; four of them are

$$
\begin{aligned}
& \gamma F-\alpha F\left(\alpha^{+} \gamma^{+}\right)-(\gamma-\alpha) F\left(\gamma^{+}\right)=0, \\
& \gamma F-\beta F\left(\beta^{+} \gamma^{+}\right)-(\gamma-\beta) F\left(\gamma^{+}\right)=0, \\
& \gamma F-\gamma F\left(\beta^{+}\right)+\alpha x F\left(\alpha^{+} \beta^{+} \gamma^{+}\right)=0, \\
& \gamma F-\gamma F\left(\alpha^{+}\right)+\beta x F\left(\alpha^{+} \beta^{+} \gamma^{+}\right)=0,
\end{aligned}
$$

where $\quad F=F(\alpha, \beta, \gamma ; x)={ }_{2} F_{1}(\alpha, \beta ; \gamma ; x) \quad$ and $\quad\left(\alpha^{+}\right)=(\alpha+1, \beta, \gamma), \quad\left(\alpha^{+} \gamma^{+}\right)=$ $(\alpha+1, \beta, \gamma+1), \cdots$. The remaining four relations follow from these with certain translations of parameters. From the last two relations we have a well-known formula:

$$
(\beta-\alpha) F-\beta F\left(\beta^{+}\right)+\alpha F\left(\alpha^{+}\right)=0
$$

Another coordinate system on the stratum gives different relations; namely, because of the symmetry (1.2), we get relations transformed by so-called Kummer's identities. For example, consider a stratum of points

$$
\left(\begin{array}{cccc}
1 & & 1 & 1-x \\
& 1 & 1 & 1
\end{array}\right)
$$

in $G_{2,4}$. It is easy to see that the integral also defines the Gauss HGF with respect to the coordinate $x$. Then, in addition to the above relations, we have

$$
\begin{aligned}
& \gamma F-(\gamma-\alpha) F\left(\beta^{+} \gamma^{+}\right)+\alpha(x-1) F\left(\alpha^{+} \beta^{+} \gamma^{+}\right)=0, \\
& \gamma F-(\gamma-\beta) F\left(\alpha^{+} \gamma^{+}\right)+\beta(x-1) F\left(\alpha^{+} \beta^{+} \gamma^{+}\right)=0 .
\end{aligned}
$$

In this way we can find 15 relations by Gauss [GA, p. 130].

The structure of the difference system for $k=3$ has been studied extensively by Aomoto in [A4]. Refer also to the definition of a generalized beta-function introduced in [GGR3]. The study for general $k$ is interesting.
3. The Appell-Lauricella hypergeometric function $\boldsymbol{F}_{\boldsymbol{D}}$. The integral $\Phi$ can be determined by its value on the quotient space $\Gamma / H_{n}$ of each stratum $\Gamma$ by the invariance (1.2) and (1.3). We describe in this section contiguity relations (2.6) for the system $E(2, n+3)$ on the quotient of the open stratum.

We introduce coordinates on the open stratum by

$$
\left(I_{2}, u\right)=\left(\begin{array}{llllll}
1 & 0 & u_{13} & u_{14} & \cdots & u_{1, n+3} \\
0 & 1 & u_{23} & u_{24} & \cdots & u_{2, n+3}
\end{array}\right)
$$

where no $2 \times 2$ subdeterminants are zeros; to each point $u=\left(u_{a p}\right)$ we associate a point in $\mathbf{C}^{n}$ with coordinates ( $x^{4}, \cdots, x^{n+3}$ ) by

$$
x^{j}=\frac{u_{13} u_{2 j}}{u_{23} u_{1 j}} \text { for } 4 \leqq j \leqq n+3 \text {. }
$$

The integral $\varphi(u, \alpha)=\Phi\left(\left(I_{2}, u\right), \alpha\right)$ is by definition

$$
\int t_{1}^{\alpha_{1}-1} t_{2}^{\alpha_{2}-1} \prod_{j=3}^{n+3}\left(u_{1 j} t_{1}+u_{2 j} t_{2}\right)^{\alpha_{j}-1}\left(-t_{2} d t_{1}+t_{1} d t_{2}\right)
$$

Define $\phi$ by

$$
\phi(u, \alpha)=u_{13}^{\alpha_{2}+\alpha_{3}-1}\left(-u_{23}\right)^{-\alpha_{2}} \prod_{j=4}^{n+3} u_{1 j}^{\alpha_{j}-1} .
$$

Then the integrand is

$$
\phi(u, \alpha) t^{\alpha_{2}-1}(1-t)^{\alpha_{3}-1} \prod_{j=4}^{n+3}\left(1-x^{j} t\right)^{\alpha_{j}-1} d t
$$

for $t=-u_{23} t_{2} / u_{13} t_{1}$. Here recall the Appell-Lauricella HGF in $n$ variables $\left(y^{1}, \cdots, y^{n}\right)$ :

$$
F_{D}\left(\alpha, \beta_{1}, \cdots, \beta_{n}, \gamma ; y^{1}, \cdots, y^{n}\right)
$$

$$
\begin{equation*}
=\frac{\Gamma(\gamma)}{\Gamma(\alpha) \Gamma(\gamma-\alpha)} \int_{0}^{1} t^{\alpha-1}(1-t)^{\gamma-\alpha-1} \prod_{j=1}^{n}\left(1-y^{j} t\right)^{-\beta_{j}} d t \tag{3.1}
\end{equation*}
$$

Then, from the above consideration, if we take the interval $(0,1)$ as a cycle in $t$-space, we have

$$
\begin{equation*}
\varphi(u, \alpha)=\phi(u, \alpha) w(x, \alpha), \tag{3.2}
\end{equation*}
$$

where

$$
\begin{align*}
& w(x, \alpha)=\frac{\Gamma(\alpha) \Gamma(\gamma-\alpha)}{\Gamma(\gamma)} F_{D}\left(\alpha, \beta_{4}, \cdots, \beta_{n+3}, \gamma ; x^{4}, \cdots, x^{n+3}\right),  \tag{3.3}\\
& \alpha=\alpha_{2}, \quad \beta_{j}=1-\alpha_{j} \quad(4 \leqq j \leqq n+3), \quad \text { and } \quad \gamma=\alpha_{2}+\alpha_{3} .
\end{align*}
$$

Now it is easy to compute the action of $X_{j l}$. In the following we use the notation

$$
\begin{equation*}
\partial_{j}=\frac{\partial}{\partial x^{j}}, \quad \delta_{j}=x^{j} \partial_{j}, \quad \text { and } \quad \delta=\delta_{4}+\cdots+\delta_{n+3} . \tag{3.4}
\end{equation*}
$$

Define $Y_{j l}$ by

$$
\begin{equation*}
Y_{j l} w=\left.\phi^{-1} X_{j l} \varphi\right|_{u_{23}=u_{13}=u_{14}=\cdots=u_{1, n+3}=1} \tag{3.5}
\end{equation*}
$$

We can see

$$
\begin{equation*}
\phi^{-1} X_{j l} \varphi=M_{j l}(u) Y_{j l} w, \tag{3.6}
\end{equation*}
$$

where $M_{j l}(u)=\phi\left(u, \alpha+1_{j}-1_{l}\right) / \phi(u, \alpha)$, that is, equal to 1 when $u_{23}=u_{13}=\cdots=$ $u_{1, n+3}=1$. The computation of $Y_{j l}$ will be straightforward: we treat, for example, the case $(j l)=(13)$. Since $X_{13}=\partial / \partial u_{13}$,

$$
X_{13} \varphi(u, \alpha)=\frac{\phi}{u_{13}}\left(\left(\alpha_{2}+\alpha_{3}-1\right) w+\delta w\right) .
$$

The definition of $\phi$ implies

$$
(\phi w)\left(\alpha+1_{j}-1_{l}\right)=\frac{1}{u_{13}} \phi(\alpha) w\left(\alpha+1_{j}-1_{l}\right) .
$$

Hence

$$
Y_{13} w=\left(\alpha_{2}+\alpha_{3}-1\right) w+\delta w=\left(\alpha_{3}-1\right) w\left(\alpha+1_{j}-1_{l}\right) \quad \text { and } \quad M_{13}=1 / u_{13} .
$$

Thus we have the following proposition.
Proposition 3.1. The Appell-Lauricella HGF $w(x, \alpha)$ satisfies contiguity relations in Table 1. The diagonal operators $Y_{j j}, 1 \leqq j \leqq n+3$, induce scalar multiplications by $\alpha_{j}-1$.

TABLE 1

| Index | $Y$ | $a_{Y}$ | $\alpha^{Y}$ | $M$ |
| :--- | :---: | :---: | :---: | :---: |
| $[13]$ | $\gamma-1+\delta$ | $\gamma-\alpha-1$ | $\gamma^{-}$ | $1 / u_{13}$ |
| $[23]$ | $-\alpha-\delta$ | $-(\gamma-\alpha-1)$ | $\alpha^{+}$ | $1 / u_{23}$ |
| $[1 j]$ | $-\beta_{j}-\delta_{j}$ | $-\beta_{j}$ | $\beta_{j}^{+}$ | $1 / u_{1 j}$ |
| $[2 j]$ | $\delta_{j}$ | $\beta_{j}$ | $\alpha^{+} \beta_{j}^{+} \gamma^{+}$ | $u_{13} / u_{23} u_{1 j}$ |
| $[12]$ | $1-\gamma+\sum_{j} \beta_{j} x^{j}+\sum_{j}\left(x^{j}-1\right) \delta_{j}$ | $-(\alpha-1)$ | $\alpha^{-} \gamma^{-}$ | $u_{23} / u_{13}$ |
| $[21]$ | $\alpha+\sum_{j}\left(x^{j}-1\right) \partial_{j}$ | $-\left(\sum \beta_{j}-\gamma\right)$ | $\alpha^{+} \gamma^{+}$ | $u_{13} / u_{23}$ |
| $[3 j]$ | $-\beta_{j}+\left(1-x^{j}\right) \partial_{j}$ | $-\beta_{j}$ | $\beta_{j}^{+} \gamma^{+}$ | $u_{13} / u_{1 j}$ |
| $[j 3]$ | $\gamma-1+\left(1-x^{j}\right) \delta_{-\alpha x^{j}}$ | $\gamma-\alpha-1$ | $\beta_{j}^{-} \gamma^{-}$ | $u_{1 j} / u_{13}$ |
| $[j l]$ | $-\beta_{l}+\left(x^{j}-x^{l}\right) \partial_{l}$ | $-\beta_{l}$ | $\beta_{j}^{-} \beta_{l}^{+}$ | $u_{1 j} / u_{1 l}$ |
| $[31]$ | $\sum \beta_{j}-\gamma+\alpha_{l}+\sum_{j}\left(x^{j}-1\right) \partial_{j}$ | $\sum \beta_{j}-\gamma$ | $\gamma^{+}$ | $u_{13}$ |
| $[32]$ | $\alpha-\gamma+\sum_{j} \beta_{j} x^{j}+\sum_{j}\left(x^{j}-1\right) \delta_{j}$ | $-(\alpha-1)$ | $\alpha^{-}$ | $u_{23}$ |
| $[j 1]$ | $\sum \beta_{j}-\gamma+\alpha x^{j}+x^{j} \sum_{l}\left(x^{l}-1\right) \partial_{l}$ | $\sum \beta_{j}-\gamma$ | $\beta_{j}^{-}$ | $u_{1 j}$ |
| $[j 2]$ | $(\alpha-1) x^{j}+\sum_{l} \beta_{l} x^{l}+1-\gamma+\sum\left(x^{l}-1\right) \delta_{l}$ | $-(\alpha-1)$ | $\alpha^{-} \beta_{j}^{-} \gamma^{-}$ | $u_{23} u_{1 j} / u_{13}$ |

Each line reads as $Y w(x, \alpha)=a_{Y} w\left(x, \alpha^{Y}\right)$. The first column denotes indices of $Y_{j l}$. We use parameters $\left(\alpha, \beta_{j}, \gamma\right)$ instead of $\left(\alpha_{j}\right)$ to make the formulae easy to refer to in classical notation. The notation ( $\alpha^{+}$) in the last column implies that the parameter $\alpha$ is increased by 1 and other parameters are unchanged. The range of indices in Table 1 for $j, l, \cdots$ is from 4 to $n+3$.

Remark. When $n=1, F_{D}$ is the Gauss HGF. The operators $H$ and $B$ defined in (0.4) are $-Y_{23}$ and $-Y_{32}$, respectively.

Remark. The Lie-algebraic structure associated with the above operators given by Miller [M1] is the same as that of $\mathbf{C}\left\{\boldsymbol{X}_{j l}\right\}$ (cf. the proof of Proposition 7.2).

Remark. Kametaka and Okamoto [O] introduced the notion of ladder structure and formulated a connection of this structure with the Toda equation. In the present case, their theory can be applied to subalgebras $\mathbf{C}\left\{X_{j l}, X_{l j}, X_{j j}-X_{l l}\right\}$ for $j \neq l$, each of
which is isomorphic to $\mathfrak{s l}_{2}$. For example, when $n=1$, the algebra for $j=2$ and $l=3$ associated with $H$ and $B$ as remarked above is used to give solutions of

$$
\left((1-x) \frac{d}{d x}\right)^{2} \log \chi_{m}=\chi_{m-1} \chi_{m+1} / \chi_{m}^{2}, \quad m \in Z
$$

This remark works for each pair $(k, n)$.
4. The system $\boldsymbol{E}(\mathbf{3}, \mathbf{6})$. In this section we derive an explicit form of the system $E(3,6)$ on the quotient of the open stratum of $G_{3,6}$. We fix coordinates as follows. Consider the set of points

$$
\left(I_{3}, u\right)=\left(\begin{array}{llllll}
1 & & & u_{14} & u_{15} & u_{16}  \tag{4.1}\\
& 1 & & u_{24} & u_{25} & u_{26} \\
& & 1 & u_{34} & u_{35} & u_{36}
\end{array}\right)
$$

in $Z_{3,6}$. Assume $u_{14}, u_{15}, u_{16}, u_{24}$, and $u_{34}$ are not equal to zeros and define

$$
\begin{equation*}
x^{1}=\frac{u_{14} u_{25}}{u_{15} u_{24}}, \quad x^{2}=\frac{u_{14} u_{26}}{u_{16} u_{24}}, \quad x^{3}=\frac{u_{14} u_{35}}{u_{15} u_{34}}, \quad x^{4}=\frac{u_{14} u_{36}}{u_{16} u_{34}} . \tag{4.2}
\end{equation*}
$$

Then $x=\left(x^{i}\right)$ is a system of coordinates around the single $H_{6}$-orbit $\left\{u_{25}=u_{26}=u_{35}=\right.$ $\left.u_{36}=0\right\}$. It defines a local section of the projection $Z_{3,6} \rightarrow G L_{3} \backslash Z_{3,6} / H_{6}$ by associating a matrix

$$
\left(\begin{array}{cccccc}
1 & & & 1 & 1 & 1  \tag{4.3}\\
& 1 & & 1 & x^{1} & x^{2} \\
& & 1 & 1 & x^{3} & x^{4}
\end{array}\right) .
$$

Remark here that this choice of coordinates is by no means the unique one. In § 8 we introduce another choice in order to study Goursat's $\mathrm{HGF}_{3} F_{2}$, although the above choice is useful in the study of Appell's HGF $F_{3}$.

Put

$$
\begin{equation*}
\phi(u)=u_{14}^{\alpha_{23}-1} u_{24}^{-\alpha_{2}} u_{34}^{-\alpha_{3}} u_{15}^{\alpha_{5}-1} u_{16}^{\alpha_{6}-1} \tag{4.4}
\end{equation*}
$$

where $\alpha_{234}=\alpha_{2}+\alpha_{3}+\alpha_{4}$, and define a function $w$ of $\left(x^{i}\right)$ around the origin by

$$
w(x, \alpha)=c(\alpha) F(x, \alpha)
$$

where

$$
c(\alpha)=\Gamma\left(1-\alpha_{234}\right) \Gamma\left(\alpha_{2}\right) \Gamma\left(\alpha_{3}\right) / \Gamma\left(1-\alpha_{4}\right)
$$

and

$$
\begin{gather*}
F(x, \alpha)=\sum \frac{\left(1-\alpha_{5}, k+l\right)\left(1-\alpha_{6}, m+n\right)\left(\alpha_{2}, k+m\right)\left(\alpha_{3}, l+n\right)}{\left(\alpha_{234}, k+l+m+n\right)(1, k)(1, l)(1, m)(1, n)}  \tag{4.5}\\
\cdot\left(x^{1}\right)^{k}\left(x^{2}\right)^{l}\left(x^{3}\right)^{m}\left(x^{4}\right)^{n} .
\end{gather*}
$$

Summation is taken over nonnegative integers and $(a, k)=a(a+1) \cdots(a+k-1)$. Since the integral $\Phi$ is

$$
\int \phi t_{1}^{\alpha_{1}-1} t_{2}^{\alpha_{2}-1} t_{3}^{\alpha_{3}-1}\left(t_{1}+t_{2}+t_{3}\right)^{\alpha_{4}-1}\left(t_{1}+x^{1} t_{2}+x^{3} t_{3}\right)^{\alpha_{5}-1}\left(t_{1}+x^{2} t_{2}+x^{4} t_{3}\right)^{\alpha_{6}-1} d t
$$

where $d t=t_{1} d t_{2} \wedge d t_{3}-t_{2} d t_{1} \wedge d t_{3}+t_{3} d t_{1} \wedge d t_{2}$, the function $w=\phi^{-1} \Phi$ is a function only of $x$. Take $\left\{t_{1}+t_{2}+t_{3}=1, t_{i} \geqq 0\right\} \subset \mathbf{R}^{3}$ as the range of integration. Assume that the
real parts of $\alpha_{2}, \alpha_{3}, \alpha_{5}, \alpha_{6}$, and $1-\alpha_{234}$ are positive and that $\alpha_{234}$ and $\alpha_{4}$ are not integers. Then, by use of the binomial expansion $(1-y)^{\alpha}=\sum((-\alpha, m) /(1, m)) y^{m}$, we get the identity

$$
\begin{equation*}
\Phi(u, \alpha)=\phi(u, \alpha) w(x, \alpha) . \tag{4.6}
\end{equation*}
$$

We next rewrite the differential equations (1.4)-(1.6) with respect to $w$. Since equations (1.4) and (1.5) are trivial for $w$, thanks to the invariance (1.2) and (1.3), we deal with (1.6). Put

$$
\begin{aligned}
& \theta_{a p}=u_{a p} \frac{\partial}{\partial u_{a p}} \text { for } 1 \leqq a \leqq 3 \text { and } 4 \leqq p \leqq 6, \\
& \delta_{i}=x^{i} \frac{\partial}{\partial x^{i}} \text { for } 1 \leqq i \leqq 4 \text { and } \delta=\delta_{1}+\delta_{2}+\delta_{3}+\delta_{4} .
\end{aligned}
$$

Lemma 4.1. The vector fields $\theta_{a p}(1 \leqq a \leqq 3,4 \leqq p \leqq 6)$ acts on $w=\phi^{-1} \Phi$ as differential operators listed below:

$$
\begin{array}{lll}
\theta_{14}=\alpha_{234}-1+\delta, & \theta_{15}=\alpha_{5}-1-\delta_{1}-\delta_{3}, & \theta_{16}=\alpha_{6}-1-\delta_{2}-\delta_{4}, \\
\theta_{24}=-\alpha_{2}-\delta_{1}-\delta_{2}, & \theta_{25}=\delta_{1}, & \theta_{26}=\delta_{2}, \\
\theta_{34}=-\alpha_{3}-\delta_{3}-\delta_{4}, & \theta_{35}=\delta_{3}, & \theta_{36}=\delta_{4} .
\end{array}
$$

Proof. See (4.1)-(4.3).
Assume $1 \leqq a, b \leqq 3$, and $4 \leqq p, q \leqq 6$. Then the identity (2.8) shows that the equations (1.6) become

$$
\begin{equation*}
\frac{\partial^{2}}{\partial u_{a p} \partial u_{b q}}-\frac{\partial^{2}}{\partial u_{b p} \partial u_{a q}}=0, \quad 1 \leqq a, b \leqq 3, \quad 4 \leqq p, q \leqq 6 . \tag{4.7}
\end{equation*}
$$

It is not hard to see that the equations (1.6) for another set of indices reduce to (4.7). Notice that this presentation of the system is called the canonical system in [H]. In terms of $\theta_{a p}$, (4.7) is written as

$$
u_{a q} u_{b p} \theta_{a p} \theta_{b q}-u_{a p} u_{b q} \theta_{a q} \theta_{b p}=0 .
$$

So we have the following proposition.
Proposition 4.2. The system of equations for $w$ consists of the following nine differential equations:

$$
\begin{aligned}
& \left(\alpha_{234}-1+\delta\right) \delta_{1}-x^{1}\left(\alpha_{5}-1-\delta_{1}-\delta_{3}\right)\left(-\alpha_{2}-\delta_{1}-\delta_{2}\right)=0, \\
& \left(\alpha_{234}-1+\delta\right) \delta_{2}-x^{2}\left(\alpha_{6}-1-\delta_{2}-\delta_{4}\right)\left(-\alpha_{2}-\delta_{1}-\delta_{2}\right)=0, \\
& \left(\alpha_{234}-1+\delta\right) \delta_{3}-x^{3}\left(\alpha_{5}-1-\delta_{1}-\delta_{3}\right)\left(-\alpha_{3}-\delta_{3}-\delta_{4}\right)=0, \\
& \left(\alpha_{234}-1+\delta\right) \delta_{4}-x^{4}\left(\alpha_{6}-1-\delta_{2}-\delta_{4}\right)\left(-\alpha_{3}-\delta_{3}-\delta_{4}\right)=0, \\
& x^{1}\left(\alpha_{5}-1-\delta_{1}-\delta_{3}\right) \delta_{2}-x^{2}\left(\alpha_{6}-1-\delta_{2}-\delta_{4}\right) \delta_{1}=0, \\
& x^{3}\left(\alpha_{5}-1-\delta_{1}-\delta_{3}\right) \delta_{4}-x^{4}\left(\alpha_{6}-1-\delta_{2}-\delta_{4}\right) \delta_{3}=0, \\
& x^{1}\left(\alpha_{2}+\delta_{1}+\delta_{2}\right) \delta_{3}-x^{3}\left(\alpha_{3}+\delta_{3}+\delta_{4}\right) \delta_{1}=0, \\
& x^{2}\left(\alpha_{2}+\delta_{1}+\delta_{2}\right) \delta_{4}-x^{4}\left(\alpha_{3}+\delta_{3}+\delta_{4}\right) \delta_{2}=0, \\
& x^{2} x^{3} \delta_{1} \delta_{4}-x^{1} x^{4} \delta_{2} \delta_{3}=0 .
\end{aligned}
$$

Since this system is of rank 6, by the general theory [SY2] for a system whose rank is greater than the number of independent variables by two, a conformal structure is attached to this system. The associated conformal tensor has an expression such as $g_{i j} d x^{i} d x^{j}$ when the equations are written in the form

$$
\frac{\partial^{2} w}{\partial x^{i} \partial x^{j}}=g_{i j} \frac{\partial^{2} w}{\partial x^{1} \partial x^{4}}+\text { terms of lower degree of differentiation. }
$$

It is known that the conformal class does not depend on the choice of variables. By an easy calculation we have the following proposition.

Proposition 4.3. The conformal tensor $g_{i j} d x^{i} d x^{j}$ associated with the above system is given by

$$
\begin{aligned}
& g_{11}=-\frac{\left(x^{4}-x^{2}\right) x^{3}}{\left(x^{1}-x^{3}\right) x^{4}}-\frac{\left(x^{4}-x^{3}\right) x^{2}}{\left(x^{1}-x^{2}\right) x^{4}}+\frac{x^{2} x^{3}-x^{4}}{\left(1-x^{1}\right) x^{4}}, \\
& g_{22}=-\frac{\left(x^{4}-x^{3}\right) x^{2}}{\left(x^{1}-x^{2}\right) x^{4}}-\frac{\left(x^{1}-x^{3}\right) x^{2}}{\left(x^{4}-x^{2}\right) x^{1}}+\frac{\left(x^{1} x^{4}-x^{3}\right) x^{2}}{\left(1-x^{2}\right) x^{4} x^{1}}, \\
& g_{33}=-\frac{\left(x^{4}-x^{2}\right) x^{3}}{\left(x^{1}-x^{3}\right) x^{4}}-\frac{\left(x^{1}-x^{2}\right) x^{3}}{\left(x^{4}-x^{3}\right) x^{1}}+\frac{\left(x^{1} x^{4}-x^{2}\right) x^{3}}{\left(1-x^{3}\right) x^{4} x^{1}}, \\
& g_{44}=-\frac{\left(x^{1}-x^{3}\right) x^{2}}{\left(x^{4}-x^{2}\right) x^{1}}-\frac{\left(x^{1}-x^{2}\right) x^{3}}{\left(x^{4}-x^{3}\right) x^{1}}+\frac{x^{2} x^{3}-x^{1}}{\left(1-x^{4}\right) x^{1}}, \\
& g_{12}=g_{21}=\frac{\left(x^{4}-x^{3}\right) x^{2}}{\left(x^{1}-x^{2}\right) x^{4}}, \quad g_{13}=g_{31}=\frac{\left(x^{4}-x^{2}\right) x^{3}}{\left(x^{1}-x^{3}\right) x^{4}}, \quad g_{14}=g_{41}=1, \\
& g_{23}=g_{32}=\frac{x^{2} x^{3}}{x^{1} x^{4}}, \quad g_{24}=g_{42}=\frac{\left(x^{1}-x^{3}\right) x^{2}}{\left(x^{4}-x^{2}\right) x^{1}}, \quad g_{34}=g_{43}=\frac{\left(x^{1}-x^{2}\right) x^{3}}{\left(x^{4}-x^{3}\right) x^{1}} .
\end{aligned}
$$

Remark. This tensor is conformally flat because of the following argument. Consider the mapping defined by six independent solutions of the system. When $\alpha_{i}=\frac{1}{2}$ for $1 \leqq i \leqq 6$, this mapping is, as we have seen in [MSY1], the period map of a fourdimensional family of $K 3$ surfaces. Since the period map satisfies Riemann's equality, the image is contained in a quadratic hypersurface in $\mathbf{C P}^{5}$. On the other hand, it was shown in [SY2] that the associated tensor is conformally flat if the image is contained in a quadratic hypersurface. Hence, the above tensor, which is independent of values of $\alpha_{i}$, is conformally flat.

The system of differential equations for the integrals on the stratum $\left\{x^{2}=0\right\}$ of codimension 1 is computed similarly.

Proposition 4.4. The system of differential equations on the stratum $\left\{x^{2}=0\right\}$ is of rank 5 and consists of five equations:

$$
\begin{aligned}
& \left(\alpha_{234}-1+\delta^{\prime}\right) \delta_{1}-x^{1}\left(\alpha_{5}-1-\delta_{1}-\delta_{3}\right)\left(-\alpha_{2}-\delta_{1}\right)=0, \\
& \left(\alpha_{234}-1+\delta^{\prime}\right) \delta_{3}-x^{3}\left(\alpha_{5}-1-\delta_{1}-\delta_{3}\right)\left(-\alpha_{3}-\delta_{3}-\delta_{4}\right)=0, \\
& \left(\alpha_{234}-1+\delta^{\prime}\right) \delta_{4}-x^{4}\left(\alpha_{6}-1-\delta_{4}\right)\left(-\alpha_{3}-\delta_{3}-\delta_{4}\right)=0, \\
& x^{3}\left(\alpha_{5}-1-\delta_{1}-\delta_{3}\right) \delta_{4}-x^{4}\left(\alpha_{6}-1-\delta_{4}\right) \delta_{3}=0, \\
& x^{1}\left(\alpha_{2}+\delta_{1}\right) \delta_{3}-x^{3}\left(\alpha_{3}+\delta_{3}+\delta_{4}\right) \delta_{1}=0,
\end{aligned}
$$

where $\delta^{\prime}=\delta_{1}+\delta_{3}+\delta_{4}$.
5. Contiguity relations of $\boldsymbol{E}(\mathbf{3}, \mathbf{6})$. We will compute the contiguity relations of $E(3,6)$ with respect to the function $w(x, \alpha)$. For simplicity we use the notation ( $\left.\alpha_{j}^{+} \alpha_{l}^{-}\right)$ to denote the parameter $\alpha+1_{j}-1_{l}$ as in § 3 .

Our task is to express (2.6) in terms of the operators $\theta_{a p}$. Note that $X_{i i}$ is a scalar multiplication and that this yields a trivial relation. Define $Y_{j l}$ by

$$
\begin{equation*}
Y_{j l} w=\left.\phi^{-1} X_{j l}(\phi w)\right|_{u_{14}=u_{24}=u_{34}=u_{15}=u_{16}=1} . \tag{5.1}
\end{equation*}
$$

We can see that

$$
\begin{equation*}
\phi^{-1} X_{j l}(\phi w)=M_{j l}(u) Y_{j l} w, \tag{5.2}
\end{equation*}
$$

where $M_{j l}(u)=\phi\left(u, \alpha+1_{j}-1_{l}\right) / \phi(u, \alpha)$. For the subspace $\mathfrak{g}_{1}$ generated by $\partial / \partial u_{a p}$, one of the contiguity relations is

$$
\frac{\partial}{\partial u_{14}}(\phi w)(u, \alpha)=\left(\alpha_{4}-1\right)(\phi w)\left(\alpha_{1}^{+} \alpha_{4}^{-}\right)=\frac{1}{u_{14}}\left(\alpha_{4}-1\right) \phi(u, \alpha) w\left(\alpha_{1}^{+} \alpha_{4}^{-}\right) .
$$

By Lemma 4.1, this yields

$$
Y_{14} w=\left(\alpha_{234}-1+\delta\right) w(x, \alpha)=\left(\alpha_{4}-1\right) w\left(x, \alpha_{1}^{+} \alpha_{4}^{-}\right) \quad \text { and } \quad M_{14}=1 / u_{14} .
$$

Similarly, for $X_{p q}$ in $\mathfrak{g}_{0}$, the identity

$$
X_{p q}=\frac{u_{1 p}}{u_{1 q}} \theta_{1 q}+\frac{u_{2 p}}{u_{2 q}} \theta_{2 q}+\frac{u_{3 p}}{u_{3 q}} \theta_{3 q}
$$

in Lemma 2.3 shows, for example,

$$
X_{45}(\phi w)=\frac{u_{14}}{u_{15}}\left(\alpha_{5}-1\right) \phi w+\phi\left\{\frac{u_{24}}{u_{25}} \delta_{1}+\frac{u_{34}}{u_{35}} \delta_{3}-\frac{u_{14}}{u_{15}}\left(\delta_{1}+\delta_{2}\right)\right\} w .
$$

On the other hand, this is equal to $\left(\alpha_{5}-1\right)(\phi w)\left(\alpha_{4}^{+} \alpha_{5}^{-}\right)$. Hence we have

$$
\begin{aligned}
& Y_{45} w=\left(\alpha_{5}-1\right) w+\left\{\left(1-x^{1}\right) \partial_{1}+\left(1-x^{3}\right) \partial_{3}\right\} w=\left(\alpha_{5}-1\right) w\left(\alpha_{4}^{+} \alpha_{5}^{-}\right), \\
& M_{45}=u_{14} / u_{15} .
\end{aligned}
$$

As for the operator $X_{a b}$ in $\mathbf{g}_{o}^{\prime}$, the identity

$$
-X_{a b}=\delta_{a b}+\frac{u_{b 4}}{u_{a 4}} \theta_{a 4}+\frac{u_{b 5}}{u_{a 5}} \theta_{a 5}+\frac{u_{b 6}}{u_{a 6}} \theta_{a 6}
$$

gives, for example,

$$
-X_{12}=\frac{u_{24}}{u_{14}}\left(\alpha_{234}-1+\delta\right)+\frac{u_{25}}{u_{15}}\left(\alpha_{5}-1-\delta_{1}-\delta_{3}\right)+\frac{u_{26}}{u_{16}}\left(\alpha_{6}-1-\delta_{2}-\delta_{4}\right),
$$

which yields

$$
\begin{aligned}
& Y_{12} w=-\left\{\alpha_{234}-1+\delta+x^{1}\left(\alpha_{5}-1-\delta_{1}-\delta_{3}\right)+x^{2}\left(\alpha_{6}-1-\delta_{2}-\delta_{4}\right)\right\} w=\left(\alpha_{2}-1\right) w\left(\alpha_{1}^{+} \alpha_{2}^{-}\right), \\
& M_{12}=u_{24} / u_{14} .
\end{aligned}
$$

We can similarly carry out the computation for the elements in $\mathfrak{g}_{-1}$. Thus we have the following proposition.

Proposition 5.1. The Aomoto-Gel'fand HGF $w$ for the system $E(3,6)$ satisfies contiguity relations listed in Table 2. The diagonal operators $Y_{j j}, 1 \leqq j \leqq 6$, are scalar multiplications by $\alpha_{j}-1$.

Each line reads as $Y_{j l} w(x, \alpha)=\left(\alpha_{j}-1\right) w\left(x, \alpha_{j}^{+} \alpha_{l}^{-}\right)$. The first column denotes indices of $Y_{j l}$. The third column denotes the factor $M(u)$ that appears in equation (5.2). $\partial_{i}$ denotes $\partial / \partial x^{i}$.
6. Strata in $\boldsymbol{G}_{3,6}$. In the study of HGF's associated with $G_{3,6}$, Gel'fand and Graev [GGR1] gave explicit expressions of the integrals (1.1) for each stratum of $G_{3,6}$. They have shown that the space $G_{3,6}$ has 15 types of strata: one is the open stratum discussed in previous sections and the others are denoted by $A, B 1, B 2, B 3, B 4, C 1, C 2, C 3$, C4, I, II, III, IV, and V. We do not cite their definitions here (refer to [GGR1, p. 299]), but we give a few remarks.

The dimension of a stratum belonging to respective types is 3 for $A, 2$ for $B$ 's, 1 for $C$ 's, and 0 for I-V. A stratum belonging to $A$ is given by the equation $u_{14}=0$ in the coordinates (4.1) and the corresponding system of differential equations has been given in Proposition 4.4. Appell's system $F_{1}$, which is the system $F_{D}$ in two variables,

TAble 2

| Index | $Y$ | M |
| :---: | :---: | :---: |
| [12] | $-\left(\alpha_{234}-1+\delta\right)-x^{1}\left(\alpha_{5}-1-\delta_{1}-\delta_{3}\right)-x^{2}\left(\alpha_{6}-1-\delta_{2}-\delta_{4}\right)$ | $u_{24} / u_{14}$ |
| [21] | $\alpha_{2}+\left(x^{1}-1\right) \partial_{1}+\left(x^{2}-1\right) \partial_{2}$ | $u_{14} / u_{24}$ |
| [13] | $-\left(\alpha_{234}-1+\delta\right)-x^{3}\left(\alpha_{5}-1-\delta_{1}-\delta_{3}\right)-x^{4}\left(\alpha_{6}-1-\delta_{2}-\delta_{4}\right)$ | $u_{34} / u_{14}$ |
| [31] | $\alpha_{3}+\left(x^{3}-1\right) \partial_{3}+\left(x^{4}-1\right) \partial_{4}$ | $u_{14} / u_{34}$ |
| [23] | $\alpha_{2}+\left(x^{1}-x^{3}\right) \partial_{1}+\left(x^{2}-x^{4}\right) \partial_{2}$ | $u_{34} / u_{24}$ |
| [32] | $\alpha_{3}+\left(x^{3}-x^{1}\right) \partial_{3}+\left(x^{4}-x^{2}\right) \partial_{4}$ | $u_{24} / u_{34}$ |
| [14] | $\alpha_{234}-1+\delta$ | $1 / u_{14}$ |
| [15] | $\alpha_{5}-1-\delta_{1}-\delta_{3}$ | $1 / u_{15}$ |
| [16] | $\alpha_{6}-1-\delta_{2}-\delta_{4}$ | $1 / u_{16}$ |
| [24] | $-\alpha_{2}-\delta_{1}-\delta_{2}$ | $1 / u_{24}$ |
| [25] | $\partial_{1}$ | $u_{14} / u_{15} u_{24}$ |
| [26] | $\partial_{2}$ | $u_{14} / u_{16} u_{24}$ |
| [34] | $-\alpha_{3}-\delta_{3}-\delta_{4}$ | $1 / u_{34}$ |
| [35] | $\partial_{3}$ | $u_{14} / u_{15} u_{34}$ |
| [36] | $\partial_{4}$ | $u_{14} / u_{16} u_{34}$ |
| [45] | $\alpha_{5}-1+\left(1-x^{1}\right) \partial_{1}+\left(1-x^{3}\right) \partial_{3}=: Y_{45}$ | $u_{14} / u_{15}$ |
| [54] | $\alpha_{234}-1+\delta-x^{1}\left(\alpha_{2}+\delta_{1}+\delta_{2}\right)-x^{3}\left(\alpha_{3}+\delta_{3}+\delta_{4}\right)=: Y_{54}$ | $u_{15} / u_{14}$ |
| [46] | $\alpha_{6}-1+\left(1-x^{2}\right) \partial_{2}+\left(1-x^{4}\right) \partial_{4}=: Y_{46}$ | $u_{14} / u_{16}$ |
| [64] | $\alpha_{234}-1+\delta-x^{2}\left(\alpha_{2}+\delta_{1}+\delta_{2}\right)-x^{4}\left(\alpha_{3}+\delta_{3}+\delta_{4}\right)=: Y_{64}$ | $u_{16} / u_{14}$ |
| [56] | $\alpha_{6}-1+\left(x^{1}-x^{2}\right) \partial_{2}+\left(x^{3}-x^{4}\right) \partial_{4}=: Y_{56}$ | $u_{15} / u_{16}$ |
| [65] | $\alpha_{5}-1+\left(x^{2}-x^{1}\right) \partial_{1}+\left(x^{4}-x^{3}\right) \partial_{3}=: Y_{65}$ | $u_{16} / u_{15}$ |
| [41] | $\alpha_{234}-1+\sum_{i=1}^{4}\left(x^{i}-1\right) \partial_{i}$ | $u_{14}$ |
| [42] | $-\alpha_{4}-x^{1} Y_{45}-x^{2} Y_{46}$ | $u_{24}$ |
| [43] | $-\alpha_{4}-x^{3} Y_{45}-x^{4} Y_{46}$ | $u_{34}$ |
| [51] | $-\alpha_{5}-Y_{54}-Y_{56}$ | $u_{15}$ |
| [52] | $-\alpha_{5} x^{1}-Y_{54}-x^{2} Y_{56}$ | $u_{15} u_{24} / u_{14}$ |
| [53] | $-\alpha_{5} x^{3}-Y_{54}-x^{4} Y_{56}$ | $u_{15} u_{34} / u_{14}$ |
| [61] | $-\alpha_{6}-Y_{64}-Y_{65}$ | $u_{16}$ |
| [62] | $-\alpha_{6} x^{2}-Y_{64}-x^{1} Y_{65}$ | $u_{16} u_{24} / u_{14}$ |
| [63] | $-\alpha_{6} x^{4}-Y_{64}-x^{3} Y_{65}$ | $u_{16} u_{34} / u_{14}$ |

and Horn's system $G_{2}$ (cf. [E, § 5.7]) appear both for strata of types B1 and B2. Appell's systems $F_{2}$ and $F_{3}$ and Horn's system $H_{2}$ [E] appear for strata of type B3. The definition of $F_{3}$ will be recalled later. The system associated with a stratum of type B4 is a tensor product of two Gauss HGDE's with different parameters. Systems for C1, C2, or C3 are known to be the Gauss HGDE's. The final system associated with a stratum of type $C 4$ is Goursat's (so-called generalized) $\mathrm{HGF}_{3} F_{2}$ (cf. § 9). Refer to [GGR3] for these matters and to [MSY2] for another aspect of $G_{3,6}$.

The fact that HGF's $F_{2}, F_{3}$, and $H_{2}$ belong to the same type is remarkable. In view of the invariance (1.2) and (1.3), it says that the associated systems are related by certain transformations of coordinates and unknown functions. See [AK, p. 51] for the relation between functions $F_{2}$ and $F_{3}$ and [SY1, § 5.3] for the relations among systems $F_{2}, F_{3}$, and $H_{2}$. Moreover, one and the same function may appear on different strata of the same or different type and may have different expressions depending on the choice of coordinates; this fact explains certain transformation rules for this function such as Kummer's identities for the Gauss HGF. However, because we are concerned only with functions or systems and not with relations among their different expressions, we can restrict our consideration to the systems associated with strata chosen arbitrarily from each type, i.e., to the systems $F_{1}, F_{3},{ }_{3} F_{2}$, and the Gauss HGDE for types $B$ and $C$. Since we have treated $F_{1}$ and the Gauss HGDE in § 3, we will consider $F_{3}$ and ${ }_{3} F_{2}$ in the following sections.

Remark. A relation between the systems $F_{1}$ and $G_{2}$ is given as follows. Let $F_{1}\left(\alpha, \beta, \beta^{\prime}, \gamma\right)$ and $G_{2}\left(\alpha_{1}, \alpha_{1}^{\prime}, \beta_{1}, \beta_{1}^{\prime}\right)$ denote the systems of differential equations just given in [E, eq. (9), p. 233, and eq. (14), p. 234]. Then, for any solution $w(x, y)$ of $G_{2}$, the function $z(x, y)=y^{\alpha^{\prime}} w(-x,-1 / y)$ is a solution of $F_{1}$ and vice versa with the correspondence of parameters given by $\alpha=\alpha_{1}^{\prime}+\beta_{1}^{\prime}, \beta=\alpha_{1}, \beta^{\prime}=\alpha_{1}^{\prime}$, and $\gamma=$ $\alpha_{1}^{\prime}-\beta_{1}+1$.
7. Contiguity relations of Appell's $\boldsymbol{F}_{3}$. Appel's HGF $F_{3}$ is given by the series

$$
F_{3}\left(\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma ; x, y\right)=\sum_{m, n=0}^{\infty} \frac{(\alpha, m)\left(\alpha^{\prime}, n\right)(\beta, m)\left(\beta^{\prime}, n\right)}{(\gamma, m+n)(1, m)(1, n)} x^{m} y^{n} .
$$

The definition of $F(x, \alpha)$ in (4.5) shows

$$
F\left(x^{1}, 0,0, x^{4} ; \alpha_{1}, \cdots, \alpha_{6}\right)=F_{3}\left(\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma ; x^{1}, x^{4}\right)
$$

and

$$
c\left(\left(\alpha_{1}, \cdots, \alpha_{6}\right)\right)=\Gamma(1-\gamma) \Gamma(\alpha) \Gamma\left(\alpha^{\prime}\right) / \Gamma\left(\alpha+\alpha^{\prime}-\gamma+1\right),
$$

where

$$
\begin{equation*}
\alpha=\alpha_{2}, \quad \alpha^{\prime}=\alpha_{3}, \quad \beta=1-\alpha_{5}, \quad \beta^{\prime}=1-\alpha_{6}, \quad \gamma=\alpha_{234} . \tag{7.1}
\end{equation*}
$$

We have seen in $\S 5$ that the contiguity relation with respect to $w=c(\alpha) F(x, \alpha)$ is written in the form

$$
\begin{equation*}
Y(c(\alpha) F(x, \alpha))=a_{Y} c\left(\alpha^{Y}\right) F\left(x, \alpha^{Y}\right) \tag{7.2}
\end{equation*}
$$

for an operator $Y ; a_{Y}$ is a linear form on $\alpha$ and $\alpha^{Y}=\alpha+1_{j}-1_{l}=\left(\alpha_{j}^{+} \alpha_{l}^{-}\right)$for some $j$ and $l$. If we can restrict both sides of this identity to the stratum $\left\{x^{2}=x^{3}=0\right\}$, then this readily gives a part of contiguity relations of $F\left(x^{1}, 0,0, x^{4} ; \alpha\right)$ and thus of $F_{3}$. In reference to Table 2, the indices of such operators are

$$
\begin{equation*}
12,13,14,15,16,24,25,34,36,52,54,63,64 . \tag{7.3}
\end{equation*}
$$

Other operators contain terms like $\partial_{2} F$ or $\partial_{3} F$, whose restrictions will be examined later.
TAble 3.1

| Index | $Y$ | $a_{Y}$ | $\alpha^{Y}$ |
| :---: | :---: | :---: | :---: |
| $[14]$ | $\gamma-1+\delta_{x}+\delta_{y}$ | $\gamma-\alpha-\alpha^{\prime}-1$ | $\gamma^{-}$ |
| $[15]$ | $-\beta-\delta_{x}$ | $-\beta$ | $\beta^{+}$ |
| $[16]$ | $-\beta^{\prime}-\delta_{y}$ | $-\beta^{\prime}$ | $\beta^{\prime+}$ |
| $[24]$ | $-\alpha-\delta_{x}$ | $\gamma-\alpha-\alpha^{\prime}-1$ | $\alpha^{+}$ |
| $[25]$ | $\partial_{x}$ | $-\beta$ | $\alpha^{+} \beta^{+} \gamma^{+}$ |
| $[34]$ | $-\alpha^{\prime}-\delta_{y}$ | $\gamma-\alpha-\alpha^{\prime}-1$ | $\alpha^{\prime+}$ |
| $[36]$ | $\partial_{y}$ | $-\beta^{\prime}$ | $\alpha^{\prime+} \beta^{\prime+} \gamma^{+}$ |
| $[52]$ | $1-\gamma+(\alpha+\beta-1) x+(x-1) \delta_{x}-\delta_{y}$ | $\alpha-1$ | $\alpha^{-} \beta^{-} \gamma^{-}$ |
| $[12]$ | $1-\gamma+\beta x+(x-1) \delta_{x}-\delta_{y}$ | $\alpha-1$ | $\alpha^{-} \gamma^{-}$ |
| $[54]$ | $\gamma-1-\alpha x-(x-1) \delta_{x}+\delta_{y}$ | $\gamma-\alpha-\alpha^{\prime}-1$ | $\beta^{-} \gamma^{-}$ |
| $[64]$ | $\gamma-1-\alpha^{\prime} y-(y-1) \delta_{y}+\delta_{x}$ | $\gamma-\alpha-\alpha^{\prime}-1$ | $\beta^{\prime-} \gamma^{-}$ |
| $[13]$ | $1-\gamma+\beta^{\prime} y+(y-1) \delta_{y}-\delta_{x}$ | $\alpha^{\prime}-1$ | $\alpha^{\prime-} \gamma^{-}$ |
| $[63]$ | $\beta+\beta^{\prime}-\gamma$ | $\alpha^{\prime}-1$ | $\alpha^{\prime-} \beta^{\prime-} \gamma^{-}$ |
| $[11]$ | $\alpha-1$ | $\beta+\beta^{\prime-\gamma}$ | - |
| $[22]$ | $\alpha^{\prime}-1$ | $\alpha-1$ | - |
| $[33]$ | $\gamma-\alpha-\alpha^{\prime}-1$ | $\alpha^{\prime}-1$ | - |
| $[44]$ | $-\beta$ | $\gamma-\alpha-\alpha^{\prime}-1$ | - |
| $[55]$ | $-\beta^{\prime}$ | $-\beta$ | - |
| $[66]$ |  | $\left.-\alpha^{\prime}+\beta^{\prime}-1\right) y+(y-1) \delta_{y}-\delta_{x}$ | $-\beta^{\prime}$ |

Proposition 7.1. The operators with indices listed in (7.3) yield the following contiguity relations in Table 3.1 with respect to the function $\left\{\Gamma(\alpha) \Gamma\left(\alpha^{\prime}\right) \Gamma(1-\gamma) / \Gamma(\alpha+\right.$ $\left.\left.\alpha^{\prime}-\gamma+1\right)\right\} F_{3}\left(\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma ; x, y\right)$. Trivial relations for the operators $X_{i i}$ are also listed.

We use the notation $\partial_{x}=\partial / \partial x, \partial_{y}=\partial / \partial y, \delta_{x}=x \partial_{x}$, and $\delta_{y}=y \partial_{y}$.
Proof. Transformation from Table 2 to Table 3.1 is done by taking care of the identity (7.1) and the relation $\sum \alpha_{i}=3$. The operator $X_{14}$, for example, increases ( $\alpha_{i}$ ) at $i=1$ and decreases at $i=4$. This implies the decrease of $\gamma$ by 1 , which is denoted by $\gamma^{-}$. The multiplier $\alpha_{4}-1$ is equal to $\gamma-\alpha-\alpha^{\prime}-1$. This shows the first line.

The Lie-algebraic structure of the set of operators in this table will be recovered in the following way. Introduce supplementary variables $v_{14}, v_{15}, v_{16}, v_{24}, v_{34}$ and define operators $\tau_{i j}=v_{i j}\left(\partial / \partial v_{i j}\right)$. Put

$$
\begin{align*}
& E_{11}=-\tau_{15}-\tau_{16}-\tau_{14}-1, \quad E_{22}=-\tau_{24}-1, \quad E_{33}=-\tau_{34}-1, \\
& E_{44}=\tau_{14}+\tau_{24}+\tau_{34}, \quad E_{55}=\tau_{15}, \quad E_{66}=\tau_{16}, \\
& E_{12}=\frac{v_{24}}{v_{14}}\left\{-\tau_{14}-\delta_{x}-\delta_{y}+x\left(-\tau_{15}+\delta_{x}\right)\right\}, \\
& E_{13}=\frac{v_{34}}{v_{14}}\left\{-\tau_{14}-\delta_{x}-\delta_{y}+y\left(-\tau_{16}+\delta_{y}\right)\right\}, \\
& E_{14}=\frac{1}{v_{14}}\left\{\tau_{14}+\delta_{x}+\delta_{y}\right\}, \quad E_{15}=\frac{1}{v_{15}}\left\{\tau_{15}-\delta_{x}\right\}, \quad E_{16}=\frac{1}{v_{16}}\left\{\tau_{16}-\delta_{y}\right\}, \\
& E_{24}=\frac{1}{v_{24}}\left\{\tau_{24}-\delta_{x}\right\}, \quad E_{25}=\frac{v_{14}}{v_{15} v_{24}} \partial_{x}, \\
& E_{34}=\frac{1}{v_{34}}\left\{\tau_{34}-\delta_{y}\right\}, \quad E_{36}=\frac{v_{14}}{v_{16} v_{34}} \partial_{y},  \tag{7.4}\\
& E_{52}=\frac{v_{15} v_{24}}{v_{14}}\left\{x\left(1+\tau_{15}-\tau_{24}+\delta_{x}\right)-\tau_{14}-\delta_{x}-\delta_{y}\right\}, \\
& E_{54}=\frac{v_{15}}{v_{14}}\left\{\tau_{14}+\delta_{x}+\delta_{y}-x\left(-\tau_{24}+\delta_{x}\right)\right\}, \\
& E_{63}=\frac{v_{16} v_{34}}{v_{14}}\left\{y\left(1+\tau_{16}-\tau_{34}+\delta_{y}\right)-\tau_{14}-\delta_{x}-\delta_{y}\right\}, \\
& E_{64}=\frac{v_{16}}{v_{34}}\left\{\tau_{14}+\delta_{x}+\delta_{y}-y\left(-\tau_{34}+\delta_{y}\right)\right\} .
\end{align*}
$$

Then we have the following proposition.
Proposition 7.2. Differential operators $E_{i j}$ listed in (7.4) generate a Lie algebra of dimension 19 with relations

$$
\left[E_{i j}, E_{i^{\prime} j^{\prime}}\right]=\delta_{j^{\prime}} E_{i j^{\prime}}-\delta_{j^{\prime} i} E_{i^{\prime} j} .
$$

Proof. Let $X$ be one of $X_{j l}$ with indices in Table 3.1 and $Y$ be the corresponding operator in Table 2. Then (5.2) says $\phi^{-1} X \phi \cdot w=M_{X} Y \cdot w$ for the corresponding factor $M_{X}$. The set of operators $\phi^{-1} X \phi$ for such $X$ certainly forms a Lie algebra of dimension 19. Hence the proof will be completed by expressing $\phi^{-1} X \phi$ in terms of variables $u_{14}, \cdots, u_{34}$ and $x^{i}$ and by restricting them onto $\left\{x^{2}=x^{3}=0\right\}$. While $\phi^{-1} X \phi=$ $X(\log \phi)+X$ as an operator, the operator $M_{X}^{-1} X$ acts on functions of $x$ as a vector field $X$ with respect to variables $x$ and $M_{X}^{-1} X(\log \phi)$ is seen to be written as $\theta_{X}(\log \phi)$,
where $\theta_{X}$ is a linear combination of $\tau_{j l}$ defined above. Here we use $v$ for $u$ to avoid confusion. Namely, we have $\phi^{-1} X \phi=M_{X} \theta_{X}(\log \phi)+M_{X} \underline{X}=\phi^{-1} \cdot M_{X}\left(\theta_{X}+\underline{X}\right) \cdot \phi$. Explicit expressions of $E_{X}=M_{X}\left(\theta_{X}+\underline{X}\right)$ are easily computed to get identities in (7.4).

Remark. Miller in [M2] has already found nine contiguity relations in Table 3.1: $14,15,16,24,25,34,36,52,63$. Relations with indices $12,13,54$, and 64 follow from the Lie algebra structure; for example, $\left[E_{15}, E_{52}\right]=E_{12}$.

We next deal with the operators including $\partial_{x}$ and/or $\partial_{y}$. Define two operators by

$$
\begin{align*}
& U_{26}=\alpha \beta^{\prime}-\beta^{\prime}(1-x) \partial_{x}-\alpha(1-y) \partial_{y}+\Delta \partial_{x} \partial_{y},  \tag{7.5}\\
& U_{35}=\alpha^{\prime} \beta-\alpha(1-x) \partial_{x}-\beta(1-y) \partial_{y}+\Delta \partial_{x} \partial_{y}, \tag{7.6}
\end{align*}
$$

where $\Delta=x y-x-y$. Then we see the following lemma.
Lemma 7.3. These operators give contiguity relations of second order:

$$
\begin{aligned}
& U_{26}\left\{c F_{3}\right\}=\beta^{\prime}\left(\alpha^{\prime}-\gamma+\beta\right)\left\{c F_{3}\right\}\left(\alpha^{+} \beta^{\prime+} \gamma^{+}\right), \\
& U_{35}\left\{c F_{3}\right\}=\alpha^{\prime}\left(\beta^{\prime}-\gamma+\alpha\right)\left\{c F_{3}\right\}\left(\alpha^{\prime+} \beta^{+} \gamma^{+}\right) .
\end{aligned}
$$

A proof will be given in the last section. Now assume

$$
\begin{equation*}
\left(\gamma-\alpha^{\prime}-\beta\right)\left(\gamma-\alpha-\beta^{\prime}\right) \neq 0 \tag{7.7}
\end{equation*}
$$

and define operators by

$$
\begin{equation*}
Z_{26}=\frac{1}{\gamma-\alpha^{\prime}-\beta} U_{26} \quad \text { and } \quad Z_{35}=\frac{1}{\gamma-\alpha-\beta^{\prime}} U_{35} . \tag{7.8}
\end{equation*}
$$

Then we have the remaining contiguity relations by the use of Table 2 :
Proposition 7.4. Appell's HGF $\left\{\Gamma(\alpha) \Gamma\left(\alpha^{\prime}\right) \Gamma(1-\gamma) / \Gamma\left(\alpha+\alpha^{\prime}-\gamma+1\right)\right\} \times$ $F_{3}\left(\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma ; x, y\right)$ satisfies the contiguity relations listed in Table 3.1 and Table 3.2.

Each line reads as $Z\left(c F_{3}\right)=a_{Z} \cdot(c F)\left(\alpha^{Z}\right)$. The first column in Table 3.2 gives the correspondence with Table 2.

Table 3.2

| Index | $Z$ | $a_{z}$ | $\alpha^{z}$ |
| :---: | :---: | :---: | :---: |
| [21] | $\alpha+(x-1) \partial_{x}-Z_{26}$ | $\beta+\beta^{\prime}-\gamma$ | $\alpha^{+} \gamma^{+}$ |
| [31] | $\alpha^{\prime}+(y-1) \partial_{y}-Z_{35}$ | $\beta+\beta^{\prime}-\gamma$ | $\alpha^{\prime+} \gamma^{+}$ |
| [23] | $\alpha+x \partial_{x}-y Z_{26}$ | $\alpha^{\prime}-1$ | $\alpha^{+} \alpha^{\prime-}$ |
| [32] | $\alpha^{\prime}+y \partial_{y}-x Z_{35}$ | $\alpha-1$ | $\alpha^{-} \alpha^{\prime+}$ |
| [45] | $-\beta+(1-x) \partial_{x}+Z_{35}$ | $-\beta$ | $\beta^{+} \gamma^{+}$ |
| [46] | $-\beta^{\prime}+(1-y) \partial_{y}+Z_{26}$ | $-\beta^{\prime}$ | $\beta^{\prime+} \gamma^{+}$ |
| [56] | $-\beta^{\prime}-y \partial_{y}+x Z_{26}$ | $-\beta^{\prime}$ | $\beta^{-} \beta^{\prime+}$ |
| [65] | $-\beta-x \partial_{x}+y Z_{35}$ | $-\beta$ | $\beta^{+} \beta^{\prime-}$ |
| [26] | $\frac{1}{\gamma-\alpha^{\prime}-\beta}\left(\alpha \beta^{\prime}-\beta^{\prime}(1-x) \partial_{x}-\alpha(1-y) \partial_{y}+\Delta \partial_{x y}^{2}\right)=: Z_{26}$ | $-\beta^{\prime}$ | $\alpha^{+} \beta^{\prime+} \gamma^{+}$ |
| [35] | $\frac{1}{\gamma-\beta^{\prime}-\alpha}\left(\beta \alpha^{\prime}-\alpha^{\prime}(1-x) \partial_{x}-\beta(1-y) \partial_{y}+\Delta \partial_{x y}^{2}\right)=: Z_{35}$ | - $\beta$ | $\beta^{+} \alpha^{\prime+} \gamma^{+}$ |
| [41] | $\alpha+\alpha^{\prime}+\beta+\beta^{\prime}-\gamma+(x-1) \partial_{x}+(y-1) \partial_{y}-Z_{26}-Z_{35}$ | $\beta+\beta^{\prime}-\gamma$ | $\gamma^{+}$ |
| [42] | $\alpha+\alpha^{\prime}-\gamma+\beta x+x(x-1) \partial_{x}-x Z_{35}$ | $\alpha-1$ | $\alpha^{-}$ |
| [43] | $\alpha+\alpha^{\prime}-\gamma+\beta^{\prime} y+y(y-1) \partial_{y}-y Z_{26}$ | $\alpha^{\prime}-1$ | $\alpha^{\prime-}$ |
| [51] | $\beta+\beta^{\prime}-\gamma+\alpha x+x(x-1) \partial_{x}-x Z_{26}$ | $\beta+\beta^{\prime}-\gamma$ | $\beta^{-}$ |
| [61] | $\beta+\beta^{\prime}-\gamma+\alpha^{\prime} y+y(y-1) \partial_{y}-y Z_{35}$ | $\beta+\beta^{\prime}-\gamma$ | $\beta^{\prime-}$ |
| [53] | $1-\gamma+\alpha x+\beta^{\prime} y+x(x-1) \partial_{x}+y(y-1) \partial_{y}-x y Z_{26}$ | $\alpha^{\prime}-1$ | $\alpha^{\prime-} \beta^{-} \gamma^{-}$ |
| [62] | $1-\gamma+\beta x+\alpha^{\prime} y+x(x-1) \partial_{x}+y(y-1) \partial_{y}-x y Z_{35}$ | $\alpha-1$ | $\beta^{\prime-} \alpha^{-} \gamma^{-}$ |

Proof. From [26] in Table 2 we see

$$
\frac{\partial}{\partial x^{2}}(c F)(\alpha)=\left(\alpha_{6}-1\right)(c F)\left(\alpha_{2}^{+} \alpha_{6}^{-}\right) .
$$

Restriction to $\left\{x^{2}=x^{3}=0\right\}$ then shows

$$
\left.\frac{\partial}{\partial x^{2}}(c F)(\alpha)\right|_{x^{2}=x^{3}=0}=\left(\alpha_{6}-1\right) c\left(\alpha_{2}^{+} \alpha_{6}^{-}\right) F_{3}\left(\alpha_{2}^{+} \alpha_{6}^{-} ; x, y\right) .
$$

The change of parameters $\left(\alpha_{2}^{+} \alpha_{6}^{-}\right)$is equivalent to ( $\alpha^{+} \beta^{\prime+} \gamma^{+}$) by (7.1). Hence, by Lemma 7.3, the restriction of the function $\left(\partial / \partial x^{2}\right)(c F)$ onto the stratum $\left\{x^{2}=x^{3}=0\right\}$ can be replaced by the function $Z_{26}(c F)$. The same applies for [35]. Then, with reference to Table 2, we obtain whole relations.

Remark. The relations in Tables 3.1 and 3.2 form a complete set of contiguity relations in the sense that every contiguous function of $F_{3}$ is representable as a linear combination of the original $F_{3}$ and its derivatives up to order 2 by a certain combination of differential operators appearing in these tables. See the last columns of these tables.
8. Different expression of contiguity relations of $\boldsymbol{E}(\mathbf{3}, \mathbf{6})$. The coordinate system $\left(x^{i}\right)$ introduced in § 4 is not appropriate for the study of the system ${ }_{3} F_{2}$. In this section we define new coordinate system $\left(y^{i}\right)$ on the quotient of the open stratum in $G_{3,6}$.

Consider the set of points ( $\left.I_{3}, u\right)$ defined in (4.1). Assume in this section that $u_{14}$, $u_{16}, u_{24}, u_{25}$, and $u_{35}$ are not equal to zeros and define

$$
\begin{equation*}
y^{1}=\frac{u_{25} u_{34}}{u_{24} u_{35}}, \quad y^{2}=\frac{u_{14} u_{26}}{u_{16} u_{24}}, \quad y^{3}=\frac{u_{15} u_{24}}{u_{14} u_{25}}, \quad y^{4}=\frac{u_{14} u_{25} u_{36}}{u_{16} u_{24} u_{35}} . \tag{8.1}
\end{equation*}
$$

Then $y=\left(y^{i}\right)$ is a system of coordinates around the single $H_{6}$-orbit stratum $\left\{u_{15}=u_{26}=\right.$ $\left.u_{34}=u_{36}=0\right\}$. It defines a local section of $Z_{3,6} \rightarrow G L_{3} \backslash Z_{3,6} / H_{6}$ by associating a matrix

$$
\left(\begin{array}{cccccc}
1 & & & 1 & y^{3} & 1  \tag{8.2}\\
& 1 & & 1 & 1 & y^{2} \\
& & 1 & y^{1} & 1 & y^{4}
\end{array}\right) .
$$

The connection of $y$ with $x$ is seen to be

$$
\begin{equation*}
y^{1}=\frac{x^{1}}{x^{3}}, \quad y^{2}=x^{2}, \quad y^{3}=\frac{1}{x^{3}}, \quad y^{4}=\frac{x^{1} x^{4}}{x^{3}} . \tag{8.3}
\end{equation*}
$$

We use the notation

$$
\delta_{i}=y^{i} \frac{\partial}{\partial y^{i}} \quad \text { and } \quad \partial_{i}=\frac{\partial}{\partial y^{i}}, \quad 1 \leqq i \leqq 4,
$$

which should not be confused with that defined in §4. The integral $\varphi(u, \alpha)=$ $\Phi\left(\left(I_{3}, u\right), \alpha\right)$ has the expression

$$
\begin{equation*}
\varphi(u, \alpha)=\phi(u, \alpha) w(y, \alpha), \tag{8.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi(u, \alpha)=u_{14}^{\alpha_{234}-2} u_{24}^{1-\alpha_{235}} u_{25}^{\alpha_{35} 5^{-1}} u_{35}^{-\alpha_{3}} u_{16}^{\alpha_{6}-1} \tag{8.5}
\end{equation*}
$$

and

$$
\begin{align*}
w(y, \alpha)=\int & \prod_{i=1}^{3} t_{i}^{\alpha_{i}-1}\left(t_{1}+t_{2}+y^{1} t_{3}\right)^{\alpha_{4}-1}\left(y^{3} t_{1}+t_{2}+t_{3}\right)^{\alpha_{5}-1}  \tag{8.6}\\
& \cdot\left(t_{1}+y^{2} t_{2}+y^{4} t_{3}\right)^{\alpha_{6}-1}\left(t_{1} d t_{2} \wedge d t_{3}-t_{2} d t_{1} \wedge d t_{3}+t_{3} d t_{1} \wedge d t_{2}\right) .
\end{align*}
$$

Here $\alpha_{2345}=\alpha_{2}+\alpha_{3}+\alpha_{4}+\alpha_{5}$ and so on.

Recall operators $\theta_{a p}=u_{a p}\left(\partial / \partial u_{a p}\right)$ defined in $\S 4$. We denote the operator $\phi^{-1} \theta_{a p} \phi$ acting on $w$ by the same letter $\theta_{a p}$. Then we see the following lemma, similar to Lemma 4.1.

Lemma 8.1. The operators $\theta_{\text {ap }}$ are given as follows:

$$
\begin{array}{lll}
\theta_{14}=\alpha_{2345}-2+\delta_{2}-\delta_{3}+\delta_{4}, & \theta_{15}=\delta_{3}, & \theta_{16}=\alpha_{6}-1-\delta_{2}-\delta_{4}, \\
\theta_{24}=1-\alpha_{235}-\delta_{1}-\delta_{2}+\delta_{3}-\delta_{4}, & \theta_{25}=\alpha_{35}-1+\delta_{1}-\delta_{3}+\delta_{4}, & \theta_{26}=\delta_{2}, \\
\theta_{34}=\delta_{1}, & \theta_{35}=-\alpha_{3}-\delta_{1}-\delta_{4}, & \theta_{36}=\delta_{4} .
\end{array}
$$

We next define operators $Y_{j l}$ by

$$
\begin{equation*}
\phi^{-1} X_{j l}(\phi w)=M_{j l}(u) Y_{j l} w, \tag{8.7}
\end{equation*}
$$

where $M_{j l}(u)=\phi\left(u, \alpha+1_{j}-1_{l}\right) / \phi(u, \alpha)$. Then, similar to Proposition 5.1, we get the following.

Proposition 8.2. The Aomoto-Gel'fand HGF $w$ for the system $E(3,6)$ relative to the coordinate y satisfies the contiguity relations listed in Table 4. The diagonal operators $Y_{j j}, 1 \leqq j \leqq 6$, are scalar multiplications by $\alpha_{j}-1$.

The table is read in the same manner as Table 2.

TABLE 4

| Index | $Y$ | M |
| :---: | :---: | :---: |
| [14] | $\alpha_{2345}-2+\delta_{2}-\delta_{3}+\delta_{4}$ | 1/ $u_{14}$ |
| [15] | $\partial_{3}$ | $u_{24} / u_{14} u_{25}$ |
| [16] | $\alpha_{6}-1-\delta_{2}-\delta_{4}$ | 1/ $u_{16}$ |
| [24] | $1-\alpha_{235}-\delta_{1}-\delta_{2}+\delta_{3}-\delta_{4}$ | $1 / u_{24}$ |
| [25] | $\alpha_{35}-1+\delta_{1}-\delta_{3}+\delta_{4}$ | $1 / u_{25}$ |
| [26] | $\partial_{2}$ | $u_{14} / u_{16} u_{24}$ |
| [34] | $\partial_{1}$ | $u_{25} / u_{24} u_{35}$ |
| [35] | $-\alpha_{3}-\delta_{1}-\delta_{4}$ | $1 / u_{35}$ |
| [36] | $\partial_{4}$ | $u_{14} u_{25} / u_{16} u_{24} u_{35}$ |
| [12] | $2-\alpha_{2345}+\left(1-\alpha_{6}\right) y^{2}+\left(y^{2}-1\right)\left(\delta_{2}+\delta_{4}\right)+\left(y^{3}-1\right) \partial_{3}$ | $u_{24} / u_{14}$ |
| [21] | $\alpha_{235}-1+\left(1-\alpha_{35}\right) y^{3}+\left(1-y^{3}\right)\left(\delta_{1}+\delta_{4}\right)+\left(y^{2}-1\right) \partial_{2}+\left(y^{3}-1\right) \delta_{3}$ | $u_{14} / u_{24}$ |
| [13] | $\left(2-\alpha_{2345}\right) y^{1}+\left(1-\alpha_{6}\right) y^{4}+\left(y^{4}-y^{1}\right)\left(\delta_{2}+\delta_{4}\right)+\left(y^{1} y^{3}-1\right) \partial_{3}$ | $u_{24} u_{35} / u_{14} u_{25}$ |
| [31] | $\alpha_{3} y^{3}+\left(y^{1} y^{3}-1\right) \partial_{1}+\left(y^{3} y^{4}-1\right) \partial_{4}$ | $u_{14} u_{25} / u_{24} u_{35}$ |
| [23] | $1-\alpha_{35}+\left(\alpha_{235}-1\right) y^{1}+\left(y^{1}-1\right)\left(\delta_{1}-\delta_{3}+\delta_{4}\right)+\left(y^{1} y^{2}-y^{4}\right) \partial_{2}$ | $u_{35} / u_{25}$ |
| [32] | $\alpha_{3}+\left(y^{1}-1\right) \partial_{1}+\left(y^{4}-y^{2}\right) \partial_{4}$ | $u_{25} / u_{35}$ |
| [45] | $\alpha_{35}-1-\alpha_{3} y^{1}+\left(1-y^{1}\right)\left(\delta_{1}+\delta_{4}\right)+\left(1-y^{3}\right) \partial_{3}$ | $u_{24} / u_{25}$ |
| [54] | $1-\alpha_{235}+\left(\alpha_{2345}-2\right) y^{3}+\left(y^{3}-1\right)\left(\delta_{2}+\delta_{4}\right)+\left(1-y^{1}\right) \partial_{1}+\left(1-y^{3}\right) \delta_{3}$ | $u_{25} / u_{24}$ |
| [46] | $\alpha_{6}-1+\left(1-y^{2}\right) \partial_{2}+\left(y^{1}-y^{4}\right) \partial_{4}$ | $u_{14} / u_{16}$ |
| [64] | $\alpha_{2345}-2+\left(1-\alpha_{235}\right) y^{2}+\left(y^{4}-y^{1} y^{2}\right) \partial_{1}+\left(1-y^{2}\right)\left(\delta_{2}-\delta_{3}+\delta_{4}\right)$ | $u_{16} / u_{14}$ |
| [56] | $\left(\alpha_{6}-1\right) y^{3}+\left(1-y^{2} y^{3}\right) \partial_{2}+\left(1-y^{3} y^{4}\right) \partial_{4}$ | $u_{14} u_{25} / u_{16} u_{24}$ |
| [65] | $\left(\alpha_{35}-1\right) y^{2}-\alpha_{3} y^{4}+\left(y^{2}-y^{4}\right)\left(\delta_{1}+\delta_{4}\right)+\left(1-y^{2} y^{3}\right) \partial_{3}$ | $u_{16} u_{24} / u_{14} u_{25}$ |
| [41] | $-\alpha_{4}-y^{3} Y_{45}-Y_{46}$ | $u_{14}$ |
| [42] | $-\alpha_{4}-Y_{45}-y^{2} Y_{46}$ | $u_{24}$ |
| [43] | $-\alpha_{4} y^{1}-Y_{45}-y^{4} Y_{46}$ | $u_{24} u_{35} / u_{25}$ |
| [51] | $-\alpha_{5} y^{3}-Y_{54}-Y_{56}$ | $u_{14} u_{25} / u_{24}$ |
| [52] | $-\alpha_{5}-Y_{54}-y^{2} Y_{56}$ | $u_{25}$ |
| [53] | $-\alpha_{5}-y^{1} Y_{54}-y^{4} Y_{56}$ | $u_{35}$ |
| [61] | $-\alpha_{6}-Y_{64}-y^{3} Y_{65}$ | $u_{16}$ |
| [62] | $-\alpha_{6} y^{2}-Y_{64}-Y_{65}$ | $u_{16} u_{24} / u_{14}$ |
| [63] | $-\alpha_{6} y^{4}-y^{1} Y_{64}-Y_{65}$ | $u_{16} u_{24} u_{35} / u_{14} u_{25}$ |

9. Contiguity relations of Goursat's $\mathbf{3}_{\mathbf{3}} \boldsymbol{F}_{\mathbf{2}}$. Goursat's $\mathrm{HGF}_{3} F_{2}$ is given by the series

$$
{ }_{3} F_{2}\left(a_{1}, a_{2}, a_{3} ; b_{1}, b_{2} ; y\right)=\sum_{n=0}^{\infty} \frac{\left(a_{1}, n\right)\left(a_{2}, n\right)\left(a_{3}, n\right)}{\left(b_{1}, n\right)\left(b_{2}, n\right) n!} y^{n} .
$$

We use the abbreviation $(a)=\left(a_{1}, a_{2}, a_{3} ; b_{1}, b_{2}\right)$. This function has an Euler integral representation (2.18) with a trivial change of notation. Hence the restriction of an integral of the form (8.2) to the one-dimensional stratum $\Gamma:=\left\{y^{1}=y^{2}=y^{3}=0\right\}$ gives ${ }_{3} F_{2}$ :

$$
\begin{align*}
w\left(\alpha ; 0,0,0, y^{4}\right)= & \int_{1+t_{2} \geqq 0, t_{2}+t_{3} \geqq 0, t_{2} \leqq 0} t_{2}^{\alpha_{2}-1} t_{3}^{\alpha_{3}-1} \\
& \cdot\left(1+t_{2}\right)^{\alpha_{4}-1}\left(t_{2}+t_{3}\right)^{\alpha_{5}-1}\left(1+y^{4} t_{3}\right)^{\alpha_{6}-1} d t_{2} \wedge d t_{3}  \tag{9.1}\\
= & \gamma(\alpha) \cdot{ }_{3} F_{2}(a ; y),
\end{align*}
$$

where

$$
\begin{align*}
& \gamma(\alpha)=(-1)^{\alpha_{25}-1} \frac{\Gamma\left(\alpha_{235}-1\right) \Gamma\left(\alpha_{3}\right) \Gamma\left(\alpha_{4}\right) \Gamma\left(\alpha_{5}\right)}{\Gamma\left(\alpha_{2345}-1\right) \Gamma\left(\alpha_{35}\right)}, \\
& y=-y^{4},  \tag{9.2}\\
& a_{1}=\alpha_{235}-1, \quad a_{2}=\alpha_{3}, \quad a_{3}=1-\alpha_{6}, \quad b_{1}=\alpha_{2345}-1, \quad b_{2}=\alpha_{35} .
\end{align*}
$$

With this notation the procedure of determining contiguity relations of ${ }_{3} F_{2}$ is the same as that used in § 7. We first note that the operators $Y_{j l}$ with indices

$$
\begin{equation*}
14,16,24,25,35,36 \tag{9.3}
\end{equation*}
$$

can be restricted to the stratum $\Gamma$. Namely we have the following proposition.
Proposition 9.1. The restriction of the differential operators $Y_{j l}$ with indices in (9.3) to the stratum $\Gamma$ yield the six contiguity relations of the function ${ }_{3} F_{2}$ :

$$
\begin{align*}
& \left(\theta+b_{1}-1\right)_{3} F_{2}=\left(b_{1}-1\right)_{3} F_{2}\left(b_{1}^{-}\right),  \tag{14}\\
& \left(\theta+a_{3}\right)_{3} F_{2}=a_{3} \cdot{ }_{3} F_{2}\left(a_{3}^{+}\right),  \tag{16}\\
& \left(\theta+a_{1}\right)_{3} F_{2}=a_{1} \cdot{ }_{3} F_{2}\left(a_{1}^{+}\right),  \tag{24}\\
& \left(\theta+b_{2}-1\right)_{3} F_{2}=\left(b_{2}-1\right)_{3} F_{2}\left(b_{2}^{-}\right),  \tag{9.4}\\
& \left(\theta+a_{2}\right)_{3} F_{2}=a_{2} \cdot{ }_{3} F_{2}\left(a_{2}^{+}\right), \\
& \frac{\partial}{\partial y}{ }_{3} F_{2}=\frac{a_{1} a_{2} a_{3}}{b_{1} b_{2}}{ }_{3} F_{2}\left(a_{1}^{+} a_{2}^{+} a_{3}^{+} ; b_{1}^{+} b_{2}^{+}\right) . \tag{36}
\end{align*}
$$

We next deal with the remaining operators. The key operators are $Y_{15}, Y_{26}$, and $Y_{34}$; namely, $\partial_{3}, \partial_{2}$, and $\partial_{1}$. We denote $y(\partial / \partial y)$ by $\theta$ and define three operators by

$$
\begin{align*}
Z_{15} & =\frac{1}{1-a_{1}}\left\{(1-y) \theta^{2}+\left(b_{12}-2-a_{23} y\right) \theta-a_{2} a_{3} y+\left(b_{1}-1\right)\left(b_{2}-1\right)\right\},  \tag{9.5}\\
Z_{26} & =\frac{1}{\left(a_{2}-b_{1}\right) y}\left\{(1-y) \theta^{2}+\left(b_{2}-1-a_{13} y\right) \theta-a_{1} a_{3} y\right\},  \tag{9.6}\\
Z_{34} & =\frac{1}{\left(a_{3}-b_{2}\right) y}\left\{(1-y) \theta^{2}+\left(b_{1}-1-a_{12} y\right) \theta-a_{1} a_{2} y\right\}, \tag{9.7}
\end{align*}
$$

with the assumption

$$
\begin{equation*}
\left(a_{1}-1\right)\left(a_{2}-b_{1}\right)\left(a_{3}-b_{2}\right) \neq 0, \tag{9.8}
\end{equation*}
$$

and with abbreviations such as $b_{12}=b_{1}+b_{2}, a_{23}=a_{2}+a_{3}$. Then we can see the following lemma.

TABLE 5

| Index | $Z$ | $c_{Z}$ | $a^{z}$ |
| :---: | :---: | :---: | :---: |
| $[14]$ | $\theta+b_{1}-1$ | $b_{1}-1$ | $b_{1}^{-}$ |
| $[15]$ | $Z_{15}$ | $-\left(b_{1}-1\right)\left(b_{2}-1\right) /\left(a_{1}-1\right)$ | $a_{1}^{-} b_{1}^{-} b_{2}^{-}$ |
| $[16]$ | $-\theta-a_{3}$ | $-a_{3}$ | $a_{3}^{+}$ |
| $[24]$ | $-\theta-a_{1}$ | $-a_{1}$ | $a_{1}^{+}$ |
| $[25]$ | $\theta+b_{2}-1$ | $b_{2}-1$ | $b_{2}^{-}$ |
| $[26]$ | $Z_{26}$ | $a_{1} a_{3} / b_{1}$ | $a_{1}^{+} a_{3}^{+} b_{1}^{+}$ |
| $[34]$ | $Z_{34}$ | $a_{1} a_{2} / b_{2}$ | $a_{1}^{+} a_{2}^{+} b_{2}^{+}$ |
| $[35]$ | $-\theta-a_{2}$ | $-a_{2}$ | $a_{2}^{+}$ |
| $[36]$ | $-\partial$ | $-a_{1} a_{2} a_{3} / b_{1} b_{2}$ | $a_{1}^{+} a_{2}^{+} a_{3}^{+} b_{1}^{+} b_{2}^{+}$ |
| $[12]$ | $1-b_{1}-\theta-Z_{15}$ | $\left(a_{1}-b_{2}\right)\left(1-b_{1}\right) /\left(a_{1}-1\right)$ | $a_{1}^{-} b_{1}^{-}$ |
| $[21]$ | $a_{1}+\theta-Z_{26}$ | $-a_{1}\left(a_{3}-b_{1}\right) / b_{1}$ | $a_{1}^{+} b_{1}^{+}$ |
| $[13]$ | $-y\left(a_{3}+\theta\right)-Z_{15}$ | $\left(b_{1}-1\right)\left(b_{2}-1\right) /\left(a_{1}-1\right)$ | $a_{1}^{-} a_{2}^{-} b_{1}^{-} b_{2}^{-}$ |
| $[31]$ | $\partial-Z_{34}$ | $a_{1} a_{2}\left(a_{3}-b_{1}\right) / b_{1} b_{2}$ | $a_{1}^{+} a_{2}^{+} b_{1}^{+} b_{2}^{+}$ |
| $[23]$ | $1-b_{2}-\theta-y Z_{26}$ | $1-b_{2}$ | $a_{2}^{2} b_{2}^{2}$ |
| $[32]$ | $a_{2}+\theta-Z_{34}$ | $-a_{2}\left(a_{1}-b_{2}\right) / b_{2}$ | $a_{2}^{+} b_{2}^{+}$ |
| $[45]$ | $b_{2}-1+\theta+Z_{15}$ | $\left.a_{1}-b_{1}\right)\left(b_{2}-1\right) /\left(a_{1}-1\right)$ | $a_{1}^{-} b_{2}^{-}$ |
| $[54]$ | $\left.-a_{1}-\theta+Z_{34}-b_{2}\right) / b_{2}$ | $a_{1}^{+} b_{2}^{+}$ |  |
| $[46]$ | $-a_{3}-\theta+Z_{26}$ | $a_{3}\left(a_{1}-b_{1}\right) / b_{1}$ | $a_{3}^{+} b_{1}^{+}$ |
| $[64]$ | $b_{1}-1+\theta-y Z_{34}$ | $b_{1}-1$ | $a_{3}^{-} b_{1}^{-}$ |
| $[56]$ | $-\partial+Z_{26}$ | $-a_{1} a_{3}\left(a_{2}-b_{2}\right) / b_{1} b_{2}$ | $a_{1}^{+} a_{3}^{+} b_{1}^{+} b_{2}^{+}$ |
| $[65]$ | $y\left(a_{2}+\theta\right)+Z_{15}$ | $-\left(b_{1}-1\right)\left(b_{2}-1\right) /\left(a_{1}-1\right)$ | $a_{1}^{-} a_{3}^{-} b_{1}^{-} b_{2}^{-}$ |
| $[41]$ | $a_{1}+a_{3}-b_{1}+\theta-Z_{26}$ | $-\left(a_{3}-b_{1}\right)\left(a_{1}-b_{1}\right) / b_{1}$ | $b_{1}^{+}$ |
| $[42]$ | $1+a_{1}-b_{1}-b_{2}-\theta-Z_{15}$ | $\left(a_{1}-b_{1}\right)\left(a_{1}-b_{2}\right) /\left(a_{1}-1\right)$ | $a_{1}^{-}$ |
| $[43]$ | $1-b_{2}-\theta-y\left(a_{3}+\theta\right)-Z_{15}+y Z_{26}$ | $\left(a_{1}-b_{1}\right)\left(1-b_{2}\right) /\left(a_{1}-1\right)$ | $a_{1}^{-} a_{2}^{-} b_{2}^{-}$ |
| $[51]$ | $a_{1}+(1+y)-Z_{26}-Z_{34}$ | $a_{1}\left(a_{2}-b_{2}\right)\left(a_{3}-b_{1}\right) / b_{1} b_{2}$ | $a_{1}^{+} b_{1}^{+} b_{2}^{+}$ |
| $[52]$ | $a_{1}+a_{2}-b_{2}+\theta-Z_{34}$ | $-\left(a_{1}-b_{2}\right)\left(a_{2}-b_{2}\right) / b_{2}$ | $b_{2}^{+}$ |
| $[53]$ | $a_{2}-b_{2}-\theta+y Z_{26}$ | $a_{2}-b_{2}$ | $a_{2}^{-}$ |
| $[61]$ | $a_{3}-b_{1}-\theta+y Z_{34}$ | $a_{3}-b_{1}$ | $a_{3}^{-}$ |
| $[62]$ | $1-b_{1}-\theta-y\left(a_{2}+\theta\right)-Z_{15}+y Z_{34}$ | $\left(a_{1}-b_{2}\right)\left(1-b_{1}\right) /\left(a_{1}-1\right)$ | $a_{1}^{-} a_{3}^{-} b_{1}^{-}$ |
| $[63]$ | $\left(1-a_{3}\right) y-y\left(a_{2}+\theta\right)-Z_{15}$ | $\left(b_{1}-1\right)\left(b_{2}-1\right) /\left(a_{1}-1\right)$ | $a_{1}^{-} a_{2}^{-} a_{3}^{-} b_{1}^{-} b_{2}^{-}$ |
|  |  |  |  |

Lemma 9.2. These operators yield the contiguity relations of second order for $\underline{w}:=$ $\gamma_{3} F_{2}:$

$$
Z_{15} \underline{w}=\left(\alpha_{5}-1\right) \underline{w}\left(\alpha_{1}^{+} \alpha_{5}^{-}\right), \quad Z_{26} \underline{w}=\left(\alpha_{6}-1\right) \underline{w}\left(\alpha_{2}^{+} \alpha_{6}^{-}\right), \quad Z_{34} \underline{w}=\left(\alpha_{4}-1\right) \underline{w}\left(\alpha_{3}^{+} \alpha_{4}^{-}\right) .
$$

Proof will be given in § 10. Then, similar to Proposition 7.4, we have the following.
Proposition 9.3. Goursat's $\mathrm{HGF}_{3} F_{2}\left(a_{1}, a_{2}, a_{3} ; b_{1}, b_{2} ; y\right)$ satisfies the contiguity relations listed in Table 5.

Each line reads as $Z\left({ }_{3} F_{2}(a ; y)\right)=c_{Z} \cdot\left({ }_{3} F_{2}\right)\left(a^{z} ; y\right)$. We use parameters (a) in this table. Recall $\theta=y(\partial / \partial y)$ and $\partial=(\partial / \partial y)$. This set of relations is complete in the sense explained in the last remark of $\S 7$.
10. Proof of Lemmas 7.3 and 9.2. We first prove Lemma 7.3. Restricting the system in Proposition 4.4 to the stratum $\left\{x^{3}=0\right\}$ we see that Appell's HGF $F_{3}\left(\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma ; x, y\right)$ satisfies the system

$$
\begin{align*}
& \left(\delta_{x}+\delta_{y}+\gamma-1\right) \delta_{x} u-x\left(\delta_{x}+\alpha\right)\left(\delta_{x}+\beta\right) u=0, \\
& \left(\delta_{x}+\delta_{y}+\gamma-1\right) \delta_{y} u-y\left(\delta_{x}+\alpha^{\prime}\right)\left(\delta_{x}+\beta^{\prime}\right) u=0 \tag{10.1}
\end{align*}
$$

where $u$ is an unknown function and $\delta_{x}=x(\partial / \partial x), \delta_{y}=y(\partial / \partial y)$. This system can be written in a Pfaffian form: put

$$
e_{0}=u, \quad e_{1}=\delta_{x} u, \quad e_{2}=\delta_{y} u, \quad e_{3}=\delta_{x} \delta_{y} u
$$

and define a column vector $e$ by

$$
e=^{t}\left(e_{0}, e_{1}, e_{2}, e_{3}\right)
$$

Then the above system is equivalent to the equation for $e$ :

$$
\begin{equation*}
d e=\omega e \tag{10.2}
\end{equation*}
$$

where

$$
\begin{aligned}
& \omega=\left(\begin{array}{cccc}
0 & \frac{d x}{x} & \frac{d y}{y} & 0 \\
-\frac{\alpha \beta}{x-1} d x & \left\{\frac{1-\gamma}{x}-\frac{\delta}{x-1}\right\} d x & 0 & \left\{\frac{1}{x-1}-\frac{1}{x}\right\} d x+\frac{1}{y} d y \\
-\frac{\alpha^{\prime} \beta^{\prime}}{y-1} d y & 0 & \left\{\frac{1-\gamma}{y}-\frac{\delta^{\prime}}{y-1}\right\} d y & \left\{\frac{1}{y-1}-\frac{1}{y}\right\} d y+\frac{1}{x} d x \\
0 & \alpha^{\prime} \beta^{\prime}\left\{\frac{d x}{x}-\frac{d \Delta}{\Delta}\right\} & \alpha \beta\left\{\frac{d y}{y}-\frac{d \Delta}{\Delta}\right\} & \delta^{\prime} \frac{d x}{x}+\delta \frac{d y}{y}+\varepsilon \frac{d \Delta}{\Delta}
\end{array}\right), \\
& \delta=\alpha+\beta+1-\gamma, \quad \delta^{\prime}=\alpha^{\prime}+\beta^{\prime}+1-\gamma, \quad \varepsilon=\gamma-\alpha-\beta-\alpha^{\prime}-\beta^{\prime}-1 .
\end{aligned}
$$

To denote the dependence of the vector $e$ on the parameters we use the notation $e\left(\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma\right)$; in the sequel we use abbreviations such as ( $\alpha^{+}$) for $\left(\alpha+1, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma\right)$, $\left(\alpha^{+} \beta^{\prime+} \gamma^{+}\right)$for $\left(\alpha+1, \alpha^{\prime}, \beta, \beta^{\prime}+1, \gamma+1\right)$, and so on. Hence $e\left(\alpha^{+}\right)$means $e(\alpha+1$, $\left.\alpha^{\prime}, \beta, \beta^{\prime}, \gamma\right)$. The notation $e$ always stands for $e\left(\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma\right)$. We need the following lemma.

Lemma 10.1. Each solution $u$ of (10.1) satisfies the equations

$$
\begin{aligned}
& x \Delta u_{x x y}=(\varepsilon y-(\alpha+\beta+1) \Delta) u_{x y}+\alpha \beta(1-y) u_{y}-\alpha^{\prime} \beta^{\prime} u_{x}, \\
& y \Delta u_{x y y}=\left(\varepsilon x-\left(\alpha^{\prime}+\beta^{\prime}+1\right) \Delta\right) u_{x y}+\alpha^{\prime} \beta^{\prime}(1-y) u_{y}-\alpha \beta u_{x} .
\end{aligned}
$$

The proof is straightforward and omitted.
The operator $L\left(\alpha^{+} \beta^{\prime+} \gamma^{+}\right)$will be found by the following process. The relations [15], [16], and [25] in Table 3.1 provide us with relations expressing $e\left(\beta^{+}\right), e\left(\beta^{\prime+}\right)$, and $e\left(\alpha^{+} \beta^{+} \gamma^{+}\right)$by $e=e\left(\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma\right)$, respectively. From the first relation we get a relation for $\left(\beta^{-}\right)$, i.e., a relation expressing $e\left(\beta^{-}\right)$by $e$. Then the composition

$$
\begin{aligned}
e\left(\alpha, \beta, \beta^{\prime}, \gamma\right) & \xrightarrow{\beta^{\prime+}} e\left(\alpha, \beta, \beta^{\prime}+1, \gamma\right) \\
& \xrightarrow{\beta^{-}} e\left(\alpha, \beta-1, \beta^{\prime}+1, \gamma\right) \\
& \xrightarrow{\alpha^{+} \beta^{+} \gamma^{+}} e\left(\alpha+1, \beta, \beta^{\prime}+1, \gamma+1\right)
\end{aligned}
$$

gives a required operator.
Now let us follow this process. Put

$$
\begin{align*}
& e_{0}=c\left(\alpha, \alpha^{\prime}, \gamma\right) F_{3}\left(\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma ; x, y\right)  \tag{10.3}\\
& c\left(\alpha, \alpha^{\prime}, \gamma\right)=\Gamma(1-\gamma) \Gamma(\alpha) \Gamma\left(\alpha^{\prime}\right) / \Gamma\left(\alpha+\alpha^{\prime}-\gamma+1\right)
\end{align*}
$$

The relation [15] in Table 3.1 reads

$$
e_{0}\left(\beta^{+}\right)=e_{0}(\beta)+\frac{1}{\beta} e_{1}(\beta)
$$

Hence (10.2) shows that we have

$$
e\left(\beta^{+}\right)=A e(\beta)
$$

where

$$
A=\left(\begin{array}{cccc}
1 & \frac{1}{\beta} & 0 & 0 \\
-\frac{\alpha x}{x-1} & \frac{1}{\beta}\left(1+\beta-\gamma-\frac{\delta x}{x-1}\right) & 0 & \frac{1}{\beta(x-1)} \\
0 & 0 & 1 & \frac{1}{\beta} \\
0 & -\frac{\alpha^{\prime} \beta^{\prime} y}{\beta \Delta} & -\frac{\alpha x(y-1)}{\Delta} & 1+\frac{\delta^{\prime}}{\beta}+\frac{\varepsilon x(y-1)}{\beta \Delta}
\end{array}\right)
$$

The determinant of this matrix $A$ is

$$
\frac{\left(\alpha^{\prime}+\beta+1-\gamma\right)\left(\beta+\beta^{\prime}+1-\gamma\right) y}{\beta^{2}(x-1) \Delta} .
$$

Hence, taking the inverse of this matrix and decreasing the value of $\beta$ by 1 , we get

$$
e_{0}\left(\beta^{-}\right)=\left\{1+\frac{\alpha\left(\beta+\delta^{\prime}-1\right)}{\lambda} x\right\} e_{0}+\frac{\beta+\delta^{\prime}-1}{\lambda}(x-1) e_{1}+\frac{\alpha x(y-1)}{\lambda y} e_{2}+\frac{\Delta}{\lambda y} e_{3},
$$

provided that

$$
\lambda:=\left(\gamma-\alpha-\beta^{\prime}\right)\left(\gamma-\alpha^{\prime}-\beta\right) \neq 0 .
$$

Namely, if we define a differential operator $U_{51}$ by

$$
\begin{equation*}
U_{51}=\lambda+\alpha\left(\beta+\delta^{\prime}-1\right) x+\left(\beta+\delta^{\prime}-1\right) x(x-1) \partial_{x}+\alpha x(y-1) \partial_{y}+\Delta x \partial_{x} \partial_{y}, \tag{10.4}
\end{equation*}
$$

then

$$
\begin{equation*}
U_{51} e_{0}=\lambda e_{0}\left(\beta^{-}\right) \tag{10.5}
\end{equation*}
$$

We next define an operator $U_{21}$ by

$$
\begin{equation*}
U_{21}=-\frac{1}{\beta} U_{51}\left(\alpha^{+} \beta^{+} \gamma^{+}\right) \cdot Y_{25}, \tag{10.6}
\end{equation*}
$$

where $Y_{25}=\partial_{x}$ in Table 3.1 and $U_{51}\left(\alpha^{+} \beta^{+} \gamma^{+}\right)$denotes the operator $U_{51}$ with parameters $\alpha, \beta, \gamma$ increased by 1 . By using Lemma 10.1, we see

$$
U_{21}=\alpha\left(\alpha^{\prime}+\beta+\beta^{\prime}-\gamma\right)-\left(\alpha^{\prime}+\beta+\beta^{\prime}-\gamma\right)(1-x) \partial_{x}-\alpha(1-y) \partial_{y}-\Delta \partial_{x} \partial_{y}
$$

and we have

$$
\begin{equation*}
U_{21} e_{0}=\lambda e_{0}\left(\alpha^{+} \gamma^{+}\right) \tag{10.7}
\end{equation*}
$$

We finally compute the composition $U_{26}$ of $U_{21}$ and $Y_{16}$ in Table 3.1. A calculation shows

$$
U_{26}=\frac{1}{\gamma-\beta-\beta^{\prime}-1} U_{21}\left(\beta^{\prime+}\right) \cdot Y_{16}
$$

and we have

$$
U_{26} e_{0}=\beta^{\prime}\left(\alpha^{\prime}+\beta-\gamma\right) e_{0}\left(\alpha^{+} \beta^{\prime+} \gamma^{+}\right),
$$

which is the first assertion of Lemma 7.3. Note that we can forget the condition $\lambda \neq 0$ in the final step. The second assertion in Lemma 7.3 is obtained from the first one by the symmetry $\alpha \leftrightarrow \alpha^{\prime}, \beta \leftrightarrow \beta^{\prime}$, and $x \leftrightarrow y$.

We next prove Lemma 9.2 by a similar method. The function $z={ }_{3} F_{2}(a ; y)$ satisfies

$$
\begin{equation*}
\theta\left(\theta+b_{1}-1\right)\left(\theta+b_{2}-1\right) z-y\left(\theta+a_{1}\right)\left(\theta+a_{2}\right)\left(\theta+a_{3}\right) z=0 . \tag{10.8}
\end{equation*}
$$

Put $e_{0}=z, e_{1}=\theta z$, and $e_{2}=\theta^{2} z$. Then $e=^{t}\left(e_{0}, e_{1}, e_{2}\right)$ is a solution of a Pfaffian equation

$$
d e=\omega e,
$$

where

$$
\begin{aligned}
& \omega=\left(\begin{array}{ccc}
0 & \frac{1}{y} & 0 \\
0 & 0 & \frac{1}{y} \\
\frac{a_{1} a_{2} a_{3} y}{1-y} & \frac{A y-B}{1-y} & \frac{a_{123} y-b_{12}+2}{1-y}
\end{array}\right) d y, \\
& A=a_{1} a_{2}+a_{2} a_{3}+a_{3} a_{1}, \quad B=\left(b_{1}-1\right)\left(b_{2}-1\right) .
\end{aligned}
$$

Recall the convention $a_{123}=a_{1}+a_{2}+a_{3}$ and $b_{12}=b_{1}+b_{2}$.
We will derive three operators (9.5)-(9.7) by the use of (9.4). Let us denote differential operators in (9.4) by $Y_{14}, Y_{16}$, and so on. If we find the inverse $U_{42}$ or $Y_{24}$, then the composition of $Y_{14}, U_{42}$, and $Y_{25}$, in this order, yields $Z_{15}$. Similarly, denoting by $U_{53}$ and $U_{61}$ the inverses of $Y_{35}$ and $Y_{16}$, we have $Z_{26}$ and $Z_{34}$ by certain composition of operators.

We follow the first case: By [24] of (9.4), we see

$$
e\left(a_{1}^{+}\right)=\left(\begin{array}{ccc}
1 & \frac{1}{a_{1}} & 0 \\
0 & 1 & \frac{1}{a_{1}} \\
\frac{a_{2} a_{3} y}{1-y} & \frac{A y-B}{a_{1}(1-y)} & 1+\frac{a_{123} y-b_{12}+2}{a_{1}(1-y)}
\end{array}\right) e .
$$

Then, inverting this identity, we see

$$
\begin{aligned}
e_{0}=\frac{1}{\left(a_{1}-b_{1}+1\right)\left(a_{1}-b_{2}+1\right)}[ & \left\{\left(a_{1}-b_{1}+1\right)\left(a_{1}-b_{2}+1\right)-a_{2} a_{3} y\right\} e_{0}\left(a_{1}^{+}\right) \\
& \left.-\left\{a_{23} y+a_{1}-b_{12}+2\right\} e_{1}\left(a_{1}^{+}\right)+(1-y) e_{2}\left(a_{1}^{+}\right)\right] .
\end{aligned}
$$

Hence, by putting

$$
U_{42}=\frac{1}{\left(a_{1}-b_{1}\right)\left(a_{1}-b_{2}\right)}\left[\left\{\left(a_{1}-b_{1}\right)\left(a_{1}-b_{2}\right)-a_{2} a_{3} y\right\}-\left\{a_{23} y+a_{1}-b_{12}+1\right\} \theta+(1-y) \theta^{2}\right],
$$

we have

$$
U_{42} e_{0}=e_{0}\left(a_{1}^{-}\right)
$$

Now define $U_{15}=Y_{25}\left(a_{1}^{-} b_{1}^{-}\right) \cdot U_{42}\left(b_{1}^{-}\right) \cdot Y_{14}$. Then a simple calculation shows

$$
U_{15}=(1-y) \theta^{2}+\left(-a_{23} y+b_{12}-2\right) \theta-a_{2} a_{3} y+\left(b_{1}-1\right)\left(b_{2}-1\right)
$$

and

$$
U_{15} e_{0}=\left(b_{1}-1\right)\left(b_{2}-1\right) e_{0}\left(a_{1}^{-} b_{1}^{-} b_{2}^{-}\right) .
$$

By multiplying a suitable constant, we get the operator $Z_{15}$, which satisfies the first relation in Lemma 9.2 in view of the relation of parameters (9.2).

For the second case look at the symmetry $a_{1} \leftrightarrow a_{2}$ of (10.7). Then for the operator

$$
U_{53}=\frac{1}{\left(a_{2}-b_{1}\right)\left(a_{2}-b_{2}\right)}\left[\left\{\left(a_{2}-b_{1}\right)\left(a_{2}-b_{2}\right)-a_{1} a_{3} y\right\}-\left(a_{13} y+a_{2}-b_{12}+1\right) \theta+(1-y) \theta^{2}\right],
$$

the composition $U_{36}:=Y_{36}\left(a_{2}^{-} b_{2}^{-}\right) \cdot U_{53}\left(b_{2}^{-}\right) \cdot Y_{25}$ gives

$$
U_{36}=\frac{a_{2}-1}{\left(a_{2}-b_{1}\right) y}\left\{(y-1) \theta^{2}+\left(a_{13} y-b_{2}+1\right) \theta+a_{1} a_{3} y\right\}
$$

and

$$
U_{36} e_{0}=-\frac{a_{1} a_{3}\left(a_{2}-1\right)}{b_{1}} e_{0}\left(a_{1}^{+} a_{3}^{+} b_{1}^{+}\right) .
$$

This is equivalent to the second identity of Lemma 9.2.
The third case can be treated similarly and we complete the proof.
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# MEAN CONVERGENCE OF EXPANSIONS IN FREUD-TYPE ORTHOGONAL POLYNOMIALS* 

H. N. MHASKAR ${ }^{\dagger}$ and Y. XU ${ }^{\ddagger}$


#### Abstract

Let $\left\{p_{n}\right\}$ be the system of polynomials orthonormal with respect to a weight function of the form $\exp (-2 Q(x))$. Under some technical conditions on $Q$ we prove certain norm inequalities for the partial sums of the orthogonal expansion of a function in a suitably weighted $L^{p}$ - norm. These results are valid, in particular, when $Q(x)=x^{m}$, where $m$ is an even positive integer.
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1. Introduction. A classical result of Riesz (cf. [21]) states that if $f$ is a $2 \pi$ periodic function, $1<p<\infty$, and $S_{n}(f, \bullet)$ is the $n$th partial sum of its trigonometric Fourier series, then

$$
\begin{equation*}
\int_{-\pi}^{\pi}\left|S_{n}(f, t)\right|^{p} d t \leq c \int_{-\pi}^{\pi}|f(t)|^{p} d t \tag{1.1}
\end{equation*}
$$

where $c$ is a constant depending only on $p$. In the aperiodic case, the situation is quite different. Thus, for example, if $\int_{-1}^{1}|f(t)|^{p} d t<\infty$ and we consider the $n$th partial sum of its Legendre expansion instead of $S_{n}(f, \bullet)$, then an inequality of the form (1.1) holds only when $4 / 3<p<4$ [16]. Furthermore, if $\int_{-\infty}^{\infty}|f(x)|^{p} \exp \left(-x^{2}\right) d x<\infty$, and $s_{n}(f, \bullet)$ denotes the $n$th partial sum of the expansion of $f$ in Hermite polynomials, then

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|s_{n}(f, x)\right|^{p} \exp \left(-x^{2}\right) d x \leq c_{2} \int_{-\infty}^{\infty}|f(x)|^{p} \exp \left(-x^{2}\right) d x \tag{1.2}
\end{equation*}
$$

(with $c_{2}$ depending only on $p$ ) can hold only when $p=2$ [16], [17]. Nevertheless, when $4 / 3<p<4$, then

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|s_{n}(f, x) \exp \left(-x^{2} / 2\right)\right|^{p} d x \leq c_{3} \int_{-\infty}^{\infty}\left|f(x) \exp \left(-x^{2} / 2\right)\right|^{p} d x \tag{1.3}
\end{equation*}
$$

where $c_{3}$ depends only on $p$ [1]. In 1970, Muckenhoupt [14] showed that an inequality of the form (1.1) can be proved for the Hermite expansions for all $p$ in the range $1<p<\infty$ if we take different weights on the two sides of the inequality. More precisely, he proved the following theorem.

Theorem 1.1 [14]. Let $1<p<\infty$,

$$
U(x):=\exp \left(-x^{2} / 2\right)(1+|x|)^{\tilde{b}}
$$

[^69]and
$$
V(x):=\exp \left(-x^{2} / 2\right)(1+|x|)^{\tilde{B}}\left(1+\log ^{+}|x|\right)^{\beta}
$$
where $\beta=1$ if $\tilde{b}=\tilde{B}$ and $p=4 / 3$ or 4 , and $\beta=0$ otherwise. Assume that
\[

$$
\begin{align*}
\tilde{b} & <1-1 / p, \quad 1<p \leq 4,  \tag{1.4a}\\
& \leq \frac{2}{3}+1 /(3 p), \quad 4<p<\infty, \\
\tilde{B} & \geq-1+1 /(3 p), \quad 1<p<4 / 3,  \tag{1.4b}\\
& >-1 / p, \quad 4 / 3 \leq p<\infty, \\
\tilde{b} & \leq \tilde{B}+1-4 /(3 p), \quad 1<p<4 / 3, \\
& \leq \tilde{B}, \quad 4 / 3 \leq p \leq 4, \\
& \leq \tilde{B}-\frac{1}{3}+4 /(3 p), \quad 4<p<\infty,
\end{align*}
$$
\]

and if equality occurs in (1.4c) then equality does not occur in (1.4a) or (1.4b). Then there exists a constant $c_{4}$ independent of $f$ and $n$ such that

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|s_{n}(f, x) U(x)\right|^{p} d x \leq c_{4} \int_{-\infty}^{\infty}|f(x) V(x)|^{p} d x \tag{1.5}
\end{equation*}
$$

where $s_{n}(f, \bullet)$ denotes the nth partial sum of the orthogonal expansion of $f$ in terms of the Hermite polynomials.

The proofs of these results concerning Hermite expansions utilize a very detailed knowledge about the asymptotic behavior of the Hermite polynomials.

In this paper, we obtain an analogue of Theorem 1.1 for expansions in Freud polynomials, i.e., polynomials orthogonal on the whole real line with respect to a weight function of the form $\exp (-2 Q(x))$ where $Q$ is a suitably chosen function. While several results concerning the asymptotic behavior of such polynomials and related quantities have been proved recently [6]-[9], [15], [18], [20], our knowledge concerning Freud polynomials with a general weight function is still limited to a few relatively imprecise estimations. Our interest, then, is not only in proving an analogue of Theorem 1.1, but also in exploring the extent to which various polynomial inequalities can be used in the study of orthogonal polynomial expansions.

We discuss our main results in § 2 and prove them in § 3.
2. Main results. Let $Q$ be an even and convex function on $\mathbb{R}$, differentiable on $(0, \infty)$, and let $x Q^{\prime}(x) \rightarrow \infty$ as $|x| \rightarrow \infty$. We consider a weight function of the form $w_{Q}^{2}(x):=\exp (-2 Q(x))$ and the sequence of polynomials $\left\{p_{n}\right\}$ orthonormal on $\mathbb{R}$ with respect to $w_{Q}^{2}$. Thus, denoting the class of all polynomials of degree at most $n$ by $\Pi_{n}$, we have
(2.1a) $p_{n}(x):=p_{n}\left(w_{Q}^{2}, x\right)=\gamma_{n} x^{n}+\cdots \in \Pi_{n}, \quad \gamma_{n}:=\gamma_{n}\left(w_{Q}^{2}\right)>0, \quad n=0,1,2, \cdots$,

$$
\begin{equation*}
\int_{-\infty}^{\infty} p_{n} p_{m} w_{Q}^{2} d x=\delta_{n m}, \quad n, m=0,1, \cdots \tag{2.1b}
\end{equation*}
$$

If $f$ is Lebesgue measurable function on $\mathbb{R}$, we define, when possible,

$$
\begin{equation*}
a_{k}\left(w_{Q}, f\right):=\int_{-\infty}^{\infty} f(t) p_{k}(t) w_{Q}^{2}(t) d t, \quad k=0,1, \cdots \tag{2.2a}
\end{equation*}
$$

$$
\begin{equation*}
s_{n}\left(w_{Q}, f, x\right):=\sum_{k=0}^{n-1} a_{k}\left(w_{Q}, f\right) p_{k}(x), \quad n=1,2, \cdots \tag{2.2b}
\end{equation*}
$$

As usual, we also write

$$
\|f\|_{p}:= \begin{cases}\left(\int_{-\infty}^{\infty}|f(x)|^{p} d x\right)^{1 / p}, & 1 \leq p<\infty  \tag{2.3}\\ \operatorname{ess} \sup _{x \in \mathbb{R}}|f(x)|, & p=\infty\end{cases}
$$

and the space $L^{p}(\mathbb{R})$ then denotes the space of all Lebesgue measurable functions $f$ for which $\|f\|_{p}<\infty$, two functions being considered equal when they are equal almost everywhere.

Our main theorem can now be formulated as follows.
Theorem 2.1. Let $Q$ be an even, convex function on $\mathbb{R}$, differentiable on $(0, \infty)$ and $x Q^{\prime}(x) \uparrow \infty$ as $|x| \rightarrow \infty$ and with suitably chosen constants $c_{5}, c_{6}$,

$$
1<c_{5} \leq Q^{\prime}(2 x) / Q^{\prime}(x) \leq c_{6}<\infty, \quad x>0
$$

For every integer $n>0$, we let $q_{n}$ be the least positive number satisfying the equation

$$
\begin{equation*}
q_{n} Q^{\prime}\left(q_{n}\right)=n \tag{2.4}
\end{equation*}
$$

Suppose that the orthogonal polynomials $\left\{p_{n}\right\}$ satisfy each of the following inequalities where $K(\geq-1 / 2), A^{*}, c_{7}, c_{8}, c_{9}$ are suitably chosen constants depending on $Q$ alone:

$$
\begin{equation*}
\left|p_{n}(x) w_{Q}(x)\right| \leq c_{8} q_{n}^{-1 / 2}, \quad|x| \leq A^{*} q_{n}, \quad n=1,2, \cdots \tag{2.5b}
\end{equation*}
$$

$$
\left|p_{n+1}(x)-p_{n-1}(x)\right| w_{Q}(x) \leq c_{9} q_{n}^{-1 / 2}, \quad x \in \mathbb{R}, \quad n=1,2, \cdots
$$

Let $1<p<\infty$ and $b, B$ be constants satisfying

$$
\begin{align*}
& b<\min \{1-1 / p,-K+1 / 2-1 / p\}  \tag{2.6a}\\
& B>\max \{-1 / p, K+1 / 2-1 / p\}  \tag{2.6b}\\
& B-b \geq 2 K+1 \tag{2.6c}
\end{align*}
$$

Then, for any Lebesgue measurable function $f$ such that $(1+|x|)^{B} w_{Q} f \in L^{p}(\mathbb{R})$, we have

$$
\begin{equation*}
\left\|(1+|x|)^{b} w_{Q}(x) s_{n}\left(w_{Q}, f, x\right)\right\|_{p} \leq c_{10}\left\|(1+|x|)^{B} w_{Q}(x) f(x)\right\|^{p} \tag{2.7}
\end{equation*}
$$

where $c_{10}$ is a constant depending only on $Q, p, b, B$.
An estimate of the form (2.5a) can be proved easily using Nikolskii-type inequalities under very mild conditions on $Q$ [11]. However, the constant $K$ obtained in this way is usually not sharp. A sharp estimate of this form is known, at the time of this writing, only when $Q(x)=x^{m}$ where $m$ is an even integer. In this case, $K=(m-3) / 6$ [3]. In particular, in contrast to the Hermite polynomials $(m=2)$ Freud polynomials
for such weights are not uniformly bounded if $m \geq 4$. This fact is partly responsible for our inability to generalize Muckenhoupt's result completely.

Condition (2.5b) has been a subject of great interest in recent years [2], [3], [5], [7], [10]. In [7], it has been proved for the case when $Q(x)=|x|^{\alpha}$ when $\alpha>3$. Lopez and Rahmanov have claimed to have proved it under very general conditions including the case of these weights when $\alpha>0$.

Condition ( 2.5 c ) is currently known only in the case where $Q(x)=x^{m}, m$ even positive integer [5]. The known proof requires an asymptotic expansion of quantities $\gamma_{n-1} / \gamma_{n}$. Thus, our theorem is currently valid only for the case when $Q(x)=x^{m}$, $m$ even positive integer. Using the results in [7] and [8], it seems possible to obtain stronger results in this case. We hope to return to this in the near future, concentrating in this note on the general principles involved. It is conjectured that the inequalities (2.5) are true more generally, including the case where $Q(x)=|x|^{\alpha}, \alpha>0$.

The conditions on $Q$ imply that

$$
\int_{1}^{\infty} \frac{Q(x)}{1+x^{2}} d x=\infty
$$

It is known [19] that expressions of the form $(1+|x|)^{B} w_{Q}(x) P(x)$, where $P$ is a polynomial, are dense in $L^{p}(\mathbb{R})$. Therefore, (2.7) easily implies that

$$
\left\|(1+|x|)^{b} w_{Q}(x)\left[s_{n}\left(w_{Q}, f, x\right)-f(x)\right]\right\|_{p} \rightarrow 0, \quad n \rightarrow \infty
$$

An inequality similar to (2.7) with an $L^{1}$-norm on the left-hand side and an $L \log ^{+} L$ norm on the right-hand side can also be obtained using our techniques, but we do not intend to pursue this further since the proof does not add any deeper insights to the study of Freud polynomials.
3. Proof. In the sequel, we adopt the following conventions concerning constants. The letters $c, c_{1}, \cdots$ will denote constants depending only on $Q$ and other fixed parameters involved, but their values may be different at different occurrences, even within the same formula. The notation adopted in § 2 will be continued except for the constants $c, c_{1}, \cdots$, etc. We also adopt the notation

$$
\begin{equation*}
\mathcal{P}_{n}(x):=p_{n}(x) w_{Q}(x), \quad x \in \mathbb{R}, \quad n=0,1, \cdots \tag{3.1}
\end{equation*}
$$

To begin with, we recall certain facts concerning Freud polynomials and the Hilbert transform.

Lemma 3.1. (a) [4] We have

$$
\begin{equation*}
x p_{n-1}(x)=\rho_{n} p_{n}(x)+\rho_{n-1} p_{n-2}(x), \quad \rho_{n}:=\gamma_{n-1} / \gamma_{n}, \quad n=1,2, \cdots, \tag{3.2}
\end{equation*}
$$

$$
\begin{equation*}
K_{n}(x, y):=\sum_{k=0}^{n-1} p_{k}(x) p_{k}(y)=\rho_{n} \frac{p_{n}(x) p_{n-1}(y)-p_{n}(y) p_{n-1}(x)}{x-y} \tag{3.3}
\end{equation*}
$$

(b) [10] For the Freud polynomials, we have

$$
\begin{equation*}
\frac{1}{4} q_{n} \leq \rho_{n} \leq 4 q_{n} \tag{3.4}
\end{equation*}
$$

where $q_{n}$ is defined in (2.4).
(c) [12] Let $0<p, r<\infty$. Then there exists a constant $L:=L(Q, p, r)$ with the following property. For every integer $n=1,2, \cdots$ and $P \in \Pi_{n}$,

$$
\begin{equation*}
\left|w_{Q}(x) P(x)\right|^{p} \leq c \exp \left(-c_{1} n\right) \int_{|t| \leq L q_{n}}\left|w_{Q}(t) P(t)\right|^{p} d t, \quad|x| \geq L q_{n} \tag{3.5a}
\end{equation*}
$$

$$
\begin{equation*}
\left\{\int_{|x| \geq L q_{n}}\left|w_{Q}(x) P(x)\right|^{r} d x\right\}^{p / r} \leq c \exp \left(-c_{1} n\right) \int_{|t| \leq L q_{n}}\left|w_{Q}(t) P(t)\right|^{p} d t \tag{3.5~b}
\end{equation*}
$$

(d) [14] If $1<p<\infty, r<1-1 / p, R>-1 / p$ and $r \leq R$, and $\phi$ is Lebesgue measurable, then

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|\int_{-\infty}^{\infty} \frac{\phi(y)}{x-y} d y\right|^{p}(1+|x|)^{r p} d x \leq c \int_{-\infty}^{\infty}\left|\phi(x)(1+|x|)^{R}\right|^{p} d x \tag{3.6}
\end{equation*}
$$

where the singular integral is taken in the principal value sense.
We would like to warn the reader that the notation in Lemma 3.1(d) is different from the one used in Lemma 8 of [14]. As in [14], the starting point of our proof is the following lemma.

Lemma 3.2. We have, for $n=1,2, \cdots$,

$$
\begin{equation*}
K_{n}(x, y) w_{Q}(x) w_{Q}(y)=h_{1}(x, y)+h_{2}(x, y)+h_{3}(x, y) \tag{3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{1}(x, y):=\frac{\rho_{n}}{\rho_{n}+\rho_{n-1}} \mathcal{P}_{n-1}(x) \mathcal{P}_{n-1}(y) \tag{3.8a}
\end{equation*}
$$

$$
\begin{equation*}
h_{2}(x, y):=\frac{\rho_{n-1} \rho_{n}}{\rho_{n}+\rho_{n-1}} \frac{\mathcal{P}_{n-1}(y)\left[\mathcal{P}_{n}(x)-\mathcal{P}_{n-2}(x)\right]}{x-y} \tag{3.8b}
\end{equation*}
$$

Proof. Writing

$$
\begin{equation*}
D_{n}(x, y):=K_{n}(x, y) w_{Q}(x) w_{Q}(y) \tag{3.9}
\end{equation*}
$$

we see from (3.3) that

$$
\begin{align*}
2 D_{n}(x, y)= & D_{n}(x, y)+D_{n-1}(x, y)+\mathcal{P}_{n-1}(x) \mathcal{P}_{n-1}(y) \\
= & \rho_{n-1}\left[\frac{D_{n}(x, y)}{\rho_{n}}+\frac{D_{n-1}(x, y)}{\rho_{n-1}}\right]  \tag{3.10}\\
& +\frac{\rho_{n}-\rho_{n-1}}{\rho_{n}} D_{n}(x, y)+\mathcal{P}_{n-1}(x) \mathcal{P}_{n-1}(y)
\end{align*}
$$

Transferring the middle term to the left-hand side and simplifying, we get

$$
\begin{equation*}
D_{n}(x, y)=\frac{\rho_{n} \rho_{n-1}}{\rho_{n}+\rho_{n-1}}\left[\frac{D_{n}(x, y)}{\rho_{n}}+\frac{D_{n-1}(x, y)}{\rho_{n-1}}\right]+\frac{\rho_{n}}{\rho_{n}+\rho_{n-1}} \mathcal{P}_{n-1}(x) \mathcal{P}_{n-1}(y) \tag{3.11}
\end{equation*}
$$

Using (3.3) and the notation in formulas (3.8), we get (3.7).
We write

$$
\begin{equation*}
u_{r}(x):=(1+|x|)^{r}, \quad g(x):=w_{Q}(x) f(x) . \tag{3.12}
\end{equation*}
$$

Then (cf. [14]) with $D_{n}$ as in (3.9),

$$
u_{b}(x) w_{Q}(x) s_{n}\left(w_{Q}, f, x\right)=u_{b}(x) \int_{-\infty}^{\infty} g(y) D_{n}(x, y) d y
$$

Therefore, in order to prove Theorem 2.1, we need to show that

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|\int_{-\infty}^{\infty} g(y) D_{n}(x, y) u_{b}(x) d y\right|^{p} d x \leq c \int_{-\infty}^{\infty}\left|g(y) u_{B}(y)\right|^{p} d y \tag{3.13}
\end{equation*}
$$

In view of Lemma 3.2, we see that it is enough to show that

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|\int_{-\infty}^{\infty} g(y) h_{k}(x, y) u_{b}(x) d y\right|^{p} d x \leq c \int_{-\infty}^{\infty}\left|g(y) u_{B}(y)\right|^{p} d y, \quad k=1,2,3 \tag{3.14}
\end{equation*}
$$

The following lemma gives certain estimates on $\left\{\mathcal{P}_{n}\right\}$ which will be needed in the sequel. We note that our assumptions on $Q$ imply that $\left\{q_{2 n} / q_{n}\right\}$ is bounded from above and below by positive constants, and also that $K \geq-1 / 2$.

Lemma 3.3. Let $\sigma \in \mathbb{R}, 0<r \leq \infty$. There exists a constant $A$ depending only on $\sigma, Q$ such that

$$
\begin{equation*}
\left|u_{\sigma}(x) \mathcal{P}_{n}(x)\right| \leq c \exp \left(-c_{1} n\right), \quad|x| \geq A q_{n} \tag{3.15}
\end{equation*}
$$

Moreover,

$$
\left\|u_{\sigma} \mathcal{P}_{n}\right\|_{r} \leq \begin{cases}q_{n}^{-1 / 2}(\log n)^{1 / r} & \text { if } \sigma=-1 / r, \quad K=-1 / 2  \tag{3.16a}\\ q_{n}^{T} & \text { otherwise }\end{cases}
$$

where

$$
\begin{equation*}
T:=\max \{K+\sigma+1 / r,-1 / 2\} . \tag{3.16b}
\end{equation*}
$$

Proof. Let $l$ be the least positive even integer greater than $\sigma$. Then, applying Lemma 3.1(c) to the polynomial $\left(1+x^{l}\right) p_{n}(x) \in \Pi_{n+l}$ with $p=2$, we get, for $|x| \geq$ $L q_{n+l}$,

$$
\begin{align*}
\left|u_{\sigma}(x) \mathcal{P}_{n}(x)\right|^{2} & \leq\left|\left(1+x^{l}\right) p_{n}(x) w_{Q}(x)\right|^{2} \\
& \leq c \exp \left(-c_{1} n\right) \int_{|t| \leq L q_{n+l}}\left(1+t^{l}\right)^{2} p_{n}^{2}(t) w_{Q}^{2}(t) d t \\
& \leq c q_{n+l}^{2 l} \exp \left(-c_{1} n\right) \int_{-\infty}^{\infty} p_{n}^{2}(t) w_{Q}^{2}(t) d t  \tag{3.17}\\
& \leq c \exp \left(-c_{1} n\right) .
\end{align*}
$$

Since $q_{n+l} \leq c q_{n},(3.15)$ is now proved. Applying (3.15) with $\sigma$ replaced by a larger number, we deduce that

$$
\begin{equation*}
\int_{|x| \geq A_{1} q_{n}}\left|u_{\sigma}(x) \mathcal{P}_{n}(x)\right|^{r} d x \leq c \exp \left(-c_{1} n\right) \tag{3.18a}
\end{equation*}
$$

for a suitably chosen $A_{1}$. Using (2.5a), we find that

$$
\begin{equation*}
\int_{A^{*} q_{n} \leq|x| \leq A_{1} q_{n}}\left|u_{\sigma}(x) \mathcal{P}_{n}(x)\right|^{r} d x \leq c q_{n}^{r \sigma+K r+1} \tag{3.18b}
\end{equation*}
$$

Using (2.5b), we get

$$
\begin{align*}
\int_{|x| \leq A^{*} q_{n}} \mid & \left.u_{\sigma}(x) \mathcal{P}_{n}(x)\right|^{r} d x \\
& \leq c q_{n}^{-r / 2} \int_{|x| \leq A^{*} q_{n}} u_{\sigma}^{r}(x) d x  \tag{3.18c}\\
& \leq c q_{n}^{-r / 2} \begin{cases}\log q_{n} & \text { if } \sigma=-1 / r, \\
1 & \text { if } \sigma<-1 / r, \\
q_{n}^{r \sigma+1} & \text { if } \sigma>-1 / r\end{cases}
\end{align*}
$$

The estimate (3.16) can be deduced from (3.18a), (3.18b), and (3.18c).
Proof of Theorem 2.1. As we observed earlier, it is enough to prove (3.14). Using Hölder's inequality, (3.19)

$$
\begin{aligned}
\int_{-\infty}^{\infty} \mid \int_{-\infty}^{\infty} g(y) \mathcal{P}_{n-1}(x) & \left.\mathcal{P}_{n-1}(y) u_{b}(x) d y\right|^{p} d x \\
& =\left(\int_{-\infty}^{\infty}\left|u_{b}(x) \mathcal{P}_{n-1}(x)\right|^{p} d x\right)\left(\int_{-\infty}^{\infty}\left|g(y) \mathcal{P}_{n-1}(y)\right| d y\right)^{p} \\
\leq & \left\|u_{b} \mathcal{P}_{n-1}\right\|_{p}^{p}\left\|u_{B}^{-1} \mathcal{P}_{n-1}\right\|_{q}^{p}\left\|g u_{B}\right\|_{p}^{p}
\end{aligned}
$$

where

$$
\begin{equation*}
q:=p /(p-1) \tag{3.20}
\end{equation*}
$$

Next, we observe that $u_{B}^{-1}=u_{(-B)}$ and $q_{n-1} \leq q_{n}$. If $K>-1 / 2$ then we may use (3.16) and the assumptions (2.6c) to conclude that

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|\int_{-\infty}^{\infty} g(y) \mathcal{P}_{n-1}(x) \mathcal{P}_{n-1}(y) u_{b}(x) d y\right|^{p} d x \leq c\left\|g u_{B}\right\|_{p}^{p} \tag{3.21}
\end{equation*}
$$

If $K=-1 / 2$, then the estimation can be done by considering four simple cases. We omit these details. Thus, (3.14) is proved for $k=1$.

Next, we let

$$
\begin{equation*}
R:=B-1 / 2-K \tag{3.22}
\end{equation*}
$$

Then, in view of (2.6) and Lemma 3.1(d), for any $\phi$ with $u_{R} \phi \in L^{p}(\mathbb{R})$,

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|\int_{-\infty}^{\infty} \frac{\phi(y)}{x-y} d y\right|^{p} u_{b}(x)^{p} d x \leq c\left\|u_{R} \phi\right\|_{p}^{p} \tag{3.23}
\end{equation*}
$$

So, using (2.5c) and (3.23), we get

$$
\begin{align*}
\int_{-\infty}^{\infty} \mid \int_{-\infty}^{\infty} g(y) h_{2}(x, y) & \left.u_{b}(x) d y\right|^{p} d x  \tag{3.24}\\
& \leq c q_{n}^{p} \int_{-\infty}^{\infty}\left|\int_{-\infty}^{\infty} \frac{g(y) \mathcal{P}_{n}(y)}{x-y} d y\right|^{p}\left|\mathcal{P}_{n}(x)-\mathcal{P}_{n-2}(x)\right|^{p} u_{b}(x)^{p} d x \\
& \leq c q_{n}^{p / 2} \int_{-\infty}^{\infty}\left|g(y) \mathcal{P}_{n}(y)\right|^{p} u_{R}(y)^{p} d y
\end{align*}
$$

Next, we apply (3.16) with $r=\infty$ and $\sigma=R-B$ and then use (3.22) to see that for $y \in(0, \infty)$,

$$
\begin{align*}
\left|\mathcal{P}_{n}(y) u_{R}(y)\right| & =\left|\mathcal{P}_{n}(y) u_{R-B}(y)\right|\left|u_{B}(y)\right| \\
& \leq c q_{n}^{-1 / 2}\left|u_{B}(y)\right| . \tag{3.25}
\end{align*}
$$

Substituting from (3.25) into (3.24), we get

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|\int_{-\infty}^{\infty} g(y) h_{2}(x, y) u_{b}(x) d x\right|^{p} d y \leq c\left\|g u_{B}\right\|_{p}^{p} \tag{3.26}
\end{equation*}
$$

We prove the estimate for $h_{3}$ in exactly the same way or by using a duality argument.

Note added in proof. The authors have recently obtained more precise results similar to Theorem 1.1 in the case where $Q(x)=x^{m}$ ( $m$ an even integer).
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# REPRODUCING FORMULAS AND DOUBLE ORTHOGONALITY IN BARGMANN AND BERGMAN SPACES* 
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#### Abstract

It is observed that the reproducing kernels of the Bargmann spaces in $\mathbf{C}^{n}$ act reproducingly over any polyball (apart, of course, from positive constants depending on the radii of the polyball). It is noticed likewise that the reproducing kernels of the Bergman spaces over the unit ball in $\mathbf{C}^{n}$ act reproducingly over any ball (that is, ball in the Bergman metric). From these observations the eigenvalues and eigenfunctions of certain concentration operators are found. These eigenfunctions can be viewed as analogues to the prolate spheroidal wave functions in the Paley-Wiener space, but they are simpler and have nice properties which the prolate spheroidal wave functions do not have. Such expansions are exploited to yield analogues to results on sampling of bandlimited signals: necessary density conditions for sampling and interpolation, and jittered sampling. These results can be interpreted as results on irregular discrete representations of particular short-time Fourier and wavelet transformations.
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1. Introduction. Let $\mathscr{H}$ be a reproducing kernel Hilbert space being a subspace of $L^{2}(X, d m(x))$ where $X$ is a measure space with positive measure $m$. We denote the reproducing kernel of $\mathscr{H}$ by $K(t, x)$. This is the unique Hermitian function defined on $X \times X$ with the following properties. $K(\cdot, x)$ belongs to $\mathscr{H}$ for each fixed $x$, and for each $f \in L^{2}(X, d m(x))$ we have

$$
(P f)(t)=\int_{X} K(t, x) f(x) d m(x),
$$

where $P$ denotes projection onto $\mathscr{H}$.
Let next $q$ be some nonnegatively valued and essentially bounded function on $X$. We denote the inner product of $L^{2}(X, d m(x))$ by $(\cdot, \cdot)$ and that of $L^{2}(X, q(x) d m(x))$ by $(\cdot, \cdot)_{q}$. A sequence of elements in $\mathscr{H}$ will be said to be doubly orthogonal if it is orthogonal both with respect to $(\cdot, \cdot)$ and to $(\cdot, \cdot)_{q}$. Along with $q$ we define the operator $Q$ on $L^{2}(X, d m(x))$ by

$$
(Q f)(x)=q(x) f(x)
$$

We prove the following easy proposition.
Proposition 1. Let $\left\{f_{k}\right\}$ be an orthonormal basis of $\mathscr{H}$. Then $\left\{f_{k}\right\}$ is also orthogonal with respect to $(\cdot, \cdot)_{q}$ if and only if the functions $f_{k}$ are eigenfunctions of $P Q$.

Proof. Assume first double orthogonality. Then for any $k$,

$$
0=\left(f_{i}, f_{k}\right)_{q}=\left(f_{i}, P Q f_{k}\right)
$$

holds for all $i \neq k$, which by the assumed completeness of $\left\{f_{k}\right\}$ means that $P Q f_{k}=\lambda_{k} f_{k}$. Assume next that $f_{k}$ are eigenfunctions of $P Q$. Then

$$
\left(f_{i}, f_{k}\right)_{q}=\left(f_{i}, P Q f_{k}\right)=\left(f_{i}, \lambda_{k} f_{k}\right),
$$

which equals zero whenever $i \neq k$.

[^70]A necessary and sufficient condition that $\mathscr{H}$ possess a doubly orthogonal basis is thus that the positive operator $P Q$ have a purely discrete spectrum. This is definitely the case if $P Q$ is compact. A sufficient condition that $P Q$ be compact is

$$
\begin{equation*}
\int_{X} K(x, x) q(x) d m(x)<\infty . \tag{1}
\end{equation*}
$$

Indeed, by the reproducing property of $K(t, x)$ we have

$$
\int_{X} \int_{X}|K(t, x) q(x)|^{2} d m(t) d m(x)=\int_{X} K(x, x) q(x)^{2} d m(x)
$$

which shows that (1) ensures square integrability of $K(t, x) q(x)$. Of course, (1) also implies that $P Q$ is trace class.

If $q$ is the characteristic function of some subset $Y$ of $X, P Q$ may be called a concentration operator. In the case that $P Q$ is compact, eigenvalues and eigenfunctions can then be found by successively maximizing the concentration

$$
\lambda=\frac{\int_{Y}|f(x)|^{2} d m(x)}{\int_{X}|f(x)|^{2} d m(x)}
$$

over the orthogonal complement in $\mathscr{H}$ of the linear span of the previously determined eigenfunctions.

The first to consider such doubly orthogonal bases seems to have been Bergman in his study of the spaces that now commonly bear his name [4, pp. 14-18]. A later example are the celebrated prolate spheroidal wave functions of Landau, Slepian, and Pollak [40a-c]. By the work of Daubechies and Paul [11] we recognize a rather close connection between these two examples, both giving eigenfunctions of time-frequencylimiting operators.

Daubechies and Paul's problem of finding the eigenvalues and eigenfunctions of certain concentration operators is essentially the same as that of Bergman, but they formulate it in other spaces of functions than Bergman did. Being unaware of the connection to Bergman, they solve the problem in the same way as the prolate spheroidal wave functions were found, that is, by finding a differential operator commuting with the concentration operator.

We shall see below that in Bergman's formulation such problems are solved very easily in a direct manner. This will lead us to expansions with some rather nice properties. In addition to the double orthogonality and the concentration properties, the eigenfunctions will have certain reproducing properties, and the expansions are simply a kind of Taylor series. In the last part of this paper we present applications of such expansions yielding analogues of certain results on irregular sampling of bandlimited signals. These analogues are relevant for the theory of short-time Fourier and wavelet transformations.

We start our discussion of Bargmann and Bergman spaces in $\mathbf{C}^{n}$. We have chosen to treat the Bergman spaces over the unit ball. We could just as well have chosen the unit polydisk or more generally any unit polyball. To what class of symmetric domains in $\mathbf{C}^{n}$ our results can be extended we do not know. Our primary interest in these problems has been the above-mentioned applications, and for that purpose considering the ball has been more than sufficient.

It should be mentioned that what we have chosen to call concentration operators constitute a special class of Toeplitz operators, which in recent years have been studied quite extensively (see [6], [36] and the references therein).

Before turning to the main discussion, let us remark that some of the results of this paper are reported in [39].
2. Reproducing formulas and concentration operators. Below are listed some basic definitions and notational conventions that will be needed. For readers not familiar with the Bargmann and Bergman spaces [17] (Bargmann case) and [26] (Bergman case) might be good background references.

Notation. $B$ will denote the unit ball in $\mathbf{C}^{n}, B(R)$ the ball of radius $R$ centered at zero, $D\left(R_{1}, \cdots, R_{n}\right)$ the polydisk of radii $R_{1}, \cdots, R_{n}$ also centered at zero and $S$ the unit sphere in $\mathbf{C}^{n}, n$ a fixed positive integer. $\mu$ will denote Lebesgue measure on $\mathbf{C}^{n}$, normalized so that $\mu(B)=1$, and $\sigma$ will mean the rotation-invariant positive Borel measure on $S$ for which $\sigma(S)=1$. We use standard multi-index notation. If $\beta$ is any multi-index then $D_{z}^{\beta}$ is the corresponding differential operator, with the index indicating with respect to which variable one is differentiating.

We next introduce some symbols that will have different meaning depending on which case we have under consideration.

We start with the Bargmann case. We introduce the Bargmann kernel of $\mathbf{C}^{n}$ which is the function

$$
K(z, \zeta)=e^{\langle z, \zeta\rangle}
$$

defined on $\mathbf{C}^{n} \times \mathbf{C}^{n}$. We will use the weighted measure

$$
d \omega_{\alpha}(z)=K(z, z)^{-\alpha} d \mu(z)
$$

where $\alpha>0$ is some fixed real number. We let $H\left(\mathbf{C}^{n}\right)$ be the class of all functions holomorphic in $\mathbf{C}^{n}$ and define the Bargmann spaces

$$
F^{\alpha}=H\left(\mathbf{C}^{n}\right) \cap L^{1}\left(\mathbf{C}^{n}, d \omega_{\alpha}(z)\right)
$$

and

$$
F^{\alpha, 2}\left(\mathbf{C}^{n}\right)=H\left(\mathbf{C}^{n}\right) \cap L^{2}\left(\mathbf{C}^{n}, d \omega_{\alpha}(z)\right) .
$$

We define

$$
T_{z}(\zeta)=z-\zeta .
$$

We next turn to the Bergman case. The Bergman kernel of $B$ is the function

$$
K(z, \zeta)=(1-\langle z, \zeta\rangle)^{-n-1}
$$

defined on $B \times B$. We introduce the weighted measure

$$
d \omega_{\alpha}(z)=K(z, z)^{-\alpha} d \mu(z)
$$

where $\alpha>-1 /(n+1)$ is some fixed real number. We let $H(B)$ be the class of all functions holomorphic in $B$ and define the Bergman spaces

$$
A^{\alpha}(B)=H(B) \cap L^{1}\left(B, d \omega_{\alpha}(z)\right)
$$

and

$$
A^{\alpha, 2}(B)=H(B) \cap L^{2}\left(B, d \omega_{\alpha}(z)\right)
$$

The restriction on $\alpha$ is put to make these spaces nontrivial.
We shall denote the automorphism of $B$ that interchanges $z$ and zero (see [38, p. 25]) by $T_{z}$.

The Bargmann case. It is easy to show that the following holds.
Theorem 2.1. For any $f \in H\left(\mathbf{C}^{n}\right)$, any multi-index $\beta$, any $z \in \mathbf{C}^{n}$, and any $R>0$ we have the following formula:

$$
\begin{equation*}
\left\{D_{\zeta}^{\beta}\left[f\left(T_{z} \zeta\right) K(\zeta, z)^{\alpha}\right]\right\}_{\zeta=0}=C \int_{T_{z} B(R)} f(w) \overline{\left(T_{z} w\right)^{\beta} K(w, z)^{\alpha}} d w_{\alpha}(w) \tag{2}
\end{equation*}
$$

with

$$
C=C(R,|\beta|, \alpha)=\frac{(n+|\beta|-1)!}{n!}\left(\int_{0}^{R^{2}} r^{n+|\beta|-1} e^{-\alpha r} d r\right)^{-1}
$$

If $f \in F^{\alpha}$, the formula is also valid for $R=\infty$.
Proof. For arbitrary $f \in H\left(\mathbf{C}^{n}\right)$, we use the Cauchy formula [38, p.39] for the function $f(r z)$ yielding

$$
r^{|\beta|}\left\{\left[D^{\beta} f\right](\zeta)\right\}_{\zeta=0}=\frac{(n+|\beta|-1)!}{(n-1)!} \int_{S} f(r w) \bar{w}^{\beta} d \sigma(w) .
$$

We then multiply each side by $2 n r^{2 n-1} r^{|\beta|} e^{-\alpha r^{2}} d r$ and integrate over $r$ from zero to $R$. Using the formula for integration in polar coordinates gives

$$
\begin{equation*}
\left\{\left[D^{\beta} f\right](\zeta)\right\}_{\zeta=0}=C \int_{B(R)} f(w) \overline{w^{\beta}} d \omega_{\alpha}(w) \tag{3}
\end{equation*}
$$

We apply this formula to $f\left(T_{z} \zeta\right) K(\zeta, z)^{\alpha}$, then make a change of variables in the integral, and the result follows.

Theorem 2.2. For any $f \in H\left(\mathbf{C}^{n}\right)$, any multi-index $\beta$, any $z \in \mathbf{C}^{n}$, and any $R_{1}, \cdots, R_{n}>0$ we have the following formula:

$$
\begin{equation*}
\left\{D_{\zeta}^{\beta}\left[f\left(T_{z} \zeta\right) K(\zeta, z)^{\alpha}\right]\right\}_{\zeta=0}=C \int_{T_{z} D\left(R_{1}, \cdots, R_{n}\right)} f(w) \overline{\left(T_{z} w\right)^{\beta} K(w, z)^{\alpha}} d \omega_{\alpha}(w) \tag{4}
\end{equation*}
$$

with

$$
C=C\left(R_{1}, \cdots, R_{n},|\beta|, \alpha\right)=\prod_{k=1}^{n} \beta_{k}!\left(\int_{0}^{R_{k}^{2}} r^{\beta_{k}} e^{-\alpha r_{k}} d r_{k}\right)^{-1}
$$

If $f \in F^{\alpha}$, the formula is also valid when at least one $R_{k}$ is infinite.
Proof. The proof is the easy and obvious variant of the proof of Theorem 2.1 where we use the Cauchy formula for polydisks.

Remark 1. Note that when $\beta=0$ the above theorems reduce to the following statement. The reproducing kernel of $F^{\alpha, 2}$ acts reproducingly over any ball and over any polydisk, apart from positive factors depending only on the radii.

Remark 2. There is of course an obvious generalization of the statements above to "any polyball," which we have not made explicitly.

We shall now relate the discussion of the Introduction to the reproducing formulas above. This amounts merely to a simple extension of an observation made by Bergman [4, pp. 14].

Here $I_{\Omega}$ shall mean the operator of multiplication by the characteristic function of the set $\Omega$.

Theorem 2.3. For $R<\infty$ the operator $P_{F^{\alpha, 2}} I_{T_{z} B(R)}$ has eigenvalues

$$
\lambda_{|\beta|}(R)=\frac{C(R,|\beta|, \alpha)}{C(\infty,|\beta|, \alpha)}=\frac{1}{(n+|\beta|-1)!} \int_{0}^{\alpha R^{2}} r^{n+|\beta|-1} e^{-r} d r .
$$

For $R_{1}, \cdots, R_{n}<\infty$ the operator $P_{F^{\alpha, 2}(B)} I_{T_{2} D\left(R_{1}, \cdots, R_{n}\right)}$ has eigenvalues

$$
\lambda_{\beta}\left(R_{1}, \cdots, R_{n}\right)=\frac{C\left(R_{1}, \cdots, R_{n}, \beta, \alpha\right)}{C(\infty, \cdots, \infty, \beta, \alpha)}=\prod_{k=1}^{n} \frac{1}{\beta_{k}!} \int_{0}^{\alpha R_{k}^{2}} r^{k+|\beta|-1} e^{-r} d r .
$$

In either case the corresponding eigenfunctions are

$$
f_{\beta}^{z}(\zeta)=\rho_{\beta}^{z} K(\zeta, z)^{\alpha}\left(T_{z} \zeta\right)^{\beta},
$$

the normalizing factor $\rho_{\beta}^{z}$ being

$$
\begin{equation*}
\rho_{\beta}^{z}=\left(\frac{\beta!K(z, z)^{\alpha}}{C(\infty,|\beta|, \alpha)}\right)^{-1 / 2} \tag{5}
\end{equation*}
$$

Proof. The operator in question is clearly compact and trace class since, with the obvious definitions, (1) is satisfied.

For any $f \in F^{\alpha, 2}(B)$, any $z \in B$, and any multi-index $\beta$, we have by Theorem 2.1

$$
\begin{aligned}
0 & =\frac{\lambda_{\mid \beta \beta}(R) \rho_{\beta}^{z}}{C(\infty,|\beta|, \alpha)}\left\{\left\{D_{\zeta}^{\beta}\left[f\left(T_{z} \zeta\right) K(\zeta, z)^{\alpha}\right]\right\}_{\zeta=0}-\left\{D_{\zeta}^{\beta}\left[f\left(T_{z} \zeta\right) K(\zeta, z)^{\alpha}\right]\right\}_{\zeta=0}\right\} \\
& =\int_{\mathbf{C}^{n}} f(\zeta)\left\{\lambda_{|\beta|}(R) \overline{f_{\beta}^{z}(\zeta)}-\overline{\left(P_{F^{\alpha, 2}} I_{T_{z} B(R)} f_{\beta}^{z}\right)(\zeta)}\right\} d \omega_{\alpha}(\zeta),
\end{aligned}
$$

and consequently

$$
\lambda_{\beta}(R) f_{\beta}^{z}(\zeta)=\left(P_{F^{\alpha, 2}} I_{T_{z} B(R)} f_{\beta}^{z}\right)(\zeta)
$$

In the case of polydisks, we use Theorem 2.2 in the same way.
The proof is completed by recalling that the set $\left\{f_{\beta}^{z}(\zeta)\right\}$ constitutes an orthonormal basis for $F^{\alpha, 2}$ (the normalizing factor $\rho_{\beta}^{z}$ is easily found using (2)).

Remark. It may be observed that we have obtained the solutions to the eigenvalue problems considered in [11, I] avoiding the use of commuting second-order differential operators. Actually, we have gained a bit since [11, I] only covers the case of polydisks and not that of balls.

The Bergman case. Here we must work slightly harder. We find it convenient first to collect a few auxiliary facts.

Regarding the group of automorphisms of $B$ and their relation to the Bergman kernel we note the following.

Lemma 2.4. For any $z, \zeta, w \in B$ and for any automorphism $\Phi$ of $B$ we have

$$
\begin{gather*}
T_{z} 0=z, \quad T_{z} z=0,  \tag{6}\\
T_{z}^{-1}=T_{z}  \tag{7}\\
K(\Phi z, \Phi \zeta) \operatorname{det} \Phi^{\prime} z \overline{\operatorname{det} \Phi^{\prime} \zeta}=K(z, \zeta),  \tag{8}\\
K\left(T_{z} w, T_{z} \zeta\right)=\frac{K(z, z) K(w, \zeta)}{K(w, z) K(z, \zeta)},  \tag{9}\\
\operatorname{det} \Phi^{\prime}\left(\Phi^{-1} z\right)=\left(\operatorname{det}\left(\Phi^{-1}\right)^{\prime}(z)\right)^{-1} . \tag{10}
\end{gather*}
$$

Proof. Equation (10) follows by the chain rule

$$
I=\left(\Phi \Phi^{-1}\right)^{\prime}(z)=\Phi^{\prime}\left(\Phi^{-1} z\right) \cdot\left(\Phi^{-1}\right)^{\prime}(z)
$$

The rest are standard results which can be found in Chapter 2 of [38].

We next note the following.
Lemma 2.5. For any multi-index $\beta$, any $f \in H(B)$, and any $0<R<1$, we have

$$
\begin{equation*}
\left\{\left[D^{\beta} f\right](\zeta)\right\}_{\zeta=0}=C(R,|\beta|, \alpha) \int_{B(R)} f(w) \bar{w}^{\beta} d \omega_{\alpha}(w) \tag{11}
\end{equation*}
$$

with

$$
\begin{equation*}
C(R,|\beta|, \alpha)=\frac{(n+|\beta|-1)!}{n!} \int_{0}^{R^{2}} r^{n+|\beta|-1}(1-r)^{\alpha} d r . \tag{12}
\end{equation*}
$$

Proof. This is proved in exactly the same way as formula (3).
We are now ready to prove the following.
Theorem 2.6. For any $f \in H(B)$, any multi-index $\beta$, any $z \in B$, and any $0<R<1$, we have the following formula:

$$
\begin{equation*}
\left\{D_{\zeta}^{\beta}\left[f\left(T_{z} \zeta\right) K(\zeta, z)^{1+\alpha}\right]\right\}_{\zeta=0}=C \int_{T_{z} B(R)} f(w) \overline{\left(T_{z} w\right)^{\beta} K(w, z)^{1+\alpha}} d \omega_{\alpha}(w) \tag{13}
\end{equation*}
$$

with $C=C(R,|\beta|, \alpha)$ as in Lemma 2.5. If $f \in A^{\alpha}(B)$, the formula is also valid for $R=1$.
Proof. Given $f \in H(B), z \in B$, we form the function

$$
g(\zeta)=f\left(T_{z} \zeta\right)\left(\operatorname{det} T_{z}^{\prime} \zeta\right)^{1+\alpha}
$$

An application of Lemma 2.5 to $g$ yields

$$
\begin{equation*}
\left\{D_{\zeta}^{\beta}\left[f\left(T_{z} \zeta\right)\left(\operatorname{det} T_{z}^{\prime} \zeta\right)^{1+\alpha}\right]\right\}_{\zeta=0}=C(R,|\beta|, \alpha) \int_{B(R)} g(u) \overline{u^{\beta} K(u, 0)^{1+\alpha}} d \omega_{\alpha}(u) \tag{14}
\end{equation*}
$$

We make the change of variables $u=T_{z} w$. By (8) you see that

$$
d w_{\alpha}(u)=\left|\operatorname{det} T_{z}^{\prime} w\right|^{2} K\left(T_{z} w, T_{z} w\right)^{-\alpha} d \mu(w)=\left|\operatorname{det} T_{z}^{\prime} w\right|^{2+2 \alpha} d \omega_{\alpha}(w) .
$$

So we have

$$
\begin{align*}
\int_{B(R)} g(u) & \overline{u^{\beta} K(u, 0)^{1+\alpha}} d \omega_{\alpha}(u) \\
& =\int_{T_{z} B(R)} f(w) \overline{\left(T_{z} w\right)^{\beta} K\left(T_{z} w, 0\right)^{1+\alpha}\left(\operatorname{det} T_{z}^{\prime} w\right)^{1+\alpha}} d \omega_{\alpha}(w)  \tag{15}\\
& =\frac{1}{\left(\operatorname{det} T_{z}^{\prime} z\right)^{1+\alpha}} \int_{T_{z} B(R)} f(w) \overline{\left(T_{z} w\right)^{\beta} K(w, z)^{1+\alpha}} d \omega_{\alpha}(w),
\end{align*}
$$

where we have used (6), (7), (8), and (10). By (7), (10), and (8), we have

$$
\begin{equation*}
\operatorname{det} T_{z}^{\prime} z=\left(\operatorname{det} T_{z}^{\prime} 0\right)^{-1}=K(z, z) \overline{\operatorname{det} T_{z}^{\prime} 0} . \tag{16}
\end{equation*}
$$

By putting (16) into (15) and then (15) into (14), we get

$$
\begin{aligned}
&\left\{D_{\zeta}^{\beta}\right. {\left.\left[f\left(T_{z} \zeta\right) K(z, z)^{1+\alpha}\left(\operatorname{det} T_{z}^{\prime} \zeta\right)^{1+\alpha} \overline{\left(\operatorname{det} T_{z}^{\prime} 0\right)^{1+\alpha}}\right]\right\}_{\zeta=0} } \\
& \quad=C(R,|\beta|, \alpha) \int_{T_{z} B(R)} f(w) \overline{\left(T_{z} w\right)^{\beta} K(w, z)^{1+\alpha}} d \omega_{\alpha}(w) .
\end{aligned}
$$

We finally use (8) and (9) to conclude that we have obtained the desired result. If $f \in A^{\alpha}(B)$, the validity of the formula for $R=1$ is obvious.

Remark 1. The above proof is based on a technique originally used by Bers [5], [29].

Remark 2. Note that when $\beta=0$ the theorem reduces to the following statement. The reproducing kernel of $\boldsymbol{A}^{\alpha, 2}(\boldsymbol{B})$ acts reproducingly over any ball (ball is now to be understood in the Bergman metric), apart from a positive factor depending only on the radius of the ball.

As in the Bargmann case we shall relate the discussion of the Introduction to the reproducing formulas that we have found.

Theorem 2.7. For $R<1$ the operator $P_{A^{\alpha, 2}(B)} I_{T_{z} B(R)}$ has eigenvalues

$$
\lambda_{|\beta|}(R)=\frac{C(R,|\beta|, \alpha)}{C(1,|\beta|, \alpha)}=\frac{(\alpha+1) \cdots(\alpha+n+|\beta|)}{(n+|\beta|-1)!} \int_{0}^{R^{2}} r^{n+|\beta|-1}(1-r)^{\alpha} d r
$$

with corresponding eigenfunctions

$$
f_{\beta}^{z}(\zeta)=\rho_{\beta}^{z} K(\zeta, z)^{\alpha+1}\left(T_{z} \zeta\right)^{\beta},
$$

the normalizing factor $\rho_{\beta}^{2}$ being

$$
\begin{equation*}
\rho_{\beta}^{z}=\left(\frac{\beta!K(z, z)^{1+\alpha}}{C(1,|\beta|, \alpha)}\right)^{-1 / 2} . \tag{17}
\end{equation*}
$$

Proof. The proof is exactly like the proof of Theorem 2.3.
Remark 1. It may be observed that we have obtained the solutions to the eigenvalue problems considered in [11, II], avoiding the use of commuting second-order differential operators.

Remark 2. To get a feeling for the behaviour of the eigenvalues it is instructive to consider the case $\alpha=0$ in which they are particlarly simple: $\lambda_{|\beta|}(R)=R^{2(n+|\beta|)}$. For a general discussion on the asymptotics the reader should consult [11, II].

Both in the Bargmann and in the Bergman case the functions $f_{\beta}^{z}$ provide us with a useful tool for a local analysis. We obtain "Taylor expansions," and we have the double orthogonality, the concentration properties, and the fact that the first function $f_{0}^{z}$ acts reproducingly over any ball centered at $z$. In the next sections we shall present two examples of how these features may be exploited.
3. Preparation for two applications. For the sake of simplicity we restrict ourselves to the case where $n=1$ for the rest of this paper.

We start by introducing some notation which, for much of the discussion that follows, will enable us not to distinguish between the Bargmann and the Bergman cases. From now on, unless otherwise specified, all statements should thus be read with respect to either of the two cases.

We should warn the reader that in doing this we will make some minor changes from the notational conventions of the previous section. This will be very convenient and should not cause any trouble if care is taken to note the differences.

We consider the Bargmann spaces $F^{\alpha, 2}$ and the Bergman spaces $A^{\alpha, 2}(\Delta)$ (we denote the unit disk in $\mathbf{C}$ by $\Delta$ ). The reproducing kernels of these spaces will all be denoted by $R(z, \zeta)$, that is, for $F^{\alpha, 2}$ we let

$$
R(z, \zeta)=\alpha e^{\alpha \bar{z} \zeta}
$$

and if we consider $A^{\alpha, 2}(\Delta)$, we put

$$
R(z, \zeta)=(2 \alpha+1)(1-\bar{z} \zeta)^{-2 \alpha-2} .
$$

We put $d \omega(\zeta)=d \omega_{\alpha}(\zeta),(\cdot, \cdot)$ will mean the corresponding inner product and $\|\cdot\|$ the corresponding norm. Let distance $d(\cdot, \cdot)$ mean the Euclidean distance in the Bargmann
case and the hyperbolic distance in the Bergman case. Define

$$
\begin{gathered}
c_{n}= \begin{cases}\alpha^{n} / \pi & \text { Bargmann case, } \\
(2 \alpha+1)(2 \alpha+2) \cdots(2 \alpha+n+1) / \pi & \text { Bergman case },\end{cases} \\
\lambda_{n}(R)= \begin{cases}\frac{1}{n!} \int_{0}^{\alpha R^{2}} t^{n} e^{-t} d t & \text { Bargmann case }, \\
\frac{c_{n} \pi}{n!} \int_{0}^{\tanh ^{2} R / 2} t^{n}(1-t)^{2 \alpha} d t & \text { Bergman case },\end{cases} \\
\Delta_{z}(R)=\{\zeta: d(z, \zeta)<R\} .
\end{gathered}
$$

Note that in the Bergman case the argument $R$ in $\lambda_{n}(R)$ is now a hyperbolic distance.
With this notation (2) (or (4)) and (13) can be written compactly as

$$
\begin{equation*}
\left[\frac{d^{n}}{d w^{n}}\left(f\left(T_{z} w\right) K(z, w)\right)\right]_{w=0}=\frac{c_{n}}{\lambda_{n}(R)} \iint_{\Delta_{z}(R)} f(\zeta) \overline{\left(T_{z} \zeta\right)^{n} K(\zeta, z)} d \omega(\zeta) \tag{18}
\end{equation*}
$$

Note in particular that this means

$$
\begin{equation*}
f(z)=\frac{1}{\lambda_{0}(R)} \iint_{\Delta_{z}(R)} f(\zeta) \overline{R(\zeta, z)} d \omega(\zeta) \tag{19}
\end{equation*}
$$

The eigenfunctions of the concentration operators will now naturally be denoted

$$
f_{n}^{z}(\zeta)=\rho_{n}^{z} R(z, \zeta)\left(T_{z} \zeta\right)^{n}
$$

so that $\rho_{n}^{z}$ is modified by a factor of $1 / \alpha$ or $1 /(2 \alpha+1)$ from the definitions (5) or (17).
Let us now indicate the motivation for the applications that will be discussed in the last two sections of this paper. Our Bargmann spaces can be associated with the range of the short-time Fourier transformation when applying a Gaussian window function, as first proposed in [18]. For a discussion of this fact and for a short historical review of the importance of the Bargmann space in signal analysis and in different contexts in mathematical physics, see [12]. Another source of much information is [25].

By making the standard transformation from the upper halfplane to the unit disk, our Bergman spaces can be associated with the range of the wavelet transformation when choosing as wavelet the function $g(t)$ with Fourier transform

$$
\hat{g}(\xi)=\xi^{\alpha+1 / 2} e^{-\xi}
$$

[22]. During the last few years there has been a great deal of interest in such transformations, and interesting applications have been found in signal analysis, quantum mechanics, applied mathematics, and harmonic analysis [19], [21], [22], [32], [8]. This particular choice of wavelet has been studied extensively by Paul from a quantum mechanical point of view [33], [34]. It leads to coherent state representations related to the radial harmonic oscillator and the Coulomb potential problem for the hydrogen atom.

Discrete representations (or discrete transformations) are, of course, of great importance for various practical and theoretical reasons. In our formulation a discrete representation will be associated with some discrete set of points either in $\mathbf{C}$ or in $\Delta$. For regular lattices we have now reached an almost complete understanding [1], [13], [12], [9]. We urge the reader to consult [9], which should give the necessary background for the present discussion.

A related story should be mentioned here. Different orthonormal bases of wavelets have been discovered recently [41], [32], [2], [10], [30], which have quite amazing
mathematical properties and which have turned out to be of interest for many applications. There is also a recent discovery of a class of orthonormal bases that is related to the Bargmann case [14].

The kinds of lattices that are chosen for discrete representations for short-time Fourier and wavelet transformations may be compared to the usual regular sampling of bandlimited signals. The question has been raised to which extent analogues to results on irregular sampling of bandlimited signals can be found. It seems natural to start such an investigation in a situation which is similar to that of bandlimited signals in the sense that we have available spaces of holomorphic functions.

Returning to our Bargmann and Bergman spaces, let us make precise what we mean by "discrete representations." We say that $\left\{z_{n}\right\}$ is a set of uniqueness if

$$
f\left(z_{n}\right)=0 \quad \text { for all } z_{n} \Rightarrow f \equiv 0 .
$$

This is equivalent to saying that the set $\left\{R\left(z_{n}, z\right) / R\left(z_{n}, z_{n}\right)^{1 / 2}\right\}$ is complete in the space at hand. $\left\{z_{n}\right\}$ is said to be a set of interpolation if to any square-integrable sequence $\left\{c_{n}\right\}$ there exists an $f$ such that $f\left(z_{n}\right) / R\left(z_{n}, z_{n}\right)^{1 / 2}=c_{n}$ for all $n$.

If the sequences $\left\{f\left(z_{n}\right)\right\}$ are to represent the vectors $f$, we should obviously require $\left\{z_{n}\right\}$ to be a set of uniqueness. But we should also require the inversion problem to be well posed. This means that we need the operator $f \mapsto\left\{f\left(z_{n}\right) / R\left(z_{n}, z_{n}\right)^{1 / 2}\right\}$ into $l^{2}$ to be bounded and to have a bounded inverse. We state this by requiring that for all $f$ in the space in question we should have

$$
\begin{equation*}
A\|f\|^{2} \leqq \sum \frac{\left|f\left(z_{n}\right)\right|^{2}}{R\left(z_{n}, z_{n}\right)} \leqq B\|f\|^{2} \tag{20}
\end{equation*}
$$

with $0<A \leqq B<\infty$. Following Landau [27] we shall say that $\left\{z_{n}\right\}$ is a set of sampling if this is satisfied, which is seen to be equivalent to saying that the set $\left\{R\left(z_{n}, z\right) / R\left(z_{n}, z_{n}\right)^{1 / 2}\right\}$ is a frame [16], [42]. The numbers $A$ and $B$ will be denoted the frame bounds of $\left\{z_{n}\right\}$. We observe that a set of sampling is in particular a set of uniquenesses.

There exists a kind of duality between sets of sampling and sets of interpolation, which was clearly formulated by Landau [27], [28] in connection with bandlimited signals. This will also be made precise by Theorem 4.4 of the present work. We observe that if $\left\{z_{n}\right\}$ is both a set of sampling and a set of interpolation, then the sequence $\left\{R\left(z_{n}, z\right) / R\left(z_{n}, z_{n}\right)^{1 / 2}\right\}$ constitutes a Riesz basis in the space at hand [42, p. 188].
4. Necessary density conditions for sampling and interpolation. For a discrete set of points $\Gamma$ to be one of sampling, must the "density" of points in any part of the domain in question exceed some lower bound? Such a lower bound would correspond to the Nyquist rate of information theory. From what we know about sampling of bandlimited signals [27], [28] we might expect this to be the case. Were it not, we could, at least theoretically, find discrete representations that were more economic than the ones used now. Similarly, for $\Gamma$ to be a set of interpolation, we would expect that the "density" of points in any part of the domain under consideration could not exceed some upper bound.

Guided by the work of Landau [27], [28], we shall search for such necessary conditions. But first we should know if the word "density" can be given a reasonable meaning.

Following Beurling [28, p. 47] we shall only be concerned with uniformly discrete sets, those sets which are separated by some least positive distance (in the Bergman case that is hyperbolic distance). In the Bargmann case we can easily borrow the
concept of density used by Landau [28, p. 47]. We thus fix some "nice" two-dimensional set $I$ of measure 1 , like the unit square or the unit disk/ $\pi$. To any uniformly discrete set $\Gamma$ we define $n^{+}(r)$ and $n^{-}(r)$ to be the largest and smallest number of points of $\Gamma$ to be found in a translate of $r I$. We define upper and lower (uniform) densities of $\Gamma$,

$$
D^{+}(\Gamma)=\underset{r \rightarrow \infty}{\lim \sup } \frac{n^{+}(r I)}{r^{2}} \quad \text { and } \quad D^{-}(\Gamma)=\underset{r \rightarrow \infty}{\liminf } \frac{n^{-}(r I)}{r^{2}}
$$

Landau shows that if the boundary of $I$ has measure zero this definition is independent of $I$. If the upper and lower densities are equal, we define $\Gamma$ to have (uniform) density $D(\Gamma)=D^{+}(\Gamma)=D^{-}(\Gamma)$.

We shall prove an analogue of Landau's result for bandlimited $L^{2}$ functions [27]: If $\Gamma$ is a set of sampling then $D^{-}(\Gamma) \geqq m(S) / 2 \pi$, and if $\Gamma$ is a set of interpolation then $D^{+}(\Gamma) \leqq m(S) / 2 \pi$ (here $S$ denotes the frequency band which can consist of any finite number of intervals and $m(S)$ denotes the measure of $S$ ).

In the Bergman case the above density definitions are not well suited. If we chose the disk of unit area as the basic set $I$, and defined upper and lower densities as above, we would find that the sets constructed below would not have densities, that is, $D^{+}(\Gamma)>D^{-}(\Gamma)$. But our intuition tells us that, if any, these "regular" sets should have densities.

Similar problems have been pointed out in slightly different contexts in [9, p. 69] and in [11, I]. It seems to be an interesting challenge to find a suitable density concept in the hyperbolic case.

In both the Bargmann and the Bergman cases we shall exploit the similarities with the Paley-Wiener case to use the ideas contained in [27]. It will be shown that for the Bergman case we can at least find analogies to two of Landau's important auxiliary results, and we will point out the difficulty in finding a "complete" analogy.

Before stating the results, let us quite informally explain the idea of connecting concentration operators to our sampling/interpolation problem. For some large compact set $\Omega$ the number of eigenvalues of the corresponding concentration operator significantly different from zero gives us the "dimension" of the space of functions "concentrated" on $\Omega$. Thus if the number of points in $\Omega$ from some discrete set $\Gamma$ was much smaller than this "dimension," we could find a function which was zero at all the points in $\Omega$, and which was essentially zero outside $\Omega$. If this were the case for arbitrarily large $\Omega$, we would expect that the left inequality in (20) could not be satisfied. A similar argument can be made for interpolation.

The following lemmas give estimates reflecting this rather loose statement.
Lemma 4.1. Suppose $\left\{z_{k}\right\}_{k=1}^{\infty}$ is a set of sampling. Let $\zeta$ be any point (in $\mathbf{C}$ or in $\Delta)$ and let $\left\{z_{k}^{\zeta}\right\}_{k=1}^{\infty}$ denote a reordering of this set such that

$$
0 \leqq d\left(z_{1}^{\zeta}, \zeta\right) \leqq d\left(z_{2}^{\zeta}, \zeta\right) \leqq \cdots
$$

Furthermore, let $r$ be any positive number and let $n=n(r, \zeta)$ be the number such that

$$
d\left(z_{n}^{\zeta}, \zeta\right)<r+\frac{\delta_{0}}{2} \leqq d\left(z_{n+1}^{\zeta}, \zeta\right)
$$

(if such a number does not exist, define $n=n(r, \zeta)=0$ ). Then there exists a constant $\gamma<1$, independent of $r$ and $\zeta$, such that

$$
\begin{equation*}
\frac{\left|\tilde{\alpha}_{n}^{\zeta}\right|^{2} \lambda_{n}(r)+\cdots+\left|\tilde{\alpha}_{0}^{\zeta}\right|^{2} \lambda_{0}(r)}{\left|\tilde{\alpha}_{n}^{\zeta}\right|^{2}+\cdots+\left|\tilde{\alpha}_{0}^{\zeta}\right|^{2}} \leqq \gamma, \tag{21}
\end{equation*}
$$

where $\alpha_{n}^{\zeta} z^{n}+\cdots+\alpha_{1}^{\zeta} z+\alpha_{0}^{\zeta}=\prod_{k=1}^{n}\left(z-T_{\zeta}\left(z_{k}^{\zeta}\right)\right)$ and

$$
\tilde{\alpha}_{k}^{\zeta}= \begin{cases}\left(\frac{k!}{\alpha^{k-1}}\right)^{1 / 2} \alpha_{k}^{\zeta} & \text { Bargmann case }, \\ \left(\frac{k!}{2(\alpha+1) \cdot(2(\alpha+1)+1) \cdots(2(\alpha+1)+k-1)}\right)^{1 / 2} \alpha_{k}^{\zeta} & \text { Bergman case }\end{cases}
$$

Proof. Let $\phi_{n}^{\zeta}(z)=R(z, \zeta) \prod_{k=1}^{n}\left(T_{\zeta}(z)-T_{\zeta}\left(z_{k}^{\zeta}\right)\right)$. Then

$$
A\left\|\phi_{n}^{\zeta}\right\|^{2} \leqq \sum_{k=1}^{\infty} \frac{\left|\phi_{n}^{\zeta}\left(z_{k}^{\zeta}\right)\right|^{2}}{R\left(z_{k}^{\zeta}, z_{k}^{\zeta}\right)}=\sum_{k=n+1}^{\infty} \frac{\left|\phi_{n}^{\zeta}\left(z_{k}^{\zeta}\right)\right|^{2}}{R\left(z_{k}^{\zeta}, z_{k}^{\zeta}\right)} .
$$

By (19) and the Schwarz inequality we thus get

$$
\begin{equation*}
A\left\|\phi_{n}^{\zeta}\right\|^{2} \leqq \frac{1}{\lambda_{0}\left(\delta_{0} / 2\right)}\left(\left\|\phi_{n}^{\zeta}\right\|^{2}-\iint_{d(z, \zeta)<r}\left|\phi_{n}^{\zeta}(z)\right|^{2} d \omega(z)\right) . \tag{22}
\end{equation*}
$$

From the definitions of $\phi_{n}^{\zeta}$ and of the eigenfunctions we may write

$$
\phi_{n}^{\zeta}(z)=\frac{\left\|\phi_{n}^{\zeta}\right\|^{2}}{\sum_{k=0}^{n}\left|\tilde{\alpha}_{k}^{\zeta}\right|^{2}} \sum_{k=0}^{n} \tilde{\alpha}_{k}^{\zeta} f_{n}^{\zeta}(z) .
$$

We put this into the integral of (22) and invoke the double orthogonality and the concentration properties of the eigenfunctions to obtain (21) with $\gamma=$ $1-A \lambda_{0}\left(\delta_{0} / 2\right)$.

Due to the simplicity of the eigenfunctions we have here obtained a sharpening of Lemma 1 of [27], that is, we observe that the above lemma implies the statement analogous to Landau's result.

Lemma 4.2. Let the conditions and definitions be as in Lemma 4.1. Then we have

$$
\begin{equation*}
\lambda_{n}(r) \leqq \gamma \tag{23}
\end{equation*}
$$

with $\gamma$ as in Lemma 4.1.
To prove a sharpening of Landau's corresponding result on interpolation seems harder, and we confine ourselves to prove an analogue of Lemma 2 in [27].

Lemma 4.3. Suppose $\left\{z_{k}\right\}_{k=1}^{\infty}$ is a set of interpolation. Let $\zeta$ be any point (in $\mathbf{C}$ or in $\Delta$ ) and let $\left\{z_{k}^{\zeta}\right\}_{k=1}^{\infty}$ denote a reordering of this set such that

$$
0 \leqq d\left(z_{1}^{\zeta}, \zeta\right) \leqq d\left(z_{2}^{\zeta}, \zeta\right) \leqq \cdots
$$

Furthermore, let $r$ be any positive number and let $n=n(r, \zeta)$ be the number such that

$$
d\left(z_{n}^{\zeta}, \zeta\right)<r-\frac{\delta_{0}}{2} \leqq d\left(z_{n+1}^{\zeta}, \zeta\right)
$$

(if such a number does not exist, define $n=n(r, \zeta)=0$ and $\lambda_{-1}(r)=1$ ). Then there exists a constant $\delta>0$, independent of $r$ and $\zeta$, such that

$$
\begin{equation*}
\lambda_{n-1}(r) \geqq \delta . \tag{24}
\end{equation*}
$$

Proof. First we note that it is possible to perform the interpolation in a stable way. This happens if we interpolate in $E_{0}^{\perp}$, the orthogonal complement to the space $E_{0}$ of functions vanishing on $\left\{z_{k}\right\}$. Hence there exists a constant $A<\infty$ such that to any square-summable sequence $\left\{a_{k}\right\}$ there is a function $\phi \in E_{0}^{\perp}$ with $\phi\left(z_{k}\right) / R\left(z_{k}, z_{k}\right)=a_{k}$ and

$$
\begin{equation*}
A\|\phi\|^{2} \leqq \sum\left|a_{k}\right|^{2}=\sum \frac{\left|\phi\left(z_{k}\right)\right|^{2}}{R\left(z_{k}, z_{k}\right)} . \tag{25}
\end{equation*}
$$

For a proof of this fact, see the proof of Proposition 1 in [27].

Second, we need the following form of the Weyl-Courant lemma

$$
\begin{equation*}
\lambda_{n-1}(r) \geqq \inf _{\phi \in C_{n}} \frac{\iint_{d(z, \zeta)<r}|\phi(z)|^{2} d \omega(z)}{\iint|\phi(z)|^{2} d \omega(z)} \tag{26}
\end{equation*}
$$

with $C_{n}$ any subspace of dimension $n$. A proof can again be found in [27].
Next, let $\phi_{k}^{\zeta} \in E_{0}^{\perp}$ be the function whose value is 1 at $z_{k}^{\zeta}$ and zero at every $z_{j}^{\zeta}$, $j \neq k$, and let $\tilde{C}_{n}=\operatorname{span}\left\{\phi_{k}^{\zeta}\right\}_{k=1}^{n}$. For any $\phi \in \tilde{C}_{n}$ we thus have

$$
A\|\phi\|^{2} \leqq \sum_{k=1}^{\infty} \frac{\left|\phi\left(z_{k}^{\zeta}\right)\right|^{2}}{R\left(z_{k}^{\zeta}, z_{k}^{\zeta}\right)} \leqq \sum_{k=1}^{n} \frac{\left|\phi\left(z_{k}^{\zeta}\right)\right|^{2}}{R\left(z_{k}^{\zeta}, z_{k}^{\zeta}\right)} .
$$

By (19) and the Schwarz inequality we find

$$
A\|\phi\|^{2} \leqq \frac{1}{\lambda_{0}\left(\delta_{0} / 2\right)} \iint_{d(x, y)<r}|\phi(z)|^{2} d \omega(z)
$$

Now the result follows from (26) with $\delta=A \lambda_{0}\left(\delta_{0} / 2\right)$.
We are now prepared to prove the following general result for the Bargmann case, stating that the Nyquist rate is a critical density both for sampling and for interpolation.

Theorem 4.4. In the Bargmann case we have the following. If the uniformly discrete set $\left\{z_{n}\right\}$ is a set of sampling, then $D^{-}\left(\left\{z_{n}\right\}\right) \geqq \alpha / \pi$. If the uniformly discrete set $\left\{z_{n}\right\}$ is a set of interpolation, then $D^{+}\left(\left\{z_{n}\right\}\right) \leqq \alpha / \pi$.

Proof. We make use of the asymptotic behaviour of the eigenvalues $(0<\delta<\gamma<1)$

$$
\begin{aligned}
& \#\left\{\lambda_{k}(R): \delta \leqq \lambda_{k}(R)<\gamma\right\} \\
& \pi R^{2}
\end{aligned}=O\left(R^{-1}\right), ~=\frac{\#\left\{\lambda_{k}(R): \lambda_{k}(R) \geqq \frac{1}{2}\right\}}{\pi R^{2}}=\frac{\alpha}{\pi}+O\left(R^{-1}\right), ~ l
$$

(see [11, I]). Thus

$$
\frac{\#\left\{\lambda_{k}(R): \lambda_{k}(R) \geqq \gamma\right\}}{\pi R^{2}}=\frac{\alpha}{\pi}+O\left(R^{-1}\right)
$$

and so for $n(R, \zeta)$ of Lemma 4.2 we have

$$
\frac{n(R, \zeta)}{\pi R^{2}} \geqq \frac{\alpha}{\pi}+O\left(R^{-1}\right)
$$

proving the first part of the theorem. The second part follows in the same way by applying Lemma 4.3.

Remark 1. We may ask if the inequalities above can be substituted by strict inequalities.

Remark 2. The above result can be viewed as a generalization of what is known for regular lattices [9].

The situation is more delicate in the Bergman case. From the fact that

$$
\begin{equation*}
\frac{\#\left\{\lambda_{k}(R): \delta \leqq \lambda_{k}(R)<\gamma\right\}}{\left|\Delta_{0}(R)\right|}=O(1) \tag{27}
\end{equation*}
$$

(see [11, II], $|\cdot|$ here meaning hyperbolic area) we realize that an attempt to copy the proof of Theorem 4.4 will fail. In view of (27) it is clear that Lemma 4.2 is too weak in this case, and we may ask what can be deduced from Lemma 4.1. At least to indicate the complexity of this problem we construct a special family of point sets below, to which Lemma 4.1 applies.

Note, however, that by Lemma 4.2 and (33) we can conclude that the number of points in any disk $D$ must be $O(|D|)$.

A family of point sets in the Bergman case. In this paragraph we will construct a point set depending on a parameter $M$ which is to represent a characteristic distance between the points. The purpose is to show that this set cannot be one of sampling for $M$ larger than a certain critical bound.

The basic idea of the construction is to place the points regularly in distance $M$ at concentric circles of radii $M, 2 M, 3 M, \cdots$. We choose $\zeta=0$ as the center and number the circles accordingly $1,2,3, \cdots$ (the choice of the origin as the center is for convenience only, the construction works equally well with any point $\zeta \in \Delta$ playing this role). In Fig. 1 we have drawn the points at the four first circles for $M=1.1$ with the outer circle indicating the unit circle. How to determine the number of points at each circle is explained below.

Of course, the distance between the points cannot in general be equal to $M$. We show how to approximate the number of points at circle $k$. For this purpose, we recall the cosine rule of hyperbolic geometry [3, p. 148] (see Fig. 2)
$\cosh c=\cosh a \cosh b-\sinh a \sinh b \cos \alpha$.
In our case we get

$$
\cos \alpha_{k}=\frac{\cosh ^{2} k M-\cosh M}{\sinh ^{2} k M}=1-\frac{\cosh M-1}{\sinh ^{2} k M},
$$



Fig. 1. An example of a point set in the Bergman case.


Fig. 2. A hyperbolic triangle.
$\alpha_{k}$ denoting the angle between the lines passing through two adjacent points at circle $k$ and the origin. Since $\alpha_{k} \rightarrow 0$ as $k \rightarrow \infty$ we put

$$
\alpha_{k}=\frac{\sqrt{2(\cosh M-1)}}{\sinh k M} .
$$

The number of points at circle $k$ should therefore be approximately $2 \pi / \alpha_{k}$. We define

$$
\begin{equation*}
n(k)=\left[C(M) e^{k M}\right] \tag{28}
\end{equation*}
$$

where

$$
C(M)=\frac{\pi}{\sqrt{2(\cosh M-1)}}
$$

and where we have defined $[x]$ to be the integer such that $x=[x]+\delta$ with $-\frac{1}{2}<\delta \leqq \frac{1}{2}$.
For computational ease we shall deviate a bit from the construction above. Let circle $k$ have radius $\left(k+\varepsilon_{k}\right) M$, where $\varepsilon_{k}$ is the solution of the equation

$$
\left(\frac{1-e^{-\left(k+\varepsilon_{k}\right) M}}{1+e^{-\left(k+\varepsilon_{k}\right) M}}\right)^{\left[C(M) e^{k M}\right]}=e^{-2 C(M)} .
$$

It is easily seen that $\varepsilon_{k} \rightarrow 0$ as $k \rightarrow \infty$.
The introduction of the sequence $\left\{\varepsilon_{k}\right\}$ makes the polynomials associated with Lemma 4.1 comfortably simple. For a sufficiently large $m$, the polynomial $p_{m}(z)$ corresponding to $\zeta=0$ and $r=m M$ takes the form

$$
p_{m}(z)=\prod_{k=1}^{m}\left(z^{n(k)}-e^{-2 C(M)+i \beta_{k}}\right)
$$

with $0 \leqq \beta_{k}<2 \pi$, depending on where we have chosen to arrange the points on each circle.

We next perform an ordering of the terms in this polynomial determined by the order of the exponents. We have

$$
\begin{equation*}
\sum_{j=1}^{l} n(j)=C(M) e^{M} \frac{e^{l M}-1}{e^{M}-1}+O(l)=O(n(l)) \tag{29}
\end{equation*}
$$

Hence we see that the largest $n\left(k_{i}\right)$ appearing in the exponent of a term of the polynomial decides the order of this exponent. We add the coefficients (or rather the squares of the absolute values of the coefficients) of the terms of which $n(k)$ appears as the largest number in the exponent

$$
\begin{equation*}
\sum_{n(k) \text { largest }}\left|\alpha_{l}\right|^{2}=\sum_{j=0}^{k-1}\binom{k-1}{j} e^{-4 C(M)(m-j-1)}=e^{-4 C(M)(m-1)}\left(1+e^{4 C(M)}\right)^{k-1} . \tag{30}
\end{equation*}
$$

For future use we note that the total sum of the coefficients is

$$
\begin{equation*}
\sum\left|\alpha_{i}\right|^{2}=\sum_{k=1}^{m}\left(\sum_{n(k) \text { largest }}\left|\alpha_{l}\right|^{2}\right)=e^{-4 C(M) m}\left(\left(1+e^{4 C(M)}\right)^{m}-1\right) . \tag{31}
\end{equation*}
$$

The scaling factor (cf. Lemma 4.1) of a term with exponent $n$ can be approximated in the following way $(\theta=2 \alpha+1)$ :

$$
\begin{align*}
\frac{1 \cdot 2 \cdots n}{(\theta+1) \cdot(\theta+2) \cdots(\theta+n)} & =\frac{1 \cdot 2 \cdots n \cdot n^{\theta}}{(\theta+1) \cdot(\theta+2) \cdots(\theta+n)} \cdot n^{-\theta}  \tag{32}\\
& =\left(\Gamma(\theta+1)+e_{n}\right) n^{-\theta},
\end{align*}
$$

with $e_{n} \geqq 0$ and $e_{n}=O\left(n^{-1}\right)$. Thus we have for terms with exponent of order $n(k)$

$$
\sum_{n(k) \text { largest }}\left|\tilde{\alpha}_{l}\right|^{2}=O\left(\exp \left(-4 C(M) m+k\left(\ln \left(1+e^{4 C(M)}\right)-M \theta\right)\right)\right) .
$$

This indicates that if our point set is one of sampling, we have

$$
M<\theta^{-1} \ln \left(1+e^{4 C(M)}\right)
$$

(otherwise the "larger" eigenvalues would dominate the left-hand side of (21) which then could not be expected to be bounded away from 1). We proceed to show that this is indeed the case.

We have

$$
\begin{aligned}
\lambda_{n}(r) & =\frac{c_{n} \pi}{n!} \int_{0}^{\tanh ^{2} r / 2} t^{n}(1-t)^{\theta-1} d t=1-\frac{c_{n} \pi}{n!} \int_{\tanh ^{2} r / 2}^{1} t^{n}(1-t)^{\theta-1} d t \\
& \geqq 1-\frac{c_{n} \pi}{\theta n!}\left(1-\tanh ^{2} \frac{1}{2} r\right)^{\theta} .
\end{aligned}
$$

From this we find

$$
\begin{equation*}
\frac{\sum\left|\tilde{\alpha}_{i}\right|^{2} \lambda_{i}}{\sum\left|\tilde{\alpha}_{i}\right|^{2}} \geqq 1-\cosh ^{-2 \theta}\left(\frac{1}{2} r\right) \frac{\sum\left|\alpha_{i}\right|^{2}}{\sum\left|\tilde{\alpha}_{i}\right|^{2}} . \tag{34}
\end{equation*}
$$

From (30) and (32) we find

$$
\begin{equation*}
\sum_{n(k) \text { largest }}\left|\tilde{\alpha}_{l}\right|^{2} \geqq A(M, \theta) \exp \left(-4 C(M) m+(k-1)\left(\ln \left(1+e^{4 C(M)}\right)-M \theta\right)\right), \tag{35}
\end{equation*}
$$

where we can choose

$$
A(M, \theta)=\Gamma(\theta+1)\left(\frac{C(M) e^{M}}{e^{M}-1}+\frac{1}{2 M}\right)^{-\theta} e^{4 C(M)-M \theta}
$$

Here we have used the following estimate for the exponents $l$ in (35):

$$
l \leqq \sum_{j=1}^{k} n(j) \leqq C(M) e^{M} \frac{e^{k M}-1}{e^{M}-1}+\frac{1}{2} k \leqq\left(\frac{C(M) e^{M}}{e^{M}-1}+\frac{1}{2 M}\right) e^{k M}
$$

Thus we have

$$
\sum\left|\tilde{\alpha}_{i}\right|^{2} \geqq A(M, \theta) e^{-4 C(M) m} \sum_{k=0}^{m-1} \exp \left(k\left(\ln \left(1+e^{4 C(M)}\right)-M \theta\right)\right),
$$

in other words,

$$
\sum\left|\tilde{\alpha}_{i}\right|^{2} \geqq\left\{\begin{array}{lr}
A^{\prime}(M, \theta) e^{-4 C(M) m}\left(1-\exp \left(m\left(\ln \left(1+e^{4 C(M)}\right)-M \theta\right)\right)\right),  \tag{36}\\
A(M, \theta) e^{-4 C(M) m} m, & \ln \left(1+e^{4 C(M)}\right) \neq M \theta, \\
\ln \left(1+e^{4 C(M)}\right)=M \theta,
\end{array}\right.
$$

where

$$
A^{\prime}(M, \theta)=A(M, \theta)\left(1-\exp \left(\ln \left(1+e^{4 C(M)}\right)-M \theta\right)\right)^{-1} .
$$

The radius corresponding to $p_{m}(z)$ is $m M$, and consequently

$$
\cosh ^{-2 \theta}\left(\frac{1}{2} r\right) \leqq 4^{\theta} e^{-m M \theta}
$$

We are now ready to draw the desired conclusion. For the case $\ln \left(1+e^{4 C(M)}\right)<M \theta$ we have from (34) and (36) (with $B(M, \theta)=4^{\theta}\left(A^{\prime}(M, \theta)\right)^{-1}$ )

$$
\frac{\sum\left|\tilde{\alpha}_{i}\right|^{2} \lambda_{i}}{\sum\left|\tilde{\alpha}_{i}\right|^{2}} \geqq 1-B(M, \theta) \frac{\exp \left(m\left(\ln \left(1+e^{4 C(M)}\right)-M \theta\right)\right)-e^{-m M \theta}}{1-\exp \left(m\left(\ln \left(1+e^{4 C(M)}\right)-M \theta\right)\right)} \rightarrow 1
$$

as $m \rightarrow \infty$, contradicting Lemma 4.1.
For the case $M \theta=\ln \left(1+e^{4 C(M)}\right)$ we find from (34) and (36) (with $B(M, \theta)=$ $\left.4^{\theta}(A(M, \theta))^{-1}\right)$

$$
\frac{\sum\left|\tilde{\alpha}_{i}\right|^{2} \lambda_{i}}{\sum\left|\tilde{\alpha}_{i}\right|^{2}} \geqq 1-B(M, \theta) \frac{1-e^{-m M \theta}}{m} \rightarrow 1
$$

as $m \rightarrow \infty$, again contradicting Lemma 4.1.
We conclude that if a point set as constructed above is a set of sampling then we have $M / \ln \left(1+e^{4 C(M)}\right)<(2 \alpha+1)^{-1}$.

We remark that in a similar manner it can be proved that inequality (21) with $\zeta=0$ is indeed satisfied when $M \theta<\ln \left(1+e^{4 C(M)}\right)$. This indicates that what has been found above is the sharpest result that can be deduced from Lemma 4.1.

We now prepare for an interesting observation on the asymptotics of the above inequality. First, we have

$$
C(M)=\frac{2 \pi}{\sinh (M / 2)},
$$

yielding for small $M$

$$
\begin{equation*}
M / \ln \left(1+e^{4 C(M)}\right)=\frac{M^{2}}{4 \pi}+O\left(M^{3}\right) \tag{37}
\end{equation*}
$$

Next, as pointed out in the introduction of [23] the Bargmann case can formally be considered as the limiting case $\alpha \rightarrow \infty$. To see this we look at the scaled disk $R \Delta$, put $2 \alpha=\tilde{\alpha} R^{2}$, let $R \rightarrow \infty$ and make use of the fact that $\left(1-|z|^{2} / R^{2}\right)^{\tilde{\alpha} R^{2}} \rightarrow e^{-\tilde{\alpha}|z|^{2}}$. Finally, observe that close to zero we have, loosely speaking, a Euclidean distance $E$ corresponding to $M$ with $M=2 E$.

We bring these remarks together, rewrite the necessary condition on $M$ as

$$
\frac{1}{(E R)^{2}}>\frac{\tilde{\alpha}}{\pi}+O(E),
$$

and observe that formally we recapture the first part of Theorem 4.4.
The interest in the above calculation is not the fact that $M$ cannot be too large since this is well known (for large $M$ there are nonzero functions vanishing on these sets, see [20], [35]). What is interesting is the exact bound, the significance of which is indicated by our formal passage to the Nyquist density.
5. Jittered sampling. The purpose of this section is to show that the family of sets of sampling is in a sense an open set. This we will do by deducing estimates for the frame bounds for jitters of actual sets of sampling.

We should remark that there are available existence results of the following kind (incompletely quoted) [7], [37], [23], [31]. There exists a number $L_{0}>0$ such that if $\left\{z_{n}\right\}$ is any $L$-lattice (to be defined below) and $L<L_{0}$, then $\left\{z_{n}\right\}$ is a set of sampling. But we would like to know what is the value of $L_{0}$ and how we could estimate the frame bounds.

We shall borrow an idea from the theory of nonharmonic Fourier series [15]. It was used in the proof of one of the forerunners to Kadec's $\frac{1}{4}$-theorem [24]. In [15] it is shown that $\left\{e^{i t_{n} \xi}\right\}$ is a Riesz basis for $L^{2}[-\pi, \pi]$ if $\sup _{n}\left|t_{n}-n\right|<\log 2 / \pi \approx 0.22$ (by [24] the best possible constant is $\frac{1}{4}$ ). We combine this idea with the local analysis provided by our eigenfunction expansions.

We consider again uniformly discrete sets $\left\{z_{n}\right\}$ of complex numbers. Let us measure the distance between two such sets by

$$
\rho\left(\left\{z_{n}\right\},\left\{\zeta_{n}\right\}\right)=\sup _{n} d\left(z_{n}, \zeta_{n}\right) .
$$

We say that $\left\{\zeta_{n}\right\}$ is an $M$-jitter of $\left\{z_{n}\right\}$ if $\rho\left(\left\{z_{n}\right\},\left\{\zeta_{n}\right\}\right)=M<\infty$.
Suppose $\left\{z_{n}\right\}$ has separating distance $2 \delta_{0}>0$ and let $\left\{\zeta_{n}\right\}$ be an $M$-jitter of $\left\{z_{n}\right\}$ with $M<\delta_{0}$. In the Bargmann case define

$$
\begin{equation*}
D\left(M, \delta_{0}, A\right)=\frac{e^{\alpha \delta_{0}^{2}}}{\left(\alpha \delta_{0}\right)^{2}}\left(1-A \lambda_{0}\left(\delta_{0}\right)\right)\left(\left(1-\frac{M^{2}}{\delta_{0}^{2}}\right)^{-2}-1\right) \tag{38}
\end{equation*}
$$

and in the Bergman case

$$
\begin{equation*}
D\left(M, \delta_{0}, A\right)=\frac{\min \left\{1, \cosh ^{-4 \alpha}\left(\delta_{0} / 2\right)\right\}}{(2 \alpha+1) \tanh ^{2}\left(\delta_{0} / 2\right)}\left(1-A \lambda_{0}\left(\delta_{0}\right)\right)\left(\left(1-\frac{\tanh ^{2}(M / 2)}{\tanh ^{2}\left(\delta_{0} / 2\right)}\right)^{-2}-1\right) . \tag{39}
\end{equation*}
$$

With this notation we have the following theorem.
Theorem 5.1. Suppose that $\left\{z_{n}\right\}$ with separating distance $2 \delta_{0}$ is a set of sampling with frame bounds $A$ and B. Let $M_{0}\left(<\delta_{0}\right)$ be the positive number such that $D\left(M_{0}, \delta_{0}, A\right)=$ A. Then any $M_{-j i t t e r ~}^{\text {}}\left\{\zeta_{n}\right\}$ of $\left\{z_{n}\right\}$ with $M<M_{0}$ is a set of sampling, and for its frame bounds $\tilde{A}$ and $\hat{B}$ we have

$$
\tilde{A} \geqq \begin{cases}\begin{array}{ll}
e^{-\alpha M^{2}}\left(\sqrt{A}-\sqrt{D\left(M, \delta_{0}, A\right)}\right)^{2} & \text { Bargmann case, } \\
\cosh ^{-4 \alpha+4}\left(\frac{1}{2} M\right)\left(\sqrt{A}-\sqrt{D\left(M, \delta_{0}, A\right)}\right)^{2} & \text { Bergman case, }
\end{array} \\
\tilde{B} \leqq\left(\sqrt{B}+\sqrt{D\left(M, \delta_{0}, A\right)}\right)^{2} .\end{cases}
$$

Proof. Let $\left\{\zeta_{n}\right\}$ be an $M$-jitter of $\left\{z_{n}\right\}$ and $f$ any function in the space at hand. The key to the proof is the following estimate:

$$
\begin{equation*}
\sum\left|\frac{R\left(z_{n}, z_{n}\right)^{1 / 2} f\left(\zeta_{n}\right)}{R\left(\zeta_{n}, z_{n}\right)}-\frac{f\left(z_{n}\right)}{R\left(z_{n}, z_{n}\right)^{1 / 2}}\right|^{2} \leqq D\left(M, \delta_{0}, A\right)\|f\|^{2} \tag{42}
\end{equation*}
$$

Let us first show that (42) proves the theorem.
In the Bargmann case we have the identity

$$
\frac{R(z, z)^{1 / 2}}{\mid R(\zeta, z)}=\frac{\exp \left(\frac{1}{2} \alpha|z-\zeta|^{2}\right)}{R(\zeta, \zeta)^{1 / 2}},
$$

yielding

$$
\begin{equation*}
\frac{1}{R\left(\zeta_{n}, \zeta_{n}\right)^{1 / 2}} \leqq \frac{R\left(z_{n}, z_{n}\right)^{1 / 2}}{\left|R\left(\zeta_{n}, z_{n}\right)\right|} \leqq \frac{\exp \left(\frac{1}{2} \alpha M^{2}\right)}{R\left(\zeta_{n}, \zeta_{n}\right)^{1 / 2} .} \tag{43}
\end{equation*}
$$

In the Bergman case we use the identity (see [3, p. 132])

$$
\frac{R(z, z)^{1 / 2}}{|R(\zeta, z)|}=\frac{\cosh ^{2 \alpha+2} \frac{1}{2} d(z, \zeta)}{R(\zeta, \zeta)^{1 / 2}},
$$

which leads to

$$
\begin{equation*}
\frac{1}{R\left(\zeta_{n}, \zeta_{n}\right)^{1 / 2}} \leqq \frac{R\left(z_{n}, z_{n}\right)^{1 / 2}}{\left|R\left(\zeta_{n}, z_{n}\right)\right|} \leqq \frac{\cosh ^{2 \alpha+2} \frac{1}{2} M}{R\left(\zeta_{n}, \zeta_{n}\right)^{1 / 2}} . \tag{44}
\end{equation*}
$$

By (43) or (44) and Minkowski's inqeuality, (42) implies

$$
\left(\sum \frac{\left|f\left(\zeta_{n}\right)\right|^{2}}{R\left(\zeta_{n}, \zeta_{n}\right)}\right)^{1 / 2} \leqq \sqrt{D\left(M, \delta_{0}, A\right)}\|f\|+\left(\sum \frac{\left|f\left(z_{n}\right)\right|^{2}}{R\left(z_{n}, z_{n}\right)}\right)^{1 / 2}
$$

By the definition of $B$ we arrive at (41). Similarly, by (43) or (44) and Minkowski's inequality we see that (42) implies (40).

We next turn to the proof of (42). To this end we expand $f(z)$ into the eigenfunctions associated with $z_{n}$,

$$
\begin{equation*}
f(z)=\sum_{k=0}^{\infty}\left(f, f_{k}^{z_{n}}\right) f_{k}^{z_{n}}(z) \tag{45}
\end{equation*}
$$

By the double orthogonality and the fact that $f_{0}^{z_{n}}$ acts reproducingly this gives

$$
\int_{\Delta_{z_{n}}\left(\delta_{0}\right)}|f(z)|^{2} d \omega(z)=\lambda_{0}\left(\delta_{0}\right) \frac{\left|f\left(z_{n}\right)\right|^{2}}{R\left(z_{n}, z_{n}\right)}+\sum_{k=1}^{\infty} \lambda_{k}\left(\delta_{0}\right)\left|\left(f, f_{k}^{z_{n}}\right)\right|^{2} .
$$

On summing over $n$ and using the definition of $A$, we get

$$
\begin{equation*}
\sum_{n} \sum_{k=1}^{\infty} \lambda_{k}\left(\delta_{0}\right)\left|\left(f, f_{k}^{z_{n}}\right)\right|^{2} \leqq\left(1-A \lambda_{0}\left(\delta_{0}\right)\right)\|f\|^{2} . \tag{46}
\end{equation*}
$$

Let us now put $z=\zeta_{n}$ in (45). This yields

$$
\begin{equation*}
f\left(\zeta_{n}\right)=\frac{R\left(\zeta_{n}, z_{n}\right)}{R\left(z_{n}, z_{n}\right)} f\left(z_{n}\right)+R\left(\zeta_{n}, z_{n}\right) \sum_{k=1}^{\infty} \rho_{k^{n_{n}}}\left(f, f_{k^{n}}^{z_{n}}\right)\left(T_{z_{n}} \zeta_{n}\right)^{k} . \tag{47}
\end{equation*}
$$

At this stage we split the discussion and treat the two cases separately.
In the Bargmann case (47) implies

$$
\frac{R\left(z_{n}, z_{n}\right)^{1 / 2} f\left(\zeta_{n}\right)}{R\left(\zeta_{n}, z_{n}\right)}-\frac{f\left(z_{n}\right)}{R\left(z_{n}, z_{n}\right)^{1 / 2}}=\sum_{k=1}^{\infty} \sqrt{\frac{\alpha^{k-1}}{k!}}\left(f, f_{k}^{z_{n}}\right)\left(T_{z_{n}} \zeta_{n}\right)^{k} .
$$

To estimate this sum we multiply and divide the $k$ th term by $\delta_{0}^{k} / \sqrt{k+1}(k=1,2, \cdots)$.
By Hölder's inequality we then get

$$
\begin{equation*}
\left|\frac{R\left(z_{n}, z_{n}\right)^{1 / 2} f\left(\zeta_{n}\right)}{R\left(\zeta_{n}, z_{n}\right)}-\frac{f\left(z_{n}\right)}{R\left(z_{n}, z_{n}\right)^{1 / 2}}\right|^{2} \leqq \sum_{k=1}^{\infty} \frac{\alpha^{k-1} \delta_{0}^{2 k}}{k!(k+1)}\left|\left(f, f_{k}^{z_{n}}\right)\right|^{2} \sum_{j=1}^{\infty}(j+1) \frac{\left|z_{n}-\zeta_{n}\right|^{2 j}}{\delta_{0}^{2 j}} \tag{48}
\end{equation*}
$$

By the identity

$$
\sum_{j=1}^{\infty}(j+1) x^{j}=\frac{1}{1-x}-1
$$

the last sum in (48) is found to be bounded by $\left(1-M^{2} / \delta_{0}^{2}\right)^{-2}-1$.
We next sum (48) over $n$. To apply (46) we use the estimate

$$
\lambda_{k}\left(\delta_{0}\right)=\frac{1}{k!} \int_{0}^{\alpha \delta_{0}^{2}} t^{k} e^{-t} d t \geqq \frac{e^{-\alpha \delta_{0}^{2}}\left(\alpha \delta_{0}^{2}\right)^{k+1}}{k!(k+1)}
$$

and we find we have arrived at (42).
The argument is exactly the same in the Bergman case. Here (47) implies

$$
\frac{R\left(z_{n}, z_{n}\right)^{1 / 2} f\left(\zeta_{n}\right)}{R\left(\zeta_{n}, z_{n}\right)}-\frac{f\left(z_{n}\right)}{R\left(z_{n}, z_{n}\right)^{1 / 2}}=\sum_{k=1}^{\infty} \sqrt{\frac{c_{k} \pi}{k!(2 \alpha+1)}}\left(f, f_{k}^{z_{n}}\right)\left(T_{z_{n}} \zeta_{n}\right)^{k} .
$$

We use the estimate

$$
\begin{aligned}
\frac{k!(2 \alpha+1) \lambda_{k}\left(\delta_{0}\right)}{c_{k} \pi} & =(2 \alpha+1) \int_{0}^{\tanh ^{2}\left(\delta_{0} / 2\right)} t^{k}(1-t)^{2} d t \\
& \geqq(2 \alpha+1) \min \left\{1, \cosh ^{-4 \alpha} \frac{\delta_{0}}{2}\right\} \frac{\tanh ^{2(k+1)}\left(\delta_{0} / 2\right)}{k+1}
\end{aligned}
$$

and the identity

$$
\left|T_{z} \zeta\right|=\tanh \left(\frac{1}{2} d(z, \zeta)\right)
$$

(see [3, p. 132]) and obtain (42) in the same way as above.
A slight modificaiton of the argument above shows that the frame bounds depend continuously on the jitters.

Let us now say that a uniformly discrete set $\left\{\zeta_{n}\right\}$ is an L-lattice if to any point $z$ (in $\mathbf{C}$ or in $\Delta$ ) there exists an $n$ such that $d\left(z, \zeta_{n}\right) \leqq L$. With this notation we note the following, which gives us a numerical estimate for the number $L_{0}$ mentioned in the introduction to this section.

Corollary 5.2. Let

$$
L_{0}=\sup _{\left\{z_{n}\right\}}\left\{L: L<\delta_{0}\left(\left\{z_{n}\right\}\right) \text { and } A\left(\left\{z_{n}\right\}\right)=D\left(L, \delta_{0}\left(\left\{z_{n}\right\}\right), A\left(\left\{z_{n}\right\}\right)\right)\right\},
$$

where the supremum is taken over all uniformly discrete sets $\left\{z_{n}\right\}$ (each with separating distance $2 \delta_{0}\left(\left\{z_{n}\right\}\right)$ ) and where

$$
A\left(\left\{z_{n}\right\}\right)=\inf _{\|f\| \neq 0} \frac{\sum\left(\left|f\left(z_{n}\right)\right|^{2} / R\left(z_{n}, z_{n}\right)\right)}{\|f\|^{2}}
$$

Then any L-lattice with $L<L_{0}$ is a set of sampling.
Proof. Let $\left\{\zeta_{n}\right\}$ be any $L$-lattice with $L<L_{0}$. By definition $\left\{\zeta_{n}\right\}$ is uniformly discrete, say with separating distance $2 \tilde{\delta}_{0}$. So by (19) and the Schwarz inequality we have

$$
\sum \frac{\left|f\left(z_{n}\right)\right|^{2}}{\left.R\left(z_{n}, z_{n}\right)\right)} \leqq \frac{1}{\lambda_{0}\left(\tilde{\delta}_{0}\right)}\|f\|^{2} .
$$

Since $L<L_{0}$ we can find a set $\left\{z_{k}\right\}$ such that

$$
\begin{equation*}
A=A\left(\left\{z_{k}\right\}\right)>D\left(L, \delta_{0}, A\right) \tag{49}
\end{equation*}
$$

and $L<\delta_{0}$ where we have assumed $\left\{z_{k}\right\}$ to have separating distance $2 \delta_{0}$. Since $\left\{\zeta_{n}\right\}$ is an $L$-lattice we can pick a subsequence $\left\{\zeta_{n(k)}\right\}$ such that

$$
\rho\left(\left\{\zeta_{n(k)}\right\},\left\{z_{k}\right\}\right) \leqq L
$$

We have

$$
\sum_{n} \frac{\left|f\left(\zeta_{n}\right)\right|^{2}}{R\left(\zeta_{n}, \zeta_{n}\right)} \geqq \sum_{k} \frac{\left|f\left(\zeta_{n(k)}\right)\right|^{2}}{R\left(\zeta_{n(k)}, \zeta_{n(k)}\right)}
$$

and since $\left\{\zeta_{n(k)}\right\}$ is an $M$-jitter of $\left\{z_{k}\right\}$ with $M \leqq L$, the existence of a lower frame bound follows from (49) and Theorem 5.1.

We should remark that the existence of $L_{0}>0$ and the possibility of estimating it are ensured by the results in [9].
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Note added in proof (Remark to Theorem 4.4.). Recently R. Wallstén and the author have proved that $D^{-}>\alpha / \pi$ and $D^{+}<\alpha / \pi$ are also sufficient in the respective cases, a result that will appear in a forthcoming publication.
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## ERRATA: <br> Sur une classe de fonctionnelles non convexes et applications*

RABAH TAHRAOUI $\dagger$

Page 45 , line 15: Il faut lire $r d r$ à la place de $d r$.
Page 50: Il manque une partie de l'hypothèse (2), i.e., rajouter

$$
\left|\frac{\partial h_{3}}{\partial \eta_{i}}(x, \eta)\right| \leqq c|\eta|^{p-1}+d
$$

Page 51, line 18: Il faut lire $p_{i} \in W_{\text {loc }}^{2 m, p^{\prime}}(\Omega)$ au lieu de $p_{i} \in W_{(\Omega)}^{2 m, p}, p^{\prime}$ étant le conjugué de $p$.

## REFERENCE

[1] R. Tahraoui, Sur une classe de fonctionnelles non convexes et applications, SIAM J. Math. Anal., 21 (1990), pp. 37-52.

[^71]
## ERRATUM:

## A Simple Wilson Orthonormal Basis with Exponential Decay*

INGRID DAUBECHIES $\dagger$, STÉPHANE JAFFARD $\ddagger$, AND JEAN-LIN JOURNÉ§
The following equation was printed incorrectly in the March issue. The correct equation should read

$$
\begin{align*}
\sum_{m=1}^{\infty} \hat{f}_{m}(\xi) & \overline{\hat{f}_{m}(\xi+k)} \\
= & \phi(\xi) \phi(\xi+k)+\frac{1}{2} \sum_{\ell=1}^{\infty} \sum_{\kappa=0}^{1}\left[\phi(\xi-\ell)+(-1)^{\ell+\kappa} \phi(\xi+\ell)\right] \\
& \cdot\left[\phi(\xi-\ell+k)+(-1)^{\ell+\kappa} \phi(\xi+\ell+k)\right] e^{-i \pi \kappa k}  \tag{2.4}\\
= & \phi(\xi) \phi(\xi+k)+\sum_{\ell \in \mathbb{Z}, \ell \neq 0} \phi(\xi+\ell) \phi(\xi+\ell+k) \frac{1}{2}\left(1+(-1)^{k}\right) \\
& \quad+\sum_{\ell \in \mathbb{Z}, \ell \neq 0}(-1)^{\ell} \phi(\xi+\ell) \phi(\xi-\ell+k) \frac{1}{2}\left(1-(-1)^{k}\right) .
\end{align*}
$$

SIAM regrets the error.
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# LONGTIME BEHAVIOUR OF STRONGLY DAMPED WAVE EQUATIONS, GLOBAL ATTRACTORS AND THEIR DIMENSION* 

J. M. GHIDAGLIA $\dagger$ AND A. MARZOCCHI $\ddagger$


#### Abstract

This paper contains some results on asymptotic behaviour of solutions to strongly damped abstract nonlinear wave equations. After reviewing sufficient hypotheses for existence and uniqueness, uniform time estimates are given and a global attractor for the trajectories of the associated dynamical system is constructed. Finally, applications are made to nonlinear wave equations such as Sine-Gordon equation, proving the finite dimensionality of the corresponding attractors.


Key words. nonlinear wave equations, attractors, asymptotic behaviour
AMS(MOS) subject classifications. 35L70, 35B40
Introduction. In this paper we study the longtime behaviour of strongly damped wave equations. We address the case where an external excitation drives the solutions and where nontrivial attractors occur. One of our main results concerns the dimension of these sets that we show to be finite. Let us begin by mentioning two applications that have motivated this work. Firstly, the perturbed Sine-Gordon equation

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial t^{2}}-\Delta u+\sin u=-\beta \frac{\partial u}{\partial t}+\alpha \frac{\partial(\Delta u)}{\partial t}+f, \tag{0.1}
\end{equation*}
$$

where $u(x, t)$ is the current in a Josephson junction (see, e.g., [1]), $x$ is the space variable and ( 0.1 ) is posed in a bounded domain $\Omega$ in $\mathbb{R}^{n}$ (with appropriate boundary conditions). The parameters $\alpha$ and $\beta$ are nonnegative and correspond to loss effects. We are concerned in this work with the case where $\alpha>0$ (refer to [2], [3] for the case $\alpha=0$ ). The function $f, f(x, t)$, is time-periodic and figures the external current that drives the device. Another example reads

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial t^{2}}-\Delta u+|u|^{q} u=-\beta\left|\frac{\partial u}{\partial t}\right|^{p} \frac{\partial u}{\partial t}+\alpha \frac{\partial(\Delta u)}{\partial t}+f, \tag{0.2}
\end{equation*}
$$

which is also a perturbed wave equation occurring in quantum mechanics.
These partial differential equations can be seen as infinite-dimensional dynamical systems, and the questions we address in this paper are related to determining whether or not these systems depend on a finite number of degrees of freedom after a transient period. A mathematical approach to this type of problem has been introduced for dissipative parabolic equations, motivated by the study of turbulence in fluids. It was proved that a global attractor exists and captures all the solutions as time goes to infinity, and that this set was finite dimensional. A bound on this dimension provides an estimate on the number of degrees of freedom in the longtime behaviour.

This point of view has been developed for many other types of partial differential equations such as (weakly) damped wave equations, coupled systems, etc. (see Temam [5] for a recent review), and more recently for nonlinear dispersive equations ([6], [7]).

[^73]In this article, we shall consider an abstract evolution equation which can be written as

$$
\begin{equation*}
\frac{d^{2} u}{d t^{2}}+\alpha A \frac{d u}{d t}+A u+g(u)+h\left(u_{t}\right)=f \tag{0.3}
\end{equation*}
$$

where $\boldsymbol{A}$ is a linear positive operator (see below) and show, under several hypotheses, that its longtime behaviour is also described by a global attractor. Results in this direction were derived by Massatt [8] and Webb [9] under quite restrictive hypotheses on the nonlinear terms ( $g$ and $h$ ). Our techniques are completely different from those in [8] and [9] and we are able, for example, to handle nongradient systems or periodically driven equations. Then, in § 4 we give sufficient conditions on the nonlinear terms $g$ and $h$ that insure the finite dimension of this attractor.

## 1. Review and complements on the Cauchy problem.

1.1. Functional setting and the linear semigroup. Let $H$ be a real Hilbert space and $A$ a positive linear self-adjoint unbounded operator with domain $D(A)=$ $\{v \in H \mid A v \in H\}$ which is dense in $H$. The space $D(A)$ is a Banach space when endowed with the graph norm $v \rightarrow\|v\|_{H}^{2}+\|A v\|_{H}^{2}$. We will suppose furthermore that $A: D(A) \rightarrow H$ is an isomorphism and that $A^{-1}$ is a compact operator. Under these hypotheses it is possible to define the power $A^{s}$ of $A(s \in \mathbb{R})$ and to see that the spaces

$$
V_{2 s}=D\left(A^{s}\right) \quad(s \in \mathbb{R})
$$

are Hilbert spaces with scalar products and norms:

$$
\begin{aligned}
& (u, v)_{2 s}=\left(A^{s} u, A^{s} v\right)_{H} \\
& \|u\|_{V_{2 s}}=(u, u)_{2 s}^{1 / 2}
\end{aligned}
$$

respectively.
For the sake of notational simplicity we will write throughout the paper

$$
\begin{array}{ll}
(\cdot, \cdot) & \text { for }(\cdot, \cdot)_{H}, \\
|\cdot|_{2 s} & \text { for }\|\cdot\|_{v_{2 s}}, \\
|\cdot| & \text { for }|\cdot|_{0}, \\
\|\cdot\| & \text { for }|\cdot|_{1} .
\end{array}
$$

Furthermore, we identify $H$ with its dual, which leads to identify $V_{-s}$ with the dual of $V_{s}$, and denote also by $(\cdot, \cdot)$ the duality pairing between these spaces.

Let $I \subset \mathbb{R}$ be an interval and $X$ a Banach space with norm $\|\cdot\|_{X}$. Let $p \in[1, \infty]$ and

$$
L^{p}(I ; X)=\left\{f \mid f: I \rightarrow X \text { such that }\|f\|_{X}(t) \in L^{p}(I)\right\}
$$

be the space of all $X$-value functions and $L^{p}$-integrable on $I$. These spaces are Banach spaces when endowed with the norms

$$
\begin{aligned}
& \|f\|_{L^{p}(I ; X)}=\left[\int_{I}\left(\|f\|_{X}(t)\right)^{p} d t\right]^{1 / p} \quad \text { if } 1 \leqq p<\infty \\
& \|f\|_{L^{\infty}(I ; X)}=\operatorname{ess} \sup _{t \in I}\left\{\|f\|_{X}(t)\right\} \quad \text { if } p=\infty
\end{aligned}
$$

Moreover, let $C(I ; X)$ be the space of all continuous functions from $I$ into $X$ and $C_{b}(I ; X)=C(I ; X) \cap L^{\infty}(I ; X)$ the subspace of the bounded ones.

When inserted in the abstract framework introduced above, the strongly damped wave equation we will consider generalizes as ( $u_{t}$ denote the time derivative)

$$
\begin{align*}
& u_{t t}+\alpha A u_{t}+A u+g(u)+h\left(u_{t}\right)=f(t),  \tag{1.1}\\
& u(0)=u_{0}, \quad u_{t}(0)=u_{1}
\end{align*}
$$

where $\alpha \in \mathbb{R}^{+}, f$ is a given function $I \rightarrow H$, and $g, h$ represent given nonlinear mappings whose properties are to be specified later.

As it is well known (see, e.g., [5]) in the linear case, i.e., the case where $f, g$, and $h$ vanish, (1.1) defines a linear semigroup on $V_{1} \times H$ which we denote by $\Sigma(t)$ :

$$
\Sigma(t):\left(u_{0}, u_{1}\right) \rightarrow\left(u(t), u_{t}(t)\right), \quad t \geqq 0 .
$$

When $\alpha=0$ we recover the usual wave propagator (which is a unitary group) while when $\alpha>0$ (the dissipative case), the $\Sigma(t)$ are no longer invertible and the trajectory tends exponentially to zero as $t \rightarrow+\infty$, as we will see in Proposition 1.1.
1.2. The nonlinear semigroup. In this section we give sufficient conditions that ensure the existence and uniqueness of solutions to (1.1). Although it seems well known that the hypotheses below lead to the desired results, we have not been able to locate them in the literature (see, e.g., [8], [9] for related conditions). The results rely on the classical energy method, i.e., on some a priori estimates on the solutions of (1.1). We consider a smooth solution of (1.1), and assume that the nonlinear interaction term can be split as

$$
\begin{equation*}
g(v)=G^{\prime}(v)+p(v) \tag{1.2}
\end{equation*}
$$

where $G \in C^{1}(V, \mathbb{R})$ satisfies $G(0)=0$ and $p \in C^{0}\left(V, V_{-1}\right)$. The scalar product of (1.1) with $u_{t}$ in $H$ leads to the "energy relation"

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left(\left|u_{t}\right|^{2}+\|u\|^{2}+2 G(u)\right)+\alpha\left\|u_{t}\right\|^{2}+\left(h\left(u_{t}\right), u_{t}\right)+\left(p(u), u_{t}\right)=\left(f, u_{t}\right) \tag{1.3}
\end{equation*}
$$

In order to deduce from this relation some estimates on the solutions we make the following hypotheses:

$$
\begin{align*}
& \liminf _{\|v\| \rightarrow \infty} \frac{G(v)}{\|v\|^{2}} \geqq 0 ;  \tag{H1}\\
& \exists C_{1}>0, \quad \sigma_{1}>0 \quad \text { such that } \quad|p(v)|_{-1}^{2} \leqq C_{1}(1+|G(v)|)^{1-\sigma_{1}} \quad \forall v \in V \text {; }  \tag{H2}\\
& \exists C_{2}>0, \quad \sigma_{2}>0 \quad \text { such that } \quad(h(v), v) \geqq-C_{2}\left(1+\|v\|^{2}\right)^{1-\sigma_{2}} \quad \forall v \in V . \tag{H3}
\end{align*}
$$

Assuming that the external force term $f$ satisfies $f \in L^{2}\left(0, T ; V_{-1}\right)$ for all $T>0$, it is straightforward to derive from the above hypotheses an a priori bound on the smooth solutions of (1.1). Existence of solutions can be then obtained via the usual FaedoGalerkin method. However, supplementary hypotheses are needed in order to pass to the limit in the nonlinear terms. Hence we will assume furthermore that $g$ and $h$ are locally Lipschitzian in the following sense.

There exists $\delta \in] 0,1]$ such that for every $R>0$, there exists $C_{3}=C_{3}(R)$ and $C_{4}=C_{4}(R)$ satisfying

$$
\begin{gather*}
|g(v)-g(w)|_{-1} \leqq C_{3}|v-w|_{1-\delta} \quad \forall v, w \in V \quad\|v\|,\|w\| \leqq R ;  \tag{H4}\\
|h(v)-h(w)|_{-1} \leqq C_{4}(\|v\|+\|w\|)|v-w|_{1-\delta} \quad \forall v, w \in V \quad\|v\|,\|w\| \leqq R . \tag{H5}
\end{gather*}
$$

Under these hypotheses (i.e., (H1)-(H5)), for every $f \in L^{2}\left(0, T ; V_{-1}\right)$ for all $T>0$ and $u_{0} \in V, u_{1} \in H$ there exists an unique function $u(t)$ such that

$$
u \in C\left(\mathbb{R}^{+} ; V\right), \quad u_{t} \in C\left(\mathbb{R}^{+}, H\right) \cap L^{2}(0, T ; V) \quad \forall T>0
$$

that satisfies (1.1).
Moreover, if $f$ is time independent, i.e., $f(t) \equiv f \in V_{-1}$, the mappings

$$
S(t)=\left\{u_{0}, u_{1}\right\} \rightarrow\left\{u(t), u_{t}(t)\right\}
$$

form a semigroup on $V \times H$ : that is, for fixed $t>0, S(t)$ is continuous on $V \times H$ and

$$
S(0)=I, \quad S\left(t_{1}+t_{2}\right)=S\left(t_{1}\right) \circ S\left(t_{2}\right), \quad t_{1}, t_{2}>0 .
$$

## 2. Bounded absorbing sets and attractors.

### 2.1. Time-uniform estimates in $V_{1} \times H$.

2.1.1. The linear case. In this section we show the decay to zero of the linear operator $\Sigma(t)$ as $t \rightarrow+\infty$, as we have announced before.

Proposition 2.1. Let $\lambda_{1}$ be the first eigenvalue of $A$ and set $\varepsilon_{0}=$ $\min \left(1 / \alpha, \alpha \lambda_{1} /\left(2\left(1+\lambda_{1}\right)\right)\right)$. Then, for every $\left.\varepsilon \in\right] 0, \varepsilon_{0}[$,

$$
|\{u, v\}|_{\varepsilon}^{2} \equiv(1-\varepsilon \alpha)\|u\|^{2}+\varepsilon^{2}|u|^{2}+|v+\varepsilon u|^{2}
$$

induces a norm on $V_{1} \times H$, equivalent to the usual one, and for every $\left\{u_{0}, u_{1}\right\} \in V_{1} \times H$, we have

$$
\begin{equation*}
\left|\Sigma(t)\left\{u_{0}, u_{1}\right\}\right|_{\varepsilon} \leqq e^{-\varepsilon t}\left|\left\{u_{0}, u_{1}\right\}\right|_{\varepsilon} \quad \forall t \geqq 0 . \tag{2.1}
\end{equation*}
$$

Proof. Actually we are going to show a slightly stronger result than (2.1). We take $g=h=0$ and $f \in V_{-1}$ and denote by $\left\{u(t), u_{t}(t)\right\}$ the solution of (1.1). Then

$$
\begin{equation*}
|\{u, v\}|_{\varepsilon}^{2} \leqq\left|\left\{u_{0}, v_{0}\right\}\right|^{2} e^{-2 \varepsilon t}+\frac{\left(1-e^{-2 \varepsilon t}\right)}{2 \alpha \varepsilon}|f|_{-1}^{2} . \tag{2.2}
\end{equation*}
$$

In order to prove (2.2) we set $v=u_{t}+\varepsilon u$, where $\varepsilon \leqq \varepsilon_{0}$. Thus

$$
\begin{equation*}
v_{t}=u_{t t}+\varepsilon u_{t}=u_{t t}+\varepsilon(v-\varepsilon u), \tag{2.3}
\end{equation*}
$$

and making use of (1.1) we find

$$
\begin{align*}
& v_{t}+(1-\varepsilon \alpha) A u+\varepsilon^{2} u+(\alpha A-\varepsilon) v=f,  \tag{2.4}\\
& u_{t}=v-\varepsilon u .
\end{align*}
$$

Taking the scalar product of $(2.4)_{1}$ with $v$ we have

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}|v|^{2}+(1-\varepsilon \alpha)(A u, v)+\varepsilon^{2}(u, v)+((\alpha A-\varepsilon) v, u)=(f, v) \tag{2.5}
\end{equation*}
$$

and using $(2.4)_{2}$, we can deduce that

$$
\begin{aligned}
& (A u, v)=\frac{1}{2} \frac{d}{d t}\|u\|^{2}+\varepsilon\|u\|^{2} \\
& (u, v)=\frac{1}{2} \frac{d}{d t}|u|^{2}+\varepsilon|u|^{2}
\end{aligned}
$$

Substituting in (2.2) we get

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left[(1-\varepsilon \alpha)\|u\|^{2}+|v|^{2}+\varepsilon^{2}|u|^{2}\right]+\varepsilon(1-\varepsilon \alpha)\|u\|^{2}+((\alpha A-\varepsilon) v, u)+\varepsilon^{3}|u|^{2}=(f, v) \tag{2.6}
\end{equation*}
$$

Now, we have that

$$
\lambda_{1}|v|^{2} \leqq\|v\|^{2} .
$$

Thus, thanks to the hypotheses made on $\varepsilon$, it is easy to see that

$$
\begin{equation*}
((\alpha A-\varepsilon) u, v) \geqq \frac{\alpha}{2}\|v\|^{2}+\varepsilon|v|^{2} \tag{2.7}
\end{equation*}
$$

so that by (2.6) we get, setting $y=|\{u, v\}|_{\varepsilon}^{2}$,

$$
\begin{equation*}
\frac{1}{2} \frac{d y}{d t}+\varepsilon y+\frac{\alpha}{2}\|v\|^{2} \leqq|f|_{L^{\infty}\left(\mathbb{R}^{+}, V_{-1}\right)}\|v\| \leqq \frac{\alpha}{2}\|v\|^{2}+\frac{1}{2 \alpha}|f|_{L^{\infty}\left(\mathbb{R}^{+}, H\right)}^{2} . \tag{2.8}
\end{equation*}
$$

By this and Gronwall's lemma it is straightforward to derive (2.2).
By (2.2) the following result also follows:

$$
\begin{equation*}
\left.\left.\left\|\Sigma_{\varepsilon}(t)\left\{u_{0}, u_{1}+\varepsilon u_{0}\right\}\right\|_{V_{1} \times H} \leqq e^{-2 \varepsilon t}\left\|\left\{u_{0}, u_{1}+\varepsilon u_{0}\right\}\right\|_{V_{1} \times H} \quad \forall t \geqq 0, \quad \forall \varepsilon \in\right] 0, \varepsilon_{0}\right] . \tag{2.9}
\end{equation*}
$$

2.1.2. The nonlinear case. In order to obtain estimates similar to those of the preceding paragraph we need two more assumptions on the nonlinear terms. Hence we assume that there exists $C_{5}>0$ such that

$$
\begin{equation*}
\liminf _{\|v\| \rightarrow+\infty} \frac{(v, g(v))-C_{5} G(v)}{\|v\|^{2}} \geqq 0 \tag{H6}
\end{equation*}
$$

and there exist $C_{6}>0$ and $\sigma_{3}>0$ such that

$$
\begin{equation*}
|h(v)|_{-1} \leqq C_{4}(1+\|v\|)^{1-\sigma_{3}} \quad \forall v \in V . \tag{H7}
\end{equation*}
$$

This last hypothesis is somewhat restrictive but we shall relax it below; see Remark 2.2. We are now in position to prove the following.

Proposition 2.2. Let $f \in H$ and $g$, h satisfy hypotheses (H1), (H2), (H3), (H6), and (H7). Then there exists a bounded absorbing set $B_{0}$ in the space $V_{1} \times H$ for the dynamical system represented by (1.1).

Proof. We are going to prove the following result: For every $\varepsilon \in] 0, \varepsilon_{1}[$, where $\varepsilon_{1}=\min \left(1 / \alpha, \alpha / 3 \lambda_{1}\right)$ there exist positive constants $k=k(\varepsilon)$ and $\rho$ (independent of $\varepsilon$ ) such that the solution $u(t)$ of (1.1) satisfies

$$
\begin{align*}
& (1-\varepsilon \alpha)\|u\|^{2}+\varepsilon^{2}|u|^{2}+\left|u_{t}+\varepsilon u\right|^{2}+2 G(u) \\
& \quad \leqq\left[(1-\varepsilon \alpha)\left\|u_{0}\right\|^{2}+\varepsilon^{2}\left|u_{0}\right|^{2}+\left|u_{1}+\varepsilon u_{0}\right|^{2}+2 G\left(u_{0}\right)\right] e^{-\varepsilon \rho t}  \tag{2.10}\\
& \quad+\frac{1}{\varepsilon \rho}\left(1-e^{-\varepsilon \rho t}\right)\left(k+\frac{1}{\alpha}|f|^{2}\right) .
\end{align*}
$$

Proceeding similarly as in Proposition 2.1, it is easy to get

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left[(1-\varepsilon \alpha)\|u\|^{2}+\varepsilon^{2}|u|^{2}+|v|^{2}\right]+\varepsilon(1-\varepsilon \alpha)\|u\|^{2}+\varepsilon^{2}|u|^{2}  \tag{2.11}\\
& \quad+\alpha\|v\|^{2}-\varepsilon|v|^{2}=(f, v)-(g(u), v)-(h(u), v) .
\end{align*}
$$

By (2.4) $)_{2}$ and the decomposition (1.2), we have

$$
\begin{align*}
& (g(u), v)=\frac{d}{d t} G(u)+\left(p(u), v_{t}\right)+\varepsilon(g(u), u),  \tag{2.12}\\
& \left(h\left(u_{t}\right), v\right)=\left(h\left(u_{t}\right), u_{t}\right)+\varepsilon\left(h\left(u_{t}\right), u\right)
\end{align*}
$$

Therefore equality (2.11) can be rewritten as

$$
\begin{align*}
\frac{d}{d t} & {\left[(1-\varepsilon \alpha)\|u\|^{2}+\varepsilon^{2}|u|^{2}+|v|^{2}+2 G(u)\right]+\varepsilon\left[(1-\varepsilon \alpha)\|u\|^{2}+\varepsilon^{2}|u|^{2}\right] } \\
& +\varepsilon\left[(1-\varepsilon \alpha)\|u\|^{2}+2(g(u), u)\right]+2 \alpha\|v\|^{2}-2 \varepsilon|v|^{2}+2\left(h\left(u_{t}\right), u_{t}\right)+\varepsilon^{3}|u|^{2}  \tag{2.13}\\
= & 2\left(p(u), u_{t}\right)-2 \varepsilon\left(h\left(u_{t}\right), u\right) .
\end{align*}
$$

Now hypotheses (H2), (H3), (H6), and (H7) imply that for every choice of $\delta_{i}>0$ $(i=1, \cdots, 4)$ there exist corresponding constants $k_{i}>0(i=1, \cdots, 4)$ such that

$$
\begin{gather*}
(g(u), u) \geqq C_{5} G(u)-\frac{\varepsilon^{2} \delta_{1}}{2}\|u\|^{2}+k_{1},  \tag{2.14}\\
\left(p(u), u_{t}\right) \leqq\|p(u)\|_{*}\left\|u_{t}\right\| \leqq\left[\delta_{2}(1+|G(u)|)^{1 / 2}+k_{2}\right]\left\|u_{t}\right\|,  \tag{2.15}\\
\left(h\left(u_{t}\right), u_{t}\right) \geqq-\frac{\delta_{3}}{2}\left(1+\frac{1}{2}\left\|u_{t}\right\|^{2}\right)-k_{3},  \tag{2.16}\\
-\left(h\left(u_{t}\right), u\right) \leqq\left|h\left(u_{t}\right)\right|_{-1}\|u\| \leqq C_{4}\left(1+\left\|u_{t}\right\|\right)\|u\| . \tag{2.17}
\end{gather*}
$$

Making use of the Cauch-Schwarz inequality and the fact that $\left\|u_{t}\right\|^{2} \leqq 2\|v\|^{2}+2 \varepsilon^{2}\|u\|^{2}$, it is easy to deduce from (2.15)-(2.17) that

$$
\begin{array}{r}
2\left(h\left(u_{t}\right), u_{t}\right) \geqq-\delta_{3}\left(1+\|v\|^{2}+\varepsilon^{2}\|u\|^{2}\right), \\
\left|2 \varepsilon\left(h\left(u_{t}\right), u\right)\right| \leqq k_{5}+\varepsilon^{2}\left(\delta_{5}\|u\|^{2}+\delta_{4}\|v\|^{2}\right), \tag{2.19}
\end{array}
$$

where $k_{5}$ and $\delta_{5}$ depend on $\varepsilon, k_{4}, \delta_{3}$,

$$
\begin{equation*}
-2\left(p(u), u_{t}\right) \leqq k_{6}+\varepsilon^{2} \delta_{8}\|u\|^{2}+2 \varepsilon \delta_{2} G(u)+\varepsilon \delta_{6}\|v\|^{2} \tag{2.20}
\end{equation*}
$$

where $k_{6}$ and $\delta_{6}$ depend on $\varepsilon, \delta_{2}, k_{2}, \delta_{4}$.
Inserting all these inequalities in (2.13) and setting $z=(1-\varepsilon \alpha)\|u\|^{2}+$ $\varepsilon^{2}|u|^{2}+|v|^{2}+2 G(u)$ we have

$$
\begin{align*}
& \frac{d z}{d t}+\varepsilon\left[(1-\varepsilon \alpha)\|u\|^{2}+\varepsilon^{2}|u|^{2}+2\left(C_{5}-\delta_{2}\right) G(u)\right] \\
& \quad+\varepsilon\left\{\left[1-\varepsilon\left(\alpha+\delta_{1}+\delta_{3}+\delta_{4}+\delta_{6}\right)\right]\|u\|^{2}+\varepsilon^{2}|u|^{2}\right\}  \tag{2.21}\\
& \quad+\left(2 \alpha-\delta_{2}-\varepsilon^{2} \delta_{3}-\delta_{6}\right)\|v\|^{2}-2 \varepsilon|v|^{2} \leqq 2(f, v)+k_{7},
\end{align*}
$$

where $k_{7}=k_{1}+\delta_{3}+k_{5}+k_{4}$.
Now we note that if $\varepsilon<\min \left(1 / \alpha, \alpha / 3 \lambda_{1}\right)$, then we can find $\delta_{1}, \delta_{3}, \delta_{4}, \delta_{5}, \delta_{7}$ such that

$$
\begin{gathered}
1-\varepsilon\left(\alpha+\delta_{1}+\delta_{3}+\delta_{4}+\delta_{6}\right) \geqq 0, \\
\frac{1}{\lambda_{1}} \geqq \frac{3 \varepsilon}{\alpha-\delta_{3}-\varepsilon \delta_{4}-\delta_{6}},
\end{gathered}
$$

so that we can forget the term in $\}$ and that

$$
\left(2 \alpha-\delta_{2}-\varepsilon^{2} \delta_{3}-\delta_{6}\right)\|v\|^{2} \geqq \alpha\|v\|^{2}+\varepsilon|v|^{2} .
$$

By this inequality and (2.21) we can deduce

$$
\begin{equation*}
\frac{d z}{d t}+\varepsilon \rho z \leqq k_{7}+\frac{|f|^{2}}{\alpha}, \quad 0<\rho<\min \left\{1, C_{3}\right\}, \tag{2.22}
\end{equation*}
$$

and using Gronwall's lemma, (2.10) follows. Now hypothesis (H1) implies that for all $\delta_{7}>0$ there exists $k_{8}>0$ such that

$$
2 G(u)+\delta_{7}\|u\|^{2} \geqq-k_{8},
$$

so that from (2.10) we deduce that if $\varepsilon<\varepsilon_{2}=\min \left(1 / 2 \alpha, \alpha / 3 \lambda_{1}\right)$

$$
\begin{equation*}
\frac{1}{2}\|u\|^{2}+\varepsilon^{2}|u|^{2}+|v|^{2} \leqq k_{9}+z(0) e^{-\varepsilon \rho t}, \tag{2.23}
\end{equation*}
$$

where

$$
k_{9}=-k_{8}+\frac{k_{7}}{\varepsilon \rho}+\frac{1}{\varepsilon \rho \alpha}|f|^{2} .
$$

Now from (2.22) it readily follows that for every choice of $u_{0}, u_{1}, \varepsilon<\varepsilon_{2}$, and $G$ (of course restricted by (H1) and (H6)), there exists $t_{0}=t_{0}\left(\varepsilon,\left\|u_{0}\right\|,\left|u_{1}\right|, G\right)$ such that for $t \geqq t_{0}$

$$
\begin{equation*}
\left(u(t), u_{t}(t)+\varepsilon u(t)\right) \in\left\{(x, y) \in V \times H:\|(x, y)\|_{V \times H}^{2} \leqq 2 k_{9}+1\right\} \equiv B_{0}, \tag{2.24}
\end{equation*}
$$

i.e., $B_{0}$ is absorbing for the dynamical system (1.1).

Remark 2.1. It is possible to assume $f \in C_{b}\left(\mathbb{R}^{+} ; H\right)$ and easily modify the above proof so that $|f|$ is replaced by $|f|_{L^{\infty}\left(\mathbb{R}^{+} ; H\right)}$.

Remark 2.2. The hypothesis (H7) is somewhat restrictive with respect to the applications we have in view. We relax this assumption by writing $h=h_{1}+h_{2}$, where $h_{1}$ satisfies (H7) and $h_{2}$ is such that there exist $\left.\left.\delta_{8} \in\right] 0, \frac{1}{2}\right]$ and $C_{5}$ such that

$$
\begin{equation*}
\left|h_{2}(v)\right|_{-1} \leqq C_{5}\left(h_{2}(v), v\right)^{1-\delta_{8}} . \tag{2.25}
\end{equation*}
$$

Now Proposition 1.2 can be extended to this case.
Proposition 2.3. The conclusions of Proposition 1.2 hold true if we replace the fact that $h$ satisfies (H7) by the assumptions $h=h_{1}+h_{2}$ where $h_{1}$ satisfies $(\mathrm{H} 7)$ and $h_{2}$ satisfies (2.25).

Proof. From (2.24) it follows that

$$
\varepsilon\left|\left(h_{2}\left(u_{t}\right), u\right)\right| \leqq \varepsilon\left|h_{2}\left(u_{t}\right)\right|_{-1}\|u\| \leqq \varepsilon C_{5}\left(h_{2}\left(u_{t}\right), u_{t}\right)+\varepsilon^{2 q} C_{6}\|u\|^{2 q},
$$

with $2 q=1 / \delta_{8}, q \geqq 1$. Then (2.22) reads as

$$
\frac{d z}{d t}+\varepsilon \rho z \leqq k_{7}+\frac{|f|^{2}}{\alpha}+C_{6} \varepsilon^{2 q}\|u\|^{2 q}
$$

But, since for $\varepsilon \leqq 1 / 2 \alpha$ we have $z \geqq \frac{1}{2}\|u\|^{2}$, it follows that

$$
\frac{d z}{d t}+\varepsilon \rho z \leqq k_{7}+\frac{|f|^{2}}{\alpha}+C_{7} \varepsilon^{2 q} z^{2 q} .
$$

Now, if we take $\varepsilon$ sufficiently small, we can suppose

$$
\varepsilon C_{7}^{1 / q}\left(k_{7}+\frac{2|f|^{2}}{\alpha}\right) \leqq\left(\frac{|f|^{2}}{2 \alpha}\right)^{1 / q}
$$

We choose $z_{0}$ and $\varepsilon$ such that

$$
\begin{equation*}
C_{7} \varepsilon^{2 q} z_{0} \leqq \frac{1}{2} \frac{|f|^{2}}{\alpha}, \quad 0 \leqq t \leqq T \tag{2.26}
\end{equation*}
$$

so that

$$
\begin{equation*}
C_{7} \varepsilon^{2 q} z(t)^{q} \leqq \frac{|f|^{2}}{\alpha}, \quad 0 \leqq t \leqq T, \tag{2.27}
\end{equation*}
$$

and it can be that either

$$
\begin{equation*}
T<\infty \quad \text { and } \quad C_{7} \varepsilon^{2 q_{z} z^{q}}(T)=\frac{|f|^{2}}{\alpha} \tag{2.28}
\end{equation*}
$$

or

$$
\begin{equation*}
T=\infty . \tag{2.29}
\end{equation*}
$$

In the interval $0 \leqq t \leqq T$, by the previous assumption on $\varepsilon$, we have

$$
\frac{d z}{d t}+\varepsilon \rho z \leqq k_{7}+\frac{2|f|^{2}}{\alpha}
$$

and therefore

$$
z(t) \leqq z_{0} e^{-\varepsilon \rho t}+\frac{1}{\varepsilon \rho}\left(k_{7}+\frac{2|f|^{2}}{\alpha}\right)\left(1-e^{-\varepsilon \rho t}\right), \quad 0 \leqq t \leqq T
$$

Now, since $x \rightarrow x^{q}$ is convex for $q \geqq 1$, we obtain

$$
z(t)^{q} \leqq z_{0}^{q} e^{-\varepsilon \rho t}+\frac{1}{\varepsilon^{q} \rho^{q}}\left(k_{7}+\frac{2|f|^{2}}{\alpha}\right)^{q}\left(1-e^{-\varepsilon \rho t}\right),
$$

so that

$$
C_{7} \varepsilon^{2 q} z(t)^{q} \leqq C_{7} \varepsilon^{2 q} z_{0}^{q} e^{-\varepsilon \rho t}+\frac{C_{7} \varepsilon^{q}}{\rho^{q}}\left(k_{7}+\frac{2|f|^{2}}{\alpha}\right)\left(1-e^{-\varepsilon \rho t}\right), \quad 0 \leqq t \leqq T
$$

But from the assumptions (2.26) and (2.28) on $z_{0}$ and $\varepsilon$, it follows that

$$
C_{7} \varepsilon^{2 q} z^{q}(t) \leqq \frac{1}{2} \frac{|f|^{2}}{\alpha}, \quad 0 \leqq t \leqq T .
$$

From this we deduce that (2.28) is impossible and $T=+\infty$, giving us

$$
\begin{equation*}
z(t) \leqq z_{0} e^{-\varepsilon \rho t}+\frac{1}{\varepsilon \rho}\left(k_{7}+\frac{|f|^{2}}{\alpha}\right)\left(1-e^{-\varepsilon \rho t}\right), \quad 0 \leqq t \leqq \infty \tag{2.30}
\end{equation*}
$$

and

$$
C_{7} \varepsilon^{2 q} z_{0}^{q} \leqq \frac{1}{2} \frac{|f|^{2}}{\alpha} \quad \text { for } \varepsilon \leqq \varepsilon_{0}
$$

Now we still need to prove that there exists an absorbing set in $V_{1} \times H$, since in the previous argument $\varepsilon$ depends on $z_{0}$.

Then, if $\left|z_{0}\right| \geqq k_{1}$ with $R_{1} \geqq\left(1 / \varepsilon_{0}^{2}\right)\left(\left(1 / 2 C_{7}\right)\left(|f|^{2} / \alpha\right)\right)^{2 / q}$, it follows that

$$
z(t) \leqq z_{0} e^{-\varepsilon \rho t}+C_{8} \bar{z}_{0}\left(1-e^{-\varepsilon \rho t}\right) \quad \forall t \geqq 0, \quad \varepsilon \leqq \varepsilon_{0} .
$$

Now, if $R_{2}=16 C_{8}$, and $R \geqq R_{1}+R_{2}$, it is easy to see that

$$
z(t) \leqq z_{0} e^{-\varepsilon \rho t}+\frac{R}{4}\left(1-e^{-\varepsilon \rho t}\right)
$$

so that for $t \geqq t_{1}(R), z(t) \leqq R / 2$. At this point, if $R / 2 \geqq R_{2}$, we can continue the argument until $R / 2 \leqq R_{2}$. Thus $\left\{|z| \leqq R_{2}\right\}$ is absorbing.
2.2. Construction of the global attractor. We will assume that the nonlinear mappings $g$ and $h$, introduced in §§ 1.1-1.2, satisfy the following hypothesis:

$$
\begin{align*}
& \left.\exists \delta \in] 0, \frac{1}{2}\right] \text { such that } \forall(\xi, \eta) \in V \times V \text { and } \forall \rho \geqq 0, \\
& \|\xi\| \leqq \rho \text { and }|\eta| \leqq \rho \Rightarrow \exists C_{9}(\rho) \text { such that }  \tag{H8}\\
& |g(\xi)|_{2 \delta-1}^{2}+|h(\eta)|_{2 \delta-1}^{2} \leqq C_{9}(\rho)\left(1+\|\eta\|^{2}\right) .
\end{align*}
$$

This section will be devoted to the proof of the following theorem.
Theorem 2.1. The $\omega$-limit set of $B_{0}$,

$$
\mathscr{A}=\omega\left(B_{0}\right)=\bigcap_{s>0} \operatorname{cl}\left(\bigcup_{t \geqq s} S(t) B_{0}\right),
$$

where cl stands for the closure with respect to the topology of $V_{1} \times H$, which is the global attractor for $S(t)$ in that space, i.e.,
(i) $\mathscr{A}$ is a compact nonempty connected set in $V_{1} \times H$;
(ii) $\mathscr{A}$ is invariant under $S(t) ; S(t) \mathscr{A}=\mathscr{A} \forall t \geqq 0$;
(iii) $\mathscr{A}$ is globally attracting: for every bounded set $\mathscr{B}$ in $V_{1} \times H$, dist $(S(t) B, \mathscr{A})$ tends to zero as $t \rightarrow \infty$.

Remarks 2.3. (i) A similar result was obtained by Massatt [8] under more restrictive hypotheses on the nonlinear mappings $g$ and $h$. We also notice that our techniques are completely different from those in [8].
(ii) We have denoted dist $(X, Y)=\sup _{x \in X} \inf _{y \in Y} d(x, y)$.
(iii) The proof below will also show that $\mathscr{A}$ is bounded in the norm of $V_{1+\delta} \times V_{\delta}$, where $\delta$ is given in (H8).

Proof. The proof will be an easy consequence of the following abstract result [2], [4].

Proposition 2.4. If a semigroup $S(t)$ on a metric space $\mathscr{E}$ possesses a bounded absorbing set $B_{\alpha}$ and for every bounded set $B$ in $\mathscr{E}$, there exists a compact set $K$ in $\mathscr{E}$ such that $\lim _{t \rightarrow+\infty}$ dist $(S(t) B, K)=0$ then the $\omega$-limit set $\omega\left(B_{\alpha}\right)$ is the global attractor of $S(t)$.

Therefore let $R \geqq 0$ be given with $u_{0} \in V, u_{1} \in H$ such that $\left\|u_{0}\right\| \leqq R$ and $\left|u_{1}\right| \leqq R$. We know from Proposition 1.2 that there exist $C_{0}, T_{0}(R)$, and $K_{0}(R)$ such that

$$
\begin{gather*}
\|u(t)\|^{2}+\left|u_{t}(t)\right|^{2} \leqq C_{0} \quad \forall t \geqq T_{0}(R),  \tag{2.31}\\
\|u(t)\|^{2}+\left|u_{t}(t)\right|^{2} \leqq K_{0}(R) \quad \forall t \geqq 0 . \tag{2.32}
\end{gather*}
$$

Let us write now $u=v+w$, where

$$
\begin{gather*}
v_{t t}+\alpha A v_{t}+A v=\varphi(t),  \tag{2.33}\\
v(0)=0, \quad v_{t}(0)=0,  \tag{2.34}\\
\varphi(t)=f-g(u(t))-h\left(u_{t}(t)\right), \tag{2.35}
\end{gather*}
$$

and

$$
\begin{gather*}
w_{t t}+\alpha A w_{t}+A w=0,  \tag{2.36}\\
w(0)=u_{0}, \quad w_{t}(0)=u_{1} . \tag{2.37}
\end{gather*}
$$

Proposition 2.1 shows that there exist $C_{\varepsilon}>0$ such that

$$
\begin{equation*}
\|w(t)\|^{2}+\left|w_{t}(t)\right|^{2} \leqq C_{\varepsilon} e^{-\varepsilon t} R^{2} \quad \forall t \geqq 0 . \tag{2.38}
\end{equation*}
$$

Now hypothesis (H8) and (2.31) imply that

$$
\begin{equation*}
\left|g(u(t))+h\left(u_{t}(t)\right)\right|_{2 \delta-1}^{2} \leqq C_{9}(R)\left\|u_{t}\right\|^{2}, \tag{2.39}
\end{equation*}
$$

and integrating (2.21) between $t$ and $t+1$ it is easy to deduce that

$$
\begin{equation*}
\int_{t}^{t+1}\left\|u_{t}(t)\right\|^{2} d \tau \leqq C_{10}(R) \quad \forall t \geqq 0 \tag{2.40}
\end{equation*}
$$

so that, by virtue of (2.35), we have

$$
\begin{align*}
\int_{t}^{t+1}|\varphi(\tau)|_{2 \delta-1}^{2} d \tau & \leqq 2\left(\int_{t}^{t+1}|f|_{2 \delta-1}^{2} d \tau+\int_{t}^{t+1}|g(u(\tau))+h(u(\tau))|_{2 \delta-1}^{2} d \tau\right) \\
& \leqq C_{11}(R) . \tag{2.41}
\end{align*}
$$

Suppose now that there exists $C_{12}(R)$ such that

$$
\begin{equation*}
|v(t)|_{2 \delta+1}+\left|v_{t}(t)\right|_{2 \delta} \leqq C_{12}(R) ; \tag{2.42}
\end{equation*}
$$

then $U_{t \geqq 0,\left\|u_{0}\right\| \leqq R}\left\{v(t), v_{t}(t)\right\}$ is bounded in $V_{2 \delta+1} \times V_{\delta}$ and being the injection $V_{2 \delta+1} \times$ $V_{\delta} \rightarrow V \times H$ compact, we have

$$
\overline{\substack{t \geq 0 \\\left\|u_{0}\right\| \leqq R}}\left\{v(t), v_{t}(t)\right\}=K \text { is compact in } V \times H
$$

But from (2.38) it follows that $\cup_{t ミ 0,\left\|u_{0}\right\| \leqq R}\left\{u(t)-v(t), u_{t}(t)-v_{t}(t)\right\}$ is contained in the ball $B_{V \times H}\left(0, C e^{-\varepsilon t} R^{2}\right)$ which tends strongly to zero, so that $\overline{U_{t \cong 0} S(t) B^{V \times H}}$ is compact in $V \times H$ and the theorem is proved.

It remains to prove (2.42). Setting $\xi=A^{\delta} v$, by (2.26) we have

$$
\begin{equation*}
\xi_{t t}+\alpha A \xi_{t}+A \xi=A^{\delta} \varphi \tag{2.43}
\end{equation*}
$$

from which, setting $\eta=\xi_{t}+\varepsilon \xi$ and $y=|\{\xi, \eta\}|_{\varepsilon}$, it is easy to derive

$$
\begin{equation*}
\frac{1}{2} \frac{d y}{d t}+\varepsilon y+\frac{\alpha}{2}\|\eta\|^{2}=\left(A^{\delta} \varphi, \eta\right)=\left(A^{\delta-(1 / 2)} \varphi, A^{(1 / 2)} \eta\right) \leqq\|\eta\||\varphi|_{2 \delta-1} \tag{2.44}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{d y}{d t}+2 \varepsilon y \leqq C_{13}|\varphi|_{2 \delta-1}^{2}=\zeta \tag{2.45}
\end{equation*}
$$

with

$$
\begin{equation*}
\int_{t}^{t+1} \zeta(\tau) d \tau \leqq C_{14}(R) \tag{2.46}
\end{equation*}
$$

Integration of (2.45) now yields

$$
y(t) e^{2 \varepsilon t} \leqq y(0)+\int_{0}^{t} \zeta(\tau) e^{2 \varepsilon \tau} d \tau, \quad n \leqq t \leqq n+1, \quad n \in \mathbb{N},
$$

by which

$$
\begin{aligned}
y(t) e^{2 \varepsilon t} & \leqq y(0)+\sum_{k=0}^{n} \int_{k}^{k+1} \zeta(\tau) e^{2 \varepsilon \tau} d \tau \\
& \leqq y(0)+\sum_{k=0}^{n} e^{2 \varepsilon(k+1)} \int_{k}^{k+1} \zeta(\tau) d \tau \\
& \leqq y(0)+C_{14}(R) \frac{e^{2 \varepsilon(n+2)}-1}{e^{2 \varepsilon}-1} \\
& \leqq y(0)+C_{14}(R) \frac{e^{2 \varepsilon(t+2)}}{e^{2 \varepsilon}-1}
\end{aligned}
$$

and, remembering that $y(0)=0$ by (2.35),

$$
y(t) \leqq C_{14}(R) \frac{e^{4 \varepsilon}}{e^{2 \varepsilon}-1} \quad \forall t \geqq 0
$$

which rewrites as

$$
\begin{equation*}
\|\xi(t)\|^{2}+\left|\xi_{t}(t)+\varepsilon \eta(t)\right|^{2} \leqq C_{15}(R) \tag{2.47}
\end{equation*}
$$

but $v=A^{-\delta} \xi$, so (2.47) implies (2.42) and the proof is complete.

## 3. Applications to wave equations.

3.1. Model problems. We want now to restrict ourselves to a class of model problems which fits in the abstract framework introduced in § 1 and to state sufficient conditions on the nonlinearities to guarantee that hypothesis (H8) and its subsequents be satisfied. Namely, we are going to set $A=-\Delta$ with Dirichlet boundary conditions and consider the mappings $g, h$ as real functions acting on $u(x, t)$ and $u_{t}(x, t)$, respectively. Therefore let $\Omega$ be an open bounded connected domain in $\mathbb{R}^{n}$ with Lipschitz boundary. The model problems that will be considered are of the form

$$
\begin{align*}
& \frac{\partial^{2} u}{\partial t^{2}}(x, t)+\alpha \Delta \frac{\partial u}{\partial t}(x, t)-\Delta u(x, t)+g(u(x, t))+h\left(\frac{\partial u}{\partial t}(x, t)\right)=f(x, t), \\
& \left.u(x, t)\right|_{\partial \Omega}=0,  \tag{3.1}\\
& u(x, 0)=u_{0}(x), \quad \frac{\partial u}{\partial t}(x, 0)=u_{1}(x) .
\end{align*}
$$

In this case $H=L^{2}(\Omega), V_{1}=D\left(A^{1 / 2}\right)=H_{0}^{1}(\Omega), D(A)=H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$ and $|\cdot|,\|\cdot\|$ will denote the $L^{2}(\Omega)$ - and $H_{0}^{1}(\Omega)$-norms.

We assume that the functions $g$ and $h$ are such that (H1)-(H6) and (2.25) hold true. This will be the case if, e.g., $g(s)=\lambda|s|^{\beta-1} s$ and $h(s)=\mu|s|^{\gamma-1} s$ with $\lambda \geqq 0, \mu \geqq 0$, $\beta>0, \gamma>0$, and (for $n \geqq 3$ ), $\gamma, \beta<1+\left(n^{2} / n-2\right)$. Of course much more general functions $g$ and $h$ could be considered but we have restricted the exposition to homogeneous ones for the sake of simplicity.

It is merely worthwhile to note that the following results can be obtained in the general framework; we have left that framework only for a better readability of the proofs and theorems.
3.2. Further smoothness properties of the limit sets. The aim of this section is to prove that if the data are more regular, then so is the solution of (3.1), and that there exists an absorbing set for the system (3.1) in the space $V_{1} \times V_{2} \equiv H_{0}^{1}(\Omega) \times$ $\left(H^{2}(\Omega) \cap H_{0}^{1}(\Omega)\right.$ ).

To prove what follows let us make two supplementary hypotheses:

$$
\begin{align*}
& \forall R \geqq 0 \exists \sigma_{4} \geqq 0, \exists C_{16}=C_{16}(R) \text { such that }  \tag{H9}\\
& \|v\| \leqq R \Rightarrow|g(v)| \leqq C_{16}(1+|\Delta v|)^{1-\sigma_{4} / 2 \quad} \quad \forall v \in V ; \\
& \forall R \geqq 0 \exists \sigma_{5}>0, \exists C_{17}=C_{17}(R) \text { such that } \\
& \|v\| \leqq R \Rightarrow|h(v)| \leqq C_{17}(1+|\Delta v|)^{1-\sigma_{5}} \quad \forall v \in V . \tag{H10}
\end{align*}
$$

We then have the following proposition.
Proposition 3.1. Let $f \in H$ and $g$, $h$ satisfy (H9) and (H10). Then there exists an absorbing set $B_{1}$ in the space $V_{1} \times V_{2}$ for the dynamical system (1.1).

Proof. We begin to show that if $u_{0} \in V_{2}, u_{1} \in V_{1}$, then for every $R \geqq 0$ there exists $K_{10}=K_{10}(R)$ such that, for $0<\varepsilon<\varepsilon_{1}$,

$$
(1-\varepsilon \alpha)|\Delta u|^{2}+\varepsilon\|u\|^{2}+\left\|u_{t}+\varepsilon u\right\|^{2} \leqq\left[(1-\varepsilon \alpha)\left|\Delta u_{0}\right|^{2}+\left\|u_{0}\right\|^{2}+\left\|u_{1}+\varepsilon u_{0}\right\|^{2}\right] e^{-\varepsilon t}
$$

$$
\begin{equation*}
+\frac{1}{\varepsilon}\left(1-e^{-\varepsilon t}\right)\left[K_{10}(R)+|f|\right] . \tag{3.2}
\end{equation*}
$$

Taking the scalar product of (3.1) with $v=u_{t}+\varepsilon u$ in $V_{1}$, we easily get

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} & \left((1-\varepsilon \alpha)|\Delta u|^{2}+\varepsilon^{2}\|u\|^{2}+\|v\|^{2}\right)+\varepsilon(1-\varepsilon \alpha)|\Delta u|^{2}+\varepsilon^{3}\|u\|^{2}+((-\alpha \Delta-\varepsilon) v, A v) \\
& =(f, A v)+(g(u), A v)+\left(h\left(u_{t}\right), \Delta v\right)
\end{aligned}
$$

We choose now $R \geqq 0$ such that $\left|\Delta u_{0}\right|^{2}+\varepsilon^{2}\|u\|^{2} \leqq \lambda R^{2}$ so that, by Poincaré's inequality, we have

$$
\begin{equation*}
\left\|u_{0}\right\|^{2}+\left|u_{1}\right|^{2} \leqq R^{2}, \tag{3.4}
\end{equation*}
$$

and then, according to the existence results we know that there exists $M=M(R)$ such that

$$
\|u(t)\|^{2}+\left|u_{t}(t)\right|^{2} \leqq M(R) \quad \forall t \geqq 0 .
$$

From (3.4) and the hypotheses made above it follows that

$$
\begin{align*}
(g(u), \Delta v) & \leqq|g(u)||\Delta v| \leqq C_{16}(M(R))|\Delta v|(1+|\Delta u|)^{1-\sigma_{4} / 2} \\
& \leqq \frac{\alpha}{4}|\Delta v|^{2}+\frac{C_{7}(M(R))^{2}}{\alpha}(1+|\Delta u|)^{2-\sigma_{2}}  \tag{3.5}\\
& \leqq \frac{\alpha}{4}|\Delta v|^{2}+\frac{C_{2}(M(R))^{2}}{\alpha} \delta_{10}|\Delta u|^{2}+K_{11}\left(\delta_{10}, R\right)
\end{align*}
$$

for every $\delta_{10}>0$, and

$$
\begin{align*}
-\left(h\left(u_{t}\right), \Delta v\right) & \leqq\left|h\left(u_{t}\right)\right||\Delta v| \leqq C_{17}(M(R))(1+|\Delta v|)^{1-\sigma_{5} / 2}|\Delta v| \\
& \leqq \frac{\alpha}{4}|\Delta v|^{2}+\frac{C_{8}(M(R))^{2}}{\alpha}\left(1+\left|\Delta u_{t}\right|\right)^{2-\sigma_{1}}  \tag{3.6}\\
& \leqq \frac{\alpha}{4}|\Delta v|^{2}+\frac{C_{17}(M(R))^{2}}{\alpha} \delta_{11}\left|\Delta u_{t}\right|^{2}+K_{12}\left(\delta_{11}, R\right)
\end{align*}
$$

for every $\delta_{11}>0$.
Inserting these inequalities in (3.3) and using the fact that $\left|\Delta u_{t}\right|^{2} \leqq|\Delta v|^{2}+2 \varepsilon^{2}|\Delta u|^{2}$, we get

$$
\begin{align*}
& \frac{d}{d t}\left[(1-\varepsilon \alpha)|\Delta u|^{2}+\varepsilon^{2}\|u\|^{2}+\|v\|^{2}\right]+\varepsilon\left[(1-\varepsilon \alpha)|\Delta u|^{2}+\varepsilon^{2}\|u\|^{2}\right] \\
&+\varepsilon\left\{\left[1-\varepsilon\left(\alpha+\delta_{9}\right)\right]|\Delta u|^{2}+\left(2 \alpha-\delta_{10}\right)|\Delta v|^{2}-2 \varepsilon\|v\|^{2}\right\}  \tag{3.7}\\
& \leqq \frac{\alpha}{2}|\Delta v|^{2}+(f, \Delta v)+K_{13}(R) \leqq \alpha|\Delta v|^{2}+\frac{|f|}{2 \alpha}+K_{13}(R),
\end{align*}
$$

where $\delta_{9}, \delta_{10}$ depend on $\varepsilon, C_{16}, C_{17}$ but can be otherwise chosen arbitrarily small. It is evident now that proceeding exactly as in Proposition 1.2 with the same bound on
$\varepsilon$, one can find (3.2). The proof of the existence of an absorbing set on $V_{2} \times V_{1}$ of the form

$$
\begin{equation*}
B_{1}=\left\{(x, y) \in V_{2} \times V_{1}:\|(x, y)\|_{V_{2} \times V_{1}} \leqq 2 K_{10}+1\right\} \tag{3.8}
\end{equation*}
$$

is exactly similar to that of the preceding proposition.
Remark 3.1. If we assume $f, f_{t} \in C_{b}\left(\mathbb{R}^{+} ; H\right)$ it is easy to prove the same result using the equality

$$
\begin{equation*}
-(f, \Delta v)=-\frac{d}{d t}(f, \Delta u)+\left(f_{t}, \Delta u\right)-\varepsilon(f, \Delta u) \tag{3.9}
\end{equation*}
$$

3.3. Sufficient conditions on the nonlinearities. Let us now investigate the meaning of the abstract hypotheses (H8)-(H10) in the case of wave equations of the form (3.1).

We will suppose that the real function $g(\xi)$ satisfies the following conditions: There exists $C_{18}>0$ such that

$$
\begin{equation*}
|g(\xi)| \leqq C_{18}\left(1+|\xi|^{2}\right)^{\beta / 2} \tag{H11}
\end{equation*}
$$

with

$$
\begin{array}{ll}
0 \leqq \beta<\infty & \text { if } n=2 \\
0 \leqq \beta<5 & \text { if } n=3 \\
0 \leqq \beta<\frac{n+2}{n-2} & \text { if } n \leqq 4
\end{array}
$$

$$
\text { no such assumption is needed if } n=1 \text {. }
$$

Concerning $h(\xi)$, we will assume that there exists $C_{19}>0$ such that

$$
\begin{equation*}
|h(\eta)| \leqq C_{19}\left(1+|\eta|^{2}\right)^{\gamma / 2} \tag{H12a}
\end{equation*}
$$

with

$$
\begin{array}{ll}
0 \leqq \gamma<\infty & \text { if } n=2 \\
0 \leqq \gamma<\frac{7}{3} & \text { if } n=3 \\
0 \leqq \gamma \leqq \frac{n+4}{n} & \text { if } n \leqq 2
\end{array}
$$

Now we want to show that (H11), (H12) imply (H9), (H10). We will distinguish four cases, always supposing that $\|u\| \leqq R$ and $\left|u_{t}\right| \leqq R$.
(i) $n=1$. Since $H^{1} \subset L^{\infty}$ in this case, we have

$$
\|u\| \leqq R \Rightarrow|u|_{L^{\infty}} \leqq C^{\prime} \Rightarrow|g(u)| \leqq C^{\prime \prime}=\sup _{|w|_{L^{\infty}} \leqq C}|g(w)|
$$

and similarly

$$
\left|u_{t}\right| \leqq R \Rightarrow\left|h\left(u_{t}\right)\right| \leqq C^{\prime \prime \prime}
$$

(ii) $n=2$. By the Sobolev imbedding theorem, we have $H^{1} \hookrightarrow L^{2 \beta}$, for every $\beta>0$. Then

$$
|g(u)|^{2} \leqq C_{18}\left(1+|u|^{2 \beta}\right) \leqq C_{9}\left(1+C_{\Omega}\|u\|\right) \leqq C_{9}\left(1+C_{\Omega} R\right)
$$

and

$$
\left|h\left(u_{1}\right)\right|^{2} \leqq C_{19}\left(1+\left|u_{t}\right|^{2 \beta}\right) \leqq C_{10}\left(1+R^{2 \gamma}\right) .
$$

(iii) $n=3$. By the Sobolev imbedding theorem, we now have that if $\beta<5$,

$$
\left|u_{2 \beta}\right| \leqq C_{1}\|u\|_{H^{6 / 5}} \leqq M_{2}\|u\|^{4 / 5}|u|_{2}^{1 / 5} \leqq M_{3} R^{4 / 5}|\Delta u|^{1 / 5} \quad\left(M_{i}>0\right),
$$

so that

$$
|g(u)|^{2} \leqq C_{9}\left(1+M_{3} R^{4 / 5}|\Delta u|^{2 \beta / 5}\right) \leqq C_{8}(R)(1+|\Delta u|)^{2-\sigma_{4} / 2}, \quad \frac{2 \beta}{5}<2 .
$$

As for $h$, we have similarly that if $\gamma<7 / 8$,

$$
\left|u_{t}\right|_{2 \gamma} \leqq M_{4}\left\|u_{t}\right\|_{H^{6 / 7}} \leqq M_{5}\left|u_{t}\right|^{4 / 7}|\Delta u|^{3 / 7}
$$

so that

$$
\left|h\left(u_{t}\right)\right|^{2} \leqq C_{19}\left(1+M_{5} R^{4 / 7}\left|\Delta u_{t}\right|^{3 \gamma / 7}\right) \leqq C_{9}(R)\left(1+\left|\Delta u_{t}\right|\right)^{1-\sigma_{5}}, \quad \frac{3 \gamma}{7}<1 .
$$

(iv) $n \geqq 4$. We omit the calculations since they are exactly similar to the case where $n=3$.

As for hypothesis (H8), we will show that a stronger requirement on $h$ is needed, namely,

$$
\begin{equation*}
|h(\eta)| \leqq C\left(1+|\xi|^{2}\right)^{\gamma / 2} \quad \forall \xi \in \mathbb{R} \tag{H12b}
\end{equation*}
$$

with

$$
\begin{aligned}
& \gamma \leqq 6 \quad \text { if } n=1, \\
& \gamma<1+6 / n \quad \text { if } n \geqq 2 .
\end{aligned}
$$

More precisely, (H11) and (H12b) imply (H8). To show this, the reasoning is similar to that used previously as concerns the part on $g(\xi)$, having noted that (H11) implies $|g(\xi)|<C(R)$ (that is, $\delta=\frac{1}{2}$ ) for $n=1,2$ and that, since $H^{-1} \subset L^{6 / 5}, \beta<5$ implies

$$
|g(\xi)|_{-1+2 \delta} \leqq C_{20}(R) \quad \text { for some } \delta>0
$$

The result for $n \geqq 4$ follows readily. As for $h(\eta)$ we will distinguish two cases:
First, $n=1$ : We have

$$
\begin{aligned}
|h(\eta)|_{-1} & \leqq \sup _{\|\xi\| \leqq 1} \int_{\Omega} h(\eta) \xi d x \leqq C|h(\eta)|_{L^{1}} \\
& \leqq \int(1+|\eta|)^{\gamma} d x \leqq|(1+|\eta|)|_{L^{\gamma}}^{\gamma-2} \int(1+|\eta|)^{2} d x .
\end{aligned}
$$

Since $(n=1) \quad|\xi|_{L^{\infty}} \leqq C|\xi|^{1 / 2}\|\xi\|^{1 / 2}$ the right-hand side is bounded by $C|\eta|^{(\gamma / 2)+1}\|\eta\|^{(\gamma / 2)-1}$. Hence (H13) implies that $|h(\eta)|_{-1} \leqq \mid\left(1+\|\eta\|^{2}\right)$.

Second, $n \geqq 2$ : For every $\varepsilon>0$, there exists $C_{\varepsilon}$ such that

$$
|h(\eta)|_{-1} \leqq C_{\varepsilon}|h(\eta)|_{L^{(n+e) /(n+2)}} \leqq C_{\varepsilon}\left(1+|\eta|_{\left.L^{(2 n+\varepsilon) \gamma /(n+2)}\right)}^{\gamma} \leqq C_{L^{(n+\varepsilon) /(n+2)}\left(1+|\eta|_{H^{s}}^{\gamma}\right), ~}^{\gamma},\right.
$$

with $n+2 /(2 n+\varepsilon) \gamma=\frac{1}{2}-(s / n)$. Now, since $\gamma<1+(6 / n)$, one can choose $\varepsilon$ so that $s \gamma=2$. Therefore

$$
|h(\eta)|_{-1} \leqq C_{\varepsilon}\left(1+|\eta|_{H^{s}}^{\gamma} \leqq C_{\varepsilon}\left(1+|\eta|_{L^{2}}^{\gamma(1-s)}|\eta|_{H^{1}}^{\gamma s}\right)\right.
$$

and (H8) follows.
4. Finite dimensionality of the attractors. We consider a subset $X \subset V_{1} \times H$, which satisfies the two following properties:

$$
\begin{gather*}
X \text { is included and bounded in } V_{1+\delta} \times V_{\delta} \text { for some } \delta>0,  \tag{4.1}\\
X \text { is invariant under (1.1), i.e., } S(t) X=X \quad \forall t \geqq 0 . \tag{4.2}
\end{gather*}
$$

We shall supplement the previous hypotheses on $g$ and $h$ with the following ones.
For every $R>0$, and $(u, \eta) \in V_{1+\delta} \times V_{\delta}$ with $|u|_{1+\delta}+|\eta|_{\delta} \leqq R$ there exist $\sigma_{1} \in[0,1[$ and $C \geqq 0$ such that

$$
\begin{equation*}
\left|\left\langle g^{\prime}(u) v, \varphi\right\rangle\right| \leqq C|v|_{\sigma_{1},}\|\varphi\| \quad \forall v \in V, \quad \forall \varphi \in V \tag{H13}
\end{equation*}
$$

there exist $\sigma_{2} \in[0,1[$ and $C \geqq 0$ such that

$$
\begin{equation*}
\left|\left\langle h^{\prime}(\eta) \xi, \xi\right\rangle\right| \leqq C\|\xi\|_{\sigma_{2}}^{2} \quad \forall \xi \in V \tag{H14}
\end{equation*}
$$

With these notations and hypotheses we can state the following theorem.
Theorem 4.1. Let $X$ be a subset in $V_{1} \times H$ which satisfies (4.1) and (4.2). Then $X$ has finite Hausdorff and fractal dimensions.

Corollary 4.1. The global attractor constructed in Theorem 2.1 has finite Hausdorff and fractal dimensions.

This corollary is obvious since the global attractor satisfies (4.2) by construction and we have noticed in Remark 2.3(ii) that it is bounded in $V_{1+\delta} \times V_{\delta}$ where $\delta>0$ is given in (H5). Concerning the proof of Theorem 4.1, we will rely on an abstract result of Ghidaglia [7], which extends that of Constantin, Foias, and Temam [4]. First, we consider the linearized flow

$$
v_{t t}+\alpha A v_{t}+A v+g^{\prime}(u) v+h^{\prime}\left(u_{t}\right) v_{t}=0
$$

and introduce the quadratic forms $(0<\varepsilon<1 / 2 \alpha)$

$$
\begin{equation*}
q_{\varepsilon}\left\{v, v_{t}\right\} \equiv(1-\alpha \varepsilon)\|v\|^{2}+\varepsilon^{2}|v|^{2}+|w+\varepsilon v|^{2} . \tag{4.3}
\end{equation*}
$$

We immediately see that

$$
\begin{gather*}
\frac{1}{2} \frac{d}{d t} q_{\varepsilon}\left\{v, v_{t}\right\}+\varepsilon(1-\varepsilon \alpha)\|v\|^{2}+\varepsilon^{3}|v|^{2}+\alpha\left\|v_{t}+\varepsilon v\right\|^{2}  \tag{4.4}\\
=-\left(g^{\prime}(u) v+h^{\prime}\left(u_{t}\right) v_{t}-\varepsilon^{2} v, v_{t}+\varepsilon v\right)
\end{gather*}
$$

Second, we use (H13) and (H14) in order to bound the right-hand side of (4.4) by

$$
\begin{equation*}
\varepsilon^{2}\left|v\left\|v_{t}+\left.\varepsilon v\left|+C\left\|v_{t}+\varepsilon v\right\|\right| v\right|_{\sigma_{1}}+C\left|v_{t}+\varepsilon v\right|_{\sigma_{2}}^{2}+\varepsilon C\right\| v\| \| v_{t}+\varepsilon v \| .\right. \tag{4.5}
\end{equation*}
$$

We have written $\left(h^{\prime}\left(u_{t}\right) v_{t}, v_{t}+\varepsilon v\right)=\left(h^{\prime}\left(u_{t}\right)\left(v_{t}+\varepsilon v\right), v_{t}+\varepsilon v\right)-\varepsilon\left(h^{\prime}\left(u_{t}\right) v, v_{t}+\varepsilon v\right)$ and make use of (H14) in order to bound the last term.

Then combining (4.4) and (4.5) we deduce thanks to the Cauchy-Schwarz inequality that there exists $\varepsilon_{0}<1 / 2 \alpha$ such that for $0<\varepsilon \leqq \varepsilon$,

$$
\begin{equation*}
\frac{d}{d t} q_{\varepsilon}\left\{v, v_{t}\right\}+\varepsilon(1-\alpha \varepsilon)\|v\|^{2}+2 \varepsilon^{3}|v|^{2}+\alpha\left\|v_{t}+\varepsilon v\right\|^{2} \leqq C\left(|v|_{\sigma}^{2}+\left|v_{t}\right|_{\sigma}^{2}\right), \tag{4.6}
\end{equation*}
$$

where $\sigma=\max \left(\sigma_{1}, \sigma_{2}\right)<1$.
Third, using the interpolation inequality

$$
|\phi|_{\sigma} \leqq|\phi|_{\sigma-1}^{(1-\sigma) /(2-\sigma)}|\phi|_{1}^{1 /(2-\sigma)},
$$

we deduce that (from now on $\varepsilon=\varepsilon_{0}$ is fixed)

$$
C\left|v_{t}\right|_{\sigma}^{2} \leqq \frac{\alpha}{2}\left\|v_{t}+\varepsilon v\right\|^{2}+C\left|v_{t}\right|_{\sigma-1}^{2},
$$

so that (4.6) reads

$$
\begin{equation*}
\frac{d}{d t} q_{\varepsilon_{0}}+\gamma q_{\varepsilon_{0}} \leqq C\left[|v|_{\sigma}^{2}+\left|v_{t}\right|_{\sigma-1}^{2}\right], \tag{4.7}
\end{equation*}
$$

where $\gamma=\min (1 / 2 \alpha, \alpha \lambda / 2)$ and we have used the fact that

$$
\lambda_{1}|w|^{2} \leqq\|w\|^{2} .
$$

Introducing the linear operator on $V_{1} \times H$

$$
K\{v, w\}=\left\{A^{\sigma-1} v, A^{\sigma-1} w\right\},
$$

we can rewrite (4.7) as

$$
\frac{d q_{\varepsilon_{0}}}{d t}+\gamma q_{\varepsilon_{0}} \leqq C\left(K\left\{v, v_{t}\right\},\left\{v, v_{t}\right\}\right)_{V_{1} \times H} .
$$

Finally, since the operator $K$ is compact, we deduce from this inequality [7, Appendix] that $X$ is finite dimensional.

## 5. Applications, continued.

5.1. Time-periodic perturbed Sine-Gordon equation. In [1] the following equation, modelling the current in a Josephson junction, is introduced:

$$
\begin{align*}
\frac{\partial^{2} u}{\partial t^{2}}-\Delta u+\sin u=-\beta \frac{\partial u}{\partial t}+\alpha \frac{\partial(\Delta u)}{\partial t}+f(x, t), &  \tag{5.1}\\
& \alpha>0, \quad \beta>0, \quad u(x, t) \in \mathbb{R}, \quad x \in \mathbb{R}^{n} .
\end{align*}
$$

Since $\sin u$ is a bounded function, we can apply the results of the preceding paragraphs to obtain the following theorem.

Theorem 5.1. Equation (5.1), together with initial and boundary conditions, defines a dynamical system which has a global attractor $\mathscr{A}$ of finite dimension.
5.2. The power nonlinearity case. The following perturbed wave equation also occurs in quantum mechanics:

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial t^{2}}-\Delta u+|u|^{q} u=-\beta\left|\frac{\partial u}{\partial t}\right|^{p} \frac{\partial u}{\partial t}+\alpha \frac{\partial(\Delta u)}{\partial t}+f . \tag{5.2}
\end{equation*}
$$

For this equation, bounds on $p$ and $q$ are required by the number of independent variables involved. Thus we have Theorem 5.2.

Theorem 5.2. Equation (5.2), together with initial and boundary condition, defines a dynamical system which has a finite-dimensional global attractor in the following cases:

$$
\begin{array}{lll}
n=1, & p \leqq 5, & q \text { arbitrary, } \\
n=2, & p<3, & q \text { arbitrary, } \\
n=3, & p<4 / 3, & q<4, \\
n \geqq 4, & p<4 / n, & q<4 /(n-2) .
\end{array}
$$
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#### Abstract

A constructive existence proof is given for solutions of boundary layer type for the singularly perturbed quasilinear second-order system $\varepsilon\left(d^{2} x / d t^{2}\right)=F(t, x)(d x / d t)+g(t, x)$ subject to Dirichlet boundary conditions. The required assumptions involve only natural conditions that are induced by the O'Malley construction. In particular, restrictive conditions on the structure of $F(t, x)$ which seek to decouple the components of the system are avoided.
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1. Introduction. We consider solutions exhibiting boundary layer behavior at one endpoint for the following vector differential equation:

$$
\begin{equation*}
\varepsilon \frac{d^{2} x}{d t^{2}}=F(t, x) \frac{d x}{d t}+g(t, x) \quad \text { for } 0<t<1 \tag{1.1}
\end{equation*}
$$

for small values of $\varepsilon\left(\varepsilon \rightarrow 0^{+}\right)$subject to the Dirichlet boundary conditions

$$
\begin{equation*}
x(0, \varepsilon)=\alpha, \quad x(1, \varepsilon)=\beta, \tag{1.2}
\end{equation*}
$$

where $x$ and $g$ are real $n$-dimensional vector-valued functions, $\alpha$ and $\beta$ are real $n$-dimensional vectors, and $F$ is a real $n \times n$ matrix-valued function.

The vector Dirichlet problem (1.1)-(1.2) has been considered in Hadlock [9], Chang [1]-[3], Habets [8], Freedman and Kaplan [7], Flaherty and O'Malley [6], O’Donnell [16], O’Malley [17], Chang and Howes [4], Kirschvink [15], Kelley [14], Smith [19], and Jeffries and Smith [11]. However, these works have either made rather strong restrictions on the size of the boundary layer jump or they have placed restrictions on the structure of $F(t, x)$ that effectively require the components to be only weakly coupled. In the present study we avoid these restrictions and thus allow the components of the system to be strongly coupled. It should be noted that the approach we use can be easily modified to handle the case in which $F(t, x), g(t, x), \alpha$, and $\beta$ are also functions of $\varepsilon$, i.e., $F=F(t, x, \varepsilon), g=g(t, x, \varepsilon), \alpha=\alpha(\varepsilon)$, and $\beta=\beta(\varepsilon)$. However, to ease the notational burden, we have assumed that $F, g, \alpha$, and $\beta$ are independent of $\varepsilon$. (See Smith [19] or Jeffries and Smith [11] for the required modifications if $F, g, \alpha$, and $\beta$ are not independent of $\varepsilon$.)

To prove the existence of a boundary layer solution to the problem (1.1)-(1.2) we use, with the aid of a Riccati transformation, the O'Malley construction to obtain an approximate solution. An additional Riccati transformation leads to an explicit construction of a suitable fundamental solution for the linearization of the problem about the proposed approximate solution. A resulting integral representation for the linearization provides directly the existence of a locally unique exact solution for the original problem along with error estimates of the difference between the exact solution and the approximate solution, thereby yielding precise information on the exact solution throughout the interval $0 \leqq t \leqq 1$ as $\varepsilon \rightarrow 0^{+}$.

[^74]Section 2 contains a discussion of our assumptions, and § 3 discusses the approximate solution provided by the O'Malley construction. A Riccati transformation is used in $\S 4$ to obtain a fundamental solution for the linearization of the problem about the given approximate solution, resulting in an existence and local uniqueness theorem for the original problem along with error estimates.

## 2. Assumptions.

Assumption 1. There exists a continuous solution $X_{0}(t)$ to the reduced equation

$$
\begin{equation*}
F\left(t, X_{0}(t)\right) \frac{d X_{0}}{d t}+g\left(t, X_{0}(t)\right)=0 \tag{2.1}
\end{equation*}
$$

such that the real parts of the eigenvalues of $F\left(t, X_{0}(t)\right)$ are negative.
AsSumption 2. There exists a decaying solution $\hat{X}_{0}$ to the boundary layer equation

$$
\begin{equation*}
\frac{d^{2} \hat{X}_{0}}{d \tau^{2}}=F\left(0, X_{0}(0)+\hat{X}_{0}(\tau)\right) \frac{d \hat{X}_{0}}{d \tau}, \quad \hat{X}_{0}(0)=\alpha-X_{0}(0) \tag{2.2}
\end{equation*}
$$

It can be shown (see the discussion following formula (3.7)) that if $\hat{X}_{0}$ decays then it must decay exponentially. Before stating our next assumption, we must first consider the following $2 n$-dimensional linear system:

$$
\frac{d \hat{Z}}{d \tau}=\left(\begin{array}{cc}
0 & I  \tag{2.3}\\
\hat{A}(\tau) & \hat{B}(\tau)
\end{array}\right) \hat{Z}
$$

where

$$
\begin{align*}
& \hat{A}_{i, j}(\tau)=\sum_{k=1}^{n} \frac{\partial F_{i, k}}{\partial x_{j}}\left(0, X_{0}(0)+\hat{X}_{0}(\tau)\right) \frac{d \hat{X}_{0, k}}{d \tau},  \tag{2.4}\\
& \hat{B}(\tau)=F\left(0, X_{0}(0)+\hat{X}_{0}(\tau)\right) .
\end{align*}
$$

It is shown in Lemma 1 that there exists a fundamental solution $\hat{Z}$ to the above linear system which satisfies the following dichotomy:

$$
\begin{array}{ll}
\left\|\hat{Z}(\tau) P \hat{Z}^{-1}(u)\right\| \leqq K e^{-\nu(\tau-u)}, & \tau \geqq u, \\
\left\|\hat{Z}(\tau)(I-P) \hat{Z}^{-1}(u)\right\| \leqq K, & u \geqq \tau, \tag{2.5}
\end{array}
$$

where $K$ and $\nu$ are positive constants and $P=\left(\begin{array}{cc}I_{n} & 0 \\ 0 & 0\end{array}\right)$. Essentially, this says that there are $n$ linearly independent solutions to the system (2.3) that decay exponentially and $n$ linearly independent solutions that are bounded in norm away from zero. Defining $P_{1}=\hat{Z}(0) P \hat{Z}^{-1}(0)$ we make the following assumption.

Assumption 3. The columns of $\left(\begin{array}{ll}I_{n} & 0\end{array}\right) P_{1}$ span $R^{n}$.
The above assumption implies that the solution $\hat{X}_{0}(\tau)$ to the boundary value problem (2.2) is stable with respect to perturbations in the initial conditions. Assumption 3 is independent of the fundamental solution chosen provided the fundamental solution satisfies the dichotomy (2.5). (This follows from using arguments analogous to those given in Lemma 6.4 of [11] and letting $\varepsilon \rightarrow 0^{+}$.) Furthermore, if there exists a real $n$-dimensional vector-valued function $f$ such that $F(t, x)=\nabla_{x} f(t, x)$ then Assumption 3 is always satisfied (see the discussion following formula (3.20)).

Assumption 4. The given data functions $F$ and $g$ are of class $C^{N+1}$, where $N \geqq 2$.
3. The approximate solution. In this section we construct an approximate solution to the problem (1.1)-(1.2) using the O'Malley construction. We write the approximate solution $X^{N}(t, \varepsilon)$ as the sum of an outer solution and a boundary layer correction function of the form

$$
\begin{equation*}
X^{N}(t, \varepsilon)=X(t, \varepsilon)+\hat{X}(\tau, \varepsilon), \quad \tau:=t / \varepsilon, \tag{3.1}
\end{equation*}
$$

where $X(t, \varepsilon)$ and $\hat{X}(\tau, \varepsilon)$ possess expansions in $\varepsilon$ of the form

$$
\begin{equation*}
\binom{X(t, \varepsilon)}{\hat{X}(\tau, \varepsilon)}=\sum_{k=0}^{N}\binom{X_{k}(t)}{\hat{X}_{k}(\tau)} \varepsilon^{k} . \tag{3.2}
\end{equation*}
$$

3.1. The outer solution. The outer solution coefficient functions $X_{k}(t), k=$ $1, \cdots, N$, are determined by requiring that the outer solution satisfy the differential equation (1.1) and the right boundary conditions to $\operatorname{Order}\left(\varepsilon^{N}\right)$, i.e.,

$$
\begin{equation*}
\varepsilon \frac{d^{2} X}{d t^{2}}=F(t, X) \frac{d X}{d t}+g(t, X)+\bar{\rho}(t, \varepsilon), \quad X(1, \varepsilon)=\beta-\bar{\psi}_{N}(\varepsilon), \tag{3.3}
\end{equation*}
$$

where $\bar{\rho}(t, \varepsilon)$ and $\bar{\psi}_{N}(\varepsilon)$ are of $\operatorname{Order}\left(\varepsilon^{N+1}\right)$. A straightforward calculation shows that the outer coefficients functions must satisfy

$$
\begin{align*}
& F\left(t, X_{0}(t)\right) \frac{d X_{k}}{d t}=-\left[X_{k}(t) \cdot \nabla_{x} F\left(t, X_{0}(t)\right)\right] \frac{d X_{0}}{d t}-g_{x}\left(t, X_{0}(t)\right) X_{k}(t)+P_{k-1}(t),  \tag{3.4}\\
& X_{k}(1)=0,
\end{align*}
$$

where $P_{k-1}(t)$ is known successively in terms of the preceding coefficient functions. Since $F\left(t, X_{0}(t)\right.$ ) is nonsingular (see Assumption 1) there exists a unique solution to each of the above linear terminal value problems.
3.2. The boundary layer correction functions. The boundary layer correction functions are determined by requiring that the approximate solution $X^{N}(t, \varepsilon)$ satisfies the boundary value problem to $\operatorname{Order}\left(\varepsilon^{N}\right)$, i.e.,

$$
\begin{gather*}
\varepsilon \frac{d^{2} X^{N}}{d t^{2}}=F\left(t, X^{N}(t, \varepsilon)\right) \frac{d X^{N}}{d t}+g\left(t, X^{N}(t, \varepsilon)\right)+\rho(t, \varepsilon),  \tag{3.5}\\
X^{N}(0, \varepsilon)=\alpha-\phi_{N}(\varepsilon), \quad X^{N}(1, \varepsilon)=\beta-\psi_{N}(\varepsilon), \tag{3.6}
\end{gather*}
$$

where $\rho(t, \varepsilon)$ is a continuous function of $t$ and satisfies $\int_{0}^{1}|\rho(s, \varepsilon)| d s \leqq$ Const. $\varepsilon^{N+1}$ and $\left|\phi_{N}(\varepsilon)\right|,\left|\psi_{N}(\varepsilon)\right| \leqq$ Const. $\varepsilon^{N+1}$.

Using the results of $\S 3.1$, changing variables from $t$ to $\tau$, and expanding about $\varepsilon=0$, we find that the leading boundary layer correction function $\hat{X}_{0}$ must satisfy

$$
\begin{equation*}
\frac{d^{2} \hat{X}_{0}}{d \tau^{2}}=F\left(0, X_{0}(0)+\hat{X}_{0}(\tau)\right) \frac{d \hat{X}_{0}}{d \tau}, \quad \hat{X}_{0}(0)=\alpha-X_{0}(0) . \tag{3.7}
\end{equation*}
$$

In Assumption 2 we assumed that there exists a decaying solution $\hat{X}_{0}$ to the above problem. It follows, since $d \hat{X}_{0} / d \tau$ is a solution to the linear system

$$
\begin{equation*}
\frac{d}{d \tau}\left(\frac{d \hat{X}_{0}}{d \tau}\right)=D(\tau)\left(\frac{d \hat{X}_{0}}{d \tau}\right) \tag{3.8}
\end{equation*}
$$

where $D(\tau):=F\left(0, X_{0}(0)+\hat{X}_{0}(\tau)\right)$ and the real parts of the eigenvalues of $F\left(0, X_{0}(0)\right)$ are negative, that $d \hat{X}_{0} / d \tau$ must be exponentially decaying. This, in turn, implies that $\hat{X}_{0}$ is also exponentially decaying, i.e., there exists a positive constant $\nu_{0}$ such that

$$
\begin{equation*}
\left\|\frac{d \hat{X}_{0}}{d \tau}\right\|,\left\|\hat{X}_{0}(\tau)\right\| \leqq \text { Const. } e^{-\nu_{0} \tau} \tag{3.9}
\end{equation*}
$$

The higher-order boundary layer correction terms must satisfy the following linear differential equations:

$$
\begin{align*}
\frac{d^{2} \hat{X}_{k}}{d \tau^{2}}= & F\left(0, X_{0}(0)+\hat{X}_{0}(\tau)\right) \frac{d \hat{X}_{k}}{d \tau} \\
& +\left[\hat{X}_{k}(\tau) \cdot \nabla_{x} F\left(0, X_{0}(0)+\hat{X}_{0}(\tau)\right)\right] \frac{d \hat{X}_{0}}{d \tau}+\hat{g}_{k-1}(\tau),  \tag{3.10}\\
\hat{X}_{k}(0) & =-X_{k}(0),
\end{align*}
$$

where $\hat{g}_{k-1}(\tau)$ is known in terms of the previous boundary layer correction terms and is exponentially decaying providing the previous terms are exponentially decaying.

Defining $\hat{Y}_{k}:=d \hat{X}_{k} / d \tau$, and using $\hat{A}$ and $\hat{B}$ as defined in (2.4), we can rewrite the differential equation (3.10) as the following inhomogeneous linear system:

$$
\frac{d}{d \tau}\binom{\hat{X}_{k}}{\hat{Y}_{k}}=\left(\begin{array}{cc}
0 & I_{n}  \tag{3.11}\\
\hat{A}(\tau) & \hat{B}(\tau)
\end{array}\right)\binom{\hat{X}_{k}}{\hat{Y}_{k}}+\binom{0}{\hat{g}_{k-1}(\tau)} .
$$

Using the fundamental solution $\hat{Z}(\tau)$ (see Assumption 3) an exponentially decaying solution is given by

$$
\begin{gather*}
\binom{\hat{X}_{k}(\tau)}{\hat{Y}_{k}(\tau)}=\hat{Z}(\tau) P \hat{Z}^{-1}(0) d_{k}+\int_{0}^{\tau} \hat{Z}(\tau) P \hat{Z}^{-1}(u)\binom{0}{\hat{g}_{k-1}(u)} d u \\
-\int_{\tau}^{\infty} \hat{Z}(\tau)(I-P) \hat{Z}^{-1}(u)\binom{0}{\hat{g}_{k-1}(u)} d u, \tag{3.12}
\end{gather*}
$$

where $d_{k}$ is a $2 n$-dimensional vector. It follows from Assumption 3 that there exists a vector $d_{k}$ such that $\hat{X}_{k}(0)=-X_{k}(0)$. We now turn to the proof of the existence of a fundamental solution $\hat{Z}(\tau)$, satisfying the dichotomy (2.5).

Lemma 1. There exists a fundamental solution $\hat{Z}$ to the linear system (2.3) satisfying the dichotomy (2.5).

Proof. The strategy we use is to construct a fundamental solution on an interval of the form $\left[\tau_{0}, \infty\right), \tau_{0}$ a positive constant, that satisfies the dichotomy (2.5). We then extend this fundamental solution to the interval [ $0, \infty$ ). It follows from Coppel [5, p. 13] that the extended fundamental solution satisfies the dichotomy on the interval $[0, \infty)$.

Defining

$$
\begin{gather*}
\hat{Z}(\tau):=\left(\begin{array}{cc}
I_{n} & \hat{S}(\tau) \\
\hat{T}(\tau) & I_{n}+\hat{T}(\tau) \hat{S}(\tau)
\end{array}\right)\left(\begin{array}{cc}
\hat{\eta}(\tau) & 0 \\
0 & \hat{\xi}(\tau)
\end{array}\right),  \tag{3.13}\\
\hat{Z}^{-1}(\tau)=\left(\begin{array}{cc}
\hat{\eta}^{-1}(\tau) & 0 \\
0 & \hat{\xi}^{-1}(\tau)
\end{array}\right)\left(\begin{array}{cc}
I_{n}+\hat{S}(\tau) \hat{T}(\tau) & -\hat{S}(\tau) \\
-\hat{T}(\tau) & I_{n}
\end{array}\right) \tag{3.14}
\end{gather*}
$$

for $\tau \geqq \tau_{0}$, the linear system decouples

$$
\frac{d}{d \tau}\binom{\hat{\eta}}{\hat{\xi}}=\left(\begin{array}{cc}
\hat{T} & 0  \tag{3.15}\\
0 & \hat{B}-\hat{T}
\end{array}\right)\binom{\hat{\eta}}{\hat{\xi}},
$$

provided $\hat{T}$ and $\hat{S}$ satisfy the following differential equations for $\tau \geqq \tau_{0}$ :

$$
\begin{gather*}
\frac{d \hat{T}}{d \tau}=\hat{B} \hat{T}-\hat{T}^{2}+\hat{A},  \tag{3.16}\\
\frac{d \hat{S}}{d \tau}=\hat{T} \hat{S}+\hat{S}[\hat{T}-\hat{B}]+I_{n} . \tag{3.17}
\end{gather*}
$$

Proposition 1. There exists, for $\tau_{0}$ sufficiently large, a bounded solution $\hat{T}$ to the differential equation (3.16). Furthermore, there exist positive constants $K_{0}$ and $\gamma_{0}$ such that

$$
\begin{gather*}
\|\hat{T}(\tau)-\hat{B}(\tau)\| \leqq \gamma_{0} e^{-\nu_{0}\left(\tau-\tau_{0}\right)}, \quad \tau \geqq \tau_{0},  \tag{3.18}\\
\left\|\gamma_{0}\right\| \leqq K_{0} e^{-\nu_{0} \tau_{0}} . \tag{3.19}
\end{gather*}
$$

Proof. Letting $\hat{T}(\tau)=\hat{B}(\tau)+\hat{E}(\tau)$, we find that $\hat{E}(\tau)$ must satisfy

$$
\begin{equation*}
\frac{d \hat{E}}{d \tau}=-\hat{E} \hat{B}-\hat{E}^{2}+\hat{A}-\frac{d \hat{B}}{d \tau} \tag{3.20}
\end{equation*}
$$

(Note that if there exists an $n$-dimensional vector-valued function $f$ such that $F=\nabla_{x} f$, then $\hat{A}-(d \hat{B} / d \tau)=0$ and so $T=\hat{B}$ is a solution to (3.16), and we may set $\tau_{0}=0$.) From Assumptions 1 and 2 it follows that there exists a fundamental solution $\hat{\eta}_{1}$ to the linear system $d \hat{\eta}_{1} / d \tau=\hat{B}(\tau) \hat{\eta}_{1}$ such that $\left\|\hat{\eta}_{1}(u) \hat{\eta}_{1}^{-1}(\tau)\right\| \leqq K_{1} e^{-\nu_{1}(u-\tau)}$ for $u \geqq \tau$, where $K_{1}$ and $\nu_{1}$ are positive constants. Using the fundamental solution $\hat{\eta}_{1}$ and imposing the terminal condition $\hat{E}(\infty)=0$, we find that $\hat{E}$ satisfies the following integral equation:

$$
\begin{equation*}
\hat{E}(\tau)=\int_{\tau}^{\infty}\left(\frac{d \hat{B}}{d u}-\hat{A}\right) \hat{\eta}_{1}(u) \hat{\eta}_{1}^{-1}(\tau) d u+\int_{\tau}^{\infty} \hat{E}^{2}(u) \hat{\eta}_{1}(u) \hat{\eta}_{1}^{-1}(\tau) d u . \tag{3.21}
\end{equation*}
$$

Letting $\gamma_{0}<\nu_{1} / 2 K_{1}$ and choosing $\tau_{0}$ large enough so that $\|\hat{A}(\tau)-(d \hat{B} / d \tau)(\tau)\| \leqq$ $\gamma_{0} \nu_{1} / 2 K_{1}$ for $u \geqq \tau_{0}$. (This is possible since $\|\hat{A}(\tau)-(d \hat{B} / d \tau)(\tau)\| \leqq$ Const. $e^{-\nu_{0} \tau}$ for $\tau \geqq 0$.) By the Banach-Picard fixed point theorem there exists a solution $\hat{E}$ such that $\|\hat{E}(\tau)\| \leqq \gamma_{0}$ for $\tau \geqq \tau_{0}$. Furthermore, using repeated substitution starting with $\hat{E}_{0}(\tau):=$ $\int_{\tau}^{\infty}((d \hat{B} / d u)-\hat{A}) \hat{\eta}_{1}(u) \hat{\eta}_{1}^{-1}(\tau) d u$, it can be shown that $\|\hat{E}(\tau)\| \leqq \gamma_{0} \exp \left(-\nu_{0}\left(\tau-\tau_{0}\right)\right)$ for $\tau \geqq \tau_{0}$, and since $\|\hat{A}-(d \hat{B} / d \tau)\| \leqq$ Const. $e^{-\nu_{0} \tau}$ for $\tau \geqq 0, \gamma_{0}$ can be chosen so as to satisfy (3.19).

Proposition 2. The fundamental solution $\hat{\xi}$ satisfies $\left\|\hat{\xi}(u) \hat{\xi}^{-1}(u)\right\| \leqq$ Const. for $\tau, u \geqq \tau_{0}$.

Proof. This follows from the boundedness of $\int_{\tau_{0}}^{\infty}\|\hat{B}-\hat{T}\| d u$.
Proposition 3. The fundamental solution $\hat{\eta}(\tau)$ satisfies $\left|\hat{\eta}(\tau) \hat{\eta}^{-1}(u)\right| \leqq K_{2} e^{-\nu_{2}(\tau-u)}$ for $\tau \geqq u \geqq \tau_{0}$, for some positive constants $K_{2}$ and $\nu_{2}$.

Proof. This follows from Assumption 1, the estimates (3.18)-(3.19), and Proposition 1 of [5].

Proposition 4. There exists a bounded solution $\hat{S}(\tau)$ to the differential equation (3.17).

Proof. Imposing the initial condition $\hat{S}\left(\tau_{0}\right)=0$ and using the fundamental solutions $\hat{\eta}$ and $\hat{\xi}$ we find that

$$
\begin{equation*}
\hat{S}(\tau)=\int_{\tau_{0}}^{\tau} \hat{\eta}(\tau) \hat{\eta}^{-1}(u) \hat{\xi}(u) \hat{\xi}^{-1}(\tau) d u \tag{3.22}
\end{equation*}
$$

It follows from Propositions 2 and 3 that $\hat{S}(\tau)$ is bounded for $\tau \geqq \tau_{0}$. Having shown that $\hat{S}$ is bounded we may express $\hat{S}$ as $\hat{S}(\tau)=\int_{\tau_{0}}^{\tau} \hat{\eta}(\tau) \hat{\eta}^{-1}(u)[I+\hat{S}(u) \hat{E}(u)] d u$. This observation will be helpful later in the proof of the nonsingularity of $S(1 / \varepsilon, \varepsilon)$. The proof of Lemma 1 now follows from Propositions 1-4.
4. Existence and local uniqueness. In this section we use a Riccati transformation to construct a fundamental solution for the linearization of the problem about the approximate solution $X^{N}(t, \varepsilon)$. An integral representation for the linearization is then used to prove the existence of an exact solution for (1.1)-(1.2) along with error estimates and local uniqueness.

Theorem. Assume there exists a continuous solution $X_{0}(t)$ to the reduced equation such that the eigenvalues of $F\left(t, X_{0}(t)\right)$ have negative real parts (Assumption 1). If there exists a decaying solution $\hat{X}_{0}$ to the boundary layer problem (Assumption 2), the columns
of $\left(\begin{array}{ll}I_{n} & 0\end{array}\right) P_{1}$ span $R^{n}$ (Assumption 3), and the given data are sufficiently smooth (Assumption 4), then there exist constants $\varepsilon_{0}$ and $C_{N}$ such that (1.1)-(1.2) has an exact solution $x(t, \varepsilon)$, satisfying the estimates

$$
\begin{equation*}
\left|x(t, \varepsilon)-X^{N}(t, \varepsilon)\right| \leqq C_{N} \varepsilon^{N}, \quad\left|\frac{d x}{d t}(t, \varepsilon)-\frac{d}{d t} X^{N}(t, \varepsilon)\right| \leqq C_{N} \varepsilon^{N-1} \tag{4.1}
\end{equation*}
$$

uniformly on the region $0 \leqq t \leqq 1,0<\varepsilon \leqq \varepsilon_{0}$. Moreover, $x(t, \varepsilon)$ is unique subject to (4.1).
Proof. Defining

$$
\begin{equation*}
\tilde{x}:=x(t, \varepsilon)-X^{N}(t, \varepsilon), \quad \tilde{y}:=\varepsilon \frac{d \tilde{x}}{d t}, \tag{4.2}
\end{equation*}
$$

a straightforward calculation (see Smith [18]) shows that $\tilde{x}$ and $\tilde{y}$ must satisfy

$$
\frac{d}{d t}\binom{\tilde{x}}{\tilde{y}}=\frac{1}{\varepsilon}\left(\begin{array}{cc}
0 & I_{n}  \tag{4.3}\\
\varepsilon A(t, \varepsilon) & B(t, \varepsilon)
\end{array}\right)\binom{\tilde{x}}{\tilde{y}}+\binom{0}{H(t, \tilde{x},(1 / \varepsilon) \tilde{y}, \varepsilon)+\rho(t, \varepsilon)},
$$

subject to the boundary conditions

$$
\begin{equation*}
L\binom{\tilde{x}(0, \varepsilon)}{\tilde{y}(0, \varepsilon)}+R\binom{\tilde{x}(1, \varepsilon)}{\tilde{y}(1, \varepsilon)}=\binom{\phi_{N}(\varepsilon)}{\psi_{N}(\varepsilon)}, \tag{4.4}
\end{equation*}
$$

where

$$
\begin{gather*}
L:=\left(\begin{array}{cc}
I_{n} & 0 \\
0 & 0
\end{array}\right), \quad R:=\left(\begin{array}{cc}
0 & 0 \\
I_{n} & 0
\end{array}\right),  \tag{4.5}\\
A_{i, j}(t, \varepsilon):=\sum_{k=1}^{n} \frac{\partial F_{i, k}}{\partial x_{j}}\left(t, X^{N}(t, \varepsilon)\right) \frac{d X_{k}^{N}}{d t}+\frac{\partial g_{i}}{\partial x_{j}}\left(t, X^{N}(t, \varepsilon)\right),  \tag{4.6}\\
B(t, \varepsilon):=F\left(t, X^{N}(t, \varepsilon)\right),  \tag{4.7}\\
H(t, u, v, \varepsilon):=\int_{0}^{1}\left\{\left[\frac{d}{d s} F\left(t, X^{N}(t, \varepsilon)+s u\right)\right] v+(1+s) \frac{d^{2}}{d s^{2}}\right. \\
\left.\cdot\left[g\left(t, X^{N}(t, \varepsilon)+s u\right)+F\left(t, X^{N}(t, \varepsilon)+s u\right) \frac{d}{d t} X^{N}(t, \varepsilon)\right]\right\} d s . \tag{4.8}
\end{gather*}
$$

Note that $H(t, u, v, \varepsilon)$ satisfies the inequality

$$
\begin{equation*}
|H(t, u, v, \varepsilon)| \leqq \text { Const. }\left(\varepsilon^{-1}|u|^{2}+\varepsilon|v|^{2}\right) \tag{4.9}
\end{equation*}
$$

uniformly as $\varepsilon \rightarrow 0^{+}$, for all $v \in R^{n}$ and for all $u$ in a fixed compact subset of $R^{n}$.
We now construct a fundamental solution to the homogeneous portion of (4.3). Changing variables from $t$ to $\tau$ we therefore consider the following linear system:

$$
\frac{d}{d \tau} Z(\tau, \varepsilon)=\left(\begin{array}{cc}
0 & I_{n}  \tag{4.10}\\
\varepsilon A(\varepsilon \tau, \varepsilon) & B(\varepsilon \tau, \varepsilon)
\end{array}\right) Z(\tau, \varepsilon) .
$$

As in Lemma 1 we employ a Riccati transformation so as to decouple the exponentially decaying solutions from the solutions bounded away from zero:

$$
\begin{gather*}
Z(\tau, \varepsilon):=\left(\begin{array}{cc}
I_{n} & S(\tau, \varepsilon) \\
T(\tau, \varepsilon) & I+T(\tau, \varepsilon) S(\tau, \varepsilon)
\end{array}\right)\left(\begin{array}{cc}
\eta(\tau, \varepsilon) & 0 \\
0 & \xi(\tau, \varepsilon)
\end{array}\right),  \tag{4.11}\\
Z^{-1}(\tau, \varepsilon)=\left(\begin{array}{cc}
\eta^{-1}(\tau, \varepsilon) & 0 \\
0 & \xi^{-1}(\tau, \varepsilon)
\end{array}\right)\left(\begin{array}{cc}
I+S(\tau, \varepsilon) T(\tau, \varepsilon) & -S(\tau, \varepsilon) \\
-T(\tau, \varepsilon) & I
\end{array}\right) . \tag{4.12}
\end{gather*}
$$

It follows, using the method of analysis used in Lemma 1, that $Z(\tau, \varepsilon)$ satisfies the following dichotomy

$$
\begin{array}{ll}
\left|Z(\tau, \varepsilon) P Z^{-1}(u, \varepsilon)\right| \leqq K e^{-\nu(\tau-u)}, & \tau \geqq u, \\
\left|Z(\tau, \varepsilon)(I-P) Z^{-1}(u, \varepsilon)\right| \leqq K, & u \geqq \tau \tag{4.13}
\end{array}
$$

for positive constants $K$ and $\nu$. We now show that $S(1 / \varepsilon, \varepsilon)$ is nonsingular for sufficiently small $\varepsilon$. Using the fundamental solution $\eta(\tau, \varepsilon)$ it follows that

$$
\begin{equation*}
S(\tau, \varepsilon)=\int_{\tau_{0}}^{\tau} \eta(\tau, \varepsilon) \eta^{-1}(u, \varepsilon)[I+S(u) E(u, \varepsilon)] d u \tag{4.14}
\end{equation*}
$$

where $E(u, \varepsilon)=T(u, \varepsilon)-B(u, \varepsilon)$. Since $S(\tau, \varepsilon)$ is bounded, $\|E(\tau, \varepsilon)\| \leqq$ Const. $\left(e^{-\nu_{0}\left(\tau-\tau_{0}\right)}+\varepsilon\right)$, and $\left|\eta(\tau, \varepsilon) P \eta^{-1}(u, \varepsilon)\right| \leqq K e^{-\nu(\tau-u)}$ for $\tau \geqq u$, we find that

$$
\begin{equation*}
S\left(\frac{1}{\varepsilon}, \varepsilon\right)=\int_{1 / \varepsilon-1 / \nu \ln 1 / \varepsilon}^{1 / \varepsilon} \eta\left(\frac{1}{\varepsilon}, \varepsilon\right) \eta^{-1}(u, \varepsilon) d u+O(\varepsilon) . \tag{4.15}
\end{equation*}
$$

Since $(d / d u) \eta^{-1}=-\eta^{-1}(u, \varepsilon) B(u, \varepsilon)$ and $B(u, \varepsilon)=F\left(1, X_{0}(1)\right)+O(\varepsilon \ln 1 / \varepsilon)$ for $1 / \varepsilon-1 / \nu \ln 1 / \varepsilon \leqq u \leqq 1 / \varepsilon$, it follows that $S(1 / \varepsilon, \varepsilon)=-F\left(1, X_{0}(1)\right)+O\left(\varepsilon(\ln 1 / \varepsilon)^{2}\right)$. Assumption 1 implies that $F\left(1, X_{0}(1)\right)$ is nonsingular and hence, for all sufficiently small $\varepsilon, S(1 / \varepsilon, \varepsilon)$ is also nonsingular.

We may now use $Z(\tau, \varepsilon)$ to construct a fundamental solution $\hat{Z}_{1}(\tau, \varepsilon)$ to the linear system

$$
\frac{d \hat{Z}_{1}}{d \tau}=\left(\begin{array}{cc}
0 & I_{n}  \tag{4.16}\\
\hat{A}(\tau) & \hat{B}(\tau)
\end{array}\right) \hat{Z}_{1}, \quad 0 \leqq \tau \leqq \kappa \ln \frac{1}{\varepsilon},
$$

$\kappa$ a sufficiently large positive constant, satisfying the dichotomy

$$
\begin{array}{ll}
\left\|\hat{Z}_{1}(\tau, \varepsilon) P \hat{Z}_{1}^{-1}(u, \varepsilon)\right\| \leqq K_{4} e^{-\nu_{4}(\tau-u)}, & u \leqq \tau \leqq \kappa \ln 1 / \varepsilon \\
\left\|\hat{Z}_{1}(\tau, \varepsilon)(I-P) \hat{Z}_{1}^{-1}(u, \varepsilon)\right\| \leqq K_{4}, & \tau \leqq u \leqq \kappa \ln 1 / \varepsilon \tag{4.17}
\end{array}
$$

where $K_{4}$ and $\nu_{4}$ are positive constants, and the estimate

$$
\begin{equation*}
\hat{Z}_{1}(0, \varepsilon) P \hat{Z}^{-1}(0, \varepsilon)=Z(0, \varepsilon) P Z^{-1}(0, \varepsilon)+O\left(\varepsilon(\ln 1 / \varepsilon)^{2}\right) \tag{4.18}
\end{equation*}
$$

The proof follows from the arguments used in Lemma 6.3 of [11], Proposition 2 of [5], and the estimate $\|\varepsilon A(\varepsilon \tau, \varepsilon)-\hat{A}(\tau)\|,\|\hat{B}(\tau)-\hat{B}(\tau)\| \leqq$ Const. $(\varepsilon \ln 1 / \varepsilon)$ for $0 \leqq \tau \leqq$ $\kappa \ln 1 / \varepsilon$.

We may now apply the arguments used in formulas (6.42)-(6.54) of Lemma 6.4 of [11] to conclude that there exists a bounded matrix $J(\varepsilon)$, with bounded inverse, such that

$$
\begin{equation*}
Z(0, \varepsilon) P Z^{-1}(0, \varepsilon)=P_{1} J(\varepsilon)+O\left(\varepsilon(\ln 1 / \varepsilon)^{2}\right) . \tag{4.19}
\end{equation*}
$$

Using the fundamental solution $\tilde{Z}(t, \varepsilon):=Z(t / \varepsilon, \varepsilon)$ we may write the problem (4.3)-(4.4) as the following integral equation:
$\binom{\tilde{x}(t, \varepsilon)}{\tilde{y}(t, \varepsilon)}=\tilde{Z}(t, \varepsilon) P Z^{-1}(0, \varepsilon) C_{L}(\tilde{x}, \tilde{y}, \varepsilon)+\tilde{Z}(t, \varepsilon)(I-P) \tilde{Z}^{-1}(1, \varepsilon) C_{R}(\tilde{x}, \tilde{y}, \varepsilon)$

$$
\begin{align*}
& +\int_{0}^{t} \tilde{Z}(t, \varepsilon) P \tilde{Z}^{-1}(s, \varepsilon)\binom{0}{H(s, \tilde{x}(s, \varepsilon),(1 / \varepsilon) \tilde{y}(s, \varepsilon), \varepsilon), \varepsilon)+\rho(s, \varepsilon)} d s  \tag{4.20}\\
& -\int_{t}^{1} \tilde{Z}(t, \varepsilon)(I-P) \tilde{Z}^{-1}(s, \varepsilon)\binom{0}{H(s, \tilde{x}(s, \varepsilon),(1 / \varepsilon) \tilde{y}(s, \varepsilon), \varepsilon)+\rho(x, \varepsilon)} d s,
\end{align*}
$$

where $C_{L}(\tilde{x}, \tilde{y}, \varepsilon)$ and $C_{R}(\tilde{x}, \tilde{y}, \varepsilon)$ are determined by the boundary conditions. Imposing the boundary conditions we find that $C_{L}$ and $C_{R}$ must satisfy the following linear system:

$$
\begin{equation*}
M_{L}(\varepsilon) C_{L}(\tilde{x}, \tilde{y}, \varepsilon)+M_{R}(\varepsilon) C_{R}(\tilde{x}, \tilde{y}, \varepsilon)=\gamma(\tilde{x}, \tilde{y}, \varepsilon), \tag{4.21}
\end{equation*}
$$

where

$$
\begin{align*}
& M_{L}(\varepsilon):=L \tilde{Z}(0, \varepsilon) P \tilde{Z}^{-1}(0, \varepsilon)+R \tilde{Z}(1, \varepsilon) P \tilde{Z}^{-1}(0, \varepsilon) \\
& M_{R}(\varepsilon):=L \tilde{Z}(0, \varepsilon)(I-P) \tilde{Z}^{-1}(1, \varepsilon)+R \tilde{Z}(1, \varepsilon)(I-P) \tilde{Z}^{-1}(1, \varepsilon), \tag{4.22}
\end{align*}
$$

and

$$
\gamma(\tilde{x}, \tilde{y}, \varepsilon):=\binom{\phi(\varepsilon)}{\psi(\varepsilon)}+L \int_{0}^{1} \tilde{Z}(0, \varepsilon)(I-P) \tilde{Z}^{-1}(s, \varepsilon)
$$

$$
\begin{align*}
& \binom{0}{H(s, \tilde{x}(s, \varepsilon),(1 / \varepsilon) \tilde{y}(s, \varepsilon), \varepsilon)+\rho(s, \varepsilon)} d s  \tag{4.23}\\
& -R \int_{0}^{1} \tilde{Z}(1, \varepsilon) P \tilde{Z}^{-1}(s, \varepsilon)\binom{0}{H(s, \tilde{x}(s, \varepsilon),(1 / \varepsilon) \tilde{y}(s, \varepsilon), \varepsilon)+\rho(s, \varepsilon)} d s .
\end{align*}
$$

Since $\left|R \tilde{Z}(1, \varepsilon) P \tilde{Z}^{-1}(0, \varepsilon)\right| \leqq$ Const. $e^{(\nu / \varepsilon),}$ the columns of $\left(\begin{array}{ll}I_{n} & 0) \\ Z\end{array}(0, \varepsilon) P \tilde{Z}^{-1}(0, \varepsilon)=\right.$ $\left(\begin{array}{ll}I_{n} & 0\end{array}\right) P_{1} J(\varepsilon)+O\left(\varepsilon\left(\ln (1 / \varepsilon)^{2}\right)\right.$ span $R^{n}$ (see Assumption 3 and (4.19)), and

$$
R \tilde{Z}(1, \varepsilon)(I-P) \tilde{Z}^{-1}(1, \varepsilon)
$$

$$
=\left(\begin{array}{cc}
0 & 0  \tag{4.24}\\
-F\left(1, X_{0}(1)\right) T(1 / \varepsilon, \varepsilon) T(1 / \varepsilon, \varepsilon) & F\left(1, X_{0}(1)\right)
\end{array}\right)+O\left(\varepsilon\left(\ln \frac{1}{\varepsilon}\right)^{2}\right),
$$

it follows that for sufficiently small $\varepsilon$ there exists a solution $C_{L}$ and $C_{R}$ to the above linear system. We may now apply the Banach-Picard fixed point theorem to conclude that there exists a fixed point to the integral equation and hence a solution to the problem (1.1)-(1.2) satisfying the estimates of (4.1). For the details of such a proof, including a discussion of local uniqueness, see [11, pp. 26-30].
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#### Abstract

The problem of well-posedness for a system of nonstrictly hyperbolic conservation laws is studied. A finite difference scheme is used to prove the existence of an entropy solution with bounded variation. It is proved that the entropy solution of the system is unique, and that the solution depends continuously on its initial data in a proper topology. The analysis is based on a smoothness property of one of the Riemann invariants of the system.
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1. Introduction. The purpose of this paper is to study the Cauchy problem for the hyperbolic system of conservation laws

$$
\begin{align*}
& s_{t}+f(s, c)_{x}=0  \tag{1.1}\\
& (s c)_{t}+\left(c(f(s, c))_{x}=0 .\right.
\end{align*}
$$

This model arises in enhanced oil recovery when oil is displaced in a porous rock by water containing dissolved polymer. The variable $s$ denotes the saturation of the aqueous phase, consisting of water and polymer, while $c$ denotes the concentration of polymer in the aqueous phase. The function $f=f(s, c)$ is usually referred to as the fractional flow function. For a discussion of the application of (1.1) as a model for polymer flooding, we refer to Pope [21], Isaacson [5], and Johansen and Winther [7].

The characteristic speeds of the system (1.1) are given by $f_{s}$ and $f / s$. The system will be analyzed in regimes where the ordering of the characteristic speeds depends on the location in the state space. The hyperbolic problem (1.1) is therefore not strictly hyperbolic. Furthermore, the characteristic field associated with the speed $f / s$ is linearly degenerate.

Riemann problems for the nonstrictly hyperbolic system (1.1) have been analyzed by Keyfitz and Kranzer [8] and Isaacson [5]. Temple [25] used these results to establish existence of a solution for the Cauchy problem by the random choice method. A parabolic regularization of the model (1.1) is studied in [29]. In [28], existence of a solution to the Cauchy problem was proved by applying finite difference approximations. However, the analysis given in [28] was limited by rather restrictive assumptions on the fractional flow function $f$. In particular these assumptions implied that the system was strictly hyperbolic, and they excluded physically relevant fractional flow functions. Generalizations of the problem (1.1) were studied by Serre [23].

It was observed in [28] that if the variable $c$ is smooth initially, then $c$ remains smooth for all time. This property is due to the fact that one of the characteristic fields is noninteracting, i.e., it does not generate discontinuities. This observation should be compared with the result of Keyfitz and Kranzer [9] that global smooth solutions of (1.1) can occur only if the variable $f / s$ is constant for the initial data.

[^75]Hence, in general, discontinuities will develop, but in such a way that the variable $c$ remains smooth.

In the present paper we significantly generalize the theory developed in [28]. The results derived in [28] is based on a simple form of the fractional flow function. In fact, for the model studied in [28], we could formulate the finite difference scheme equivalently in conservative variables and in the Riemann invariants. This simplified the derivation of the bounds on the approximate solutions. In the present paper we generalize the results to physically relevant fractional flow functions, for which we cannot formulate the finite difference scheme in Riemann invariants. In fact, since the system is nonstrictly hyperbolic, the Riemann invariants do not constitute a global coordinate system in the state-space. We also generalize the analysis presented in [28] by including uniqueness and continuous dependence results.

As in [28] the smoothness property of $c$ is utilized. Existence of an entropy solution is derived under rather general assumptions on the fractional flow functions $f$. The existence argument uses finite difference approximations derived from the nonconservative form

$$
\begin{align*}
& s_{t}+f(s, c)_{x}=0  \tag{1.2}\\
& c_{t}+g(s, c) c_{x}=0
\end{align*}
$$

of the system (1.1). Here $g=g(s, c)$ denotes the function $f(s, c) / s$. In order to prove convergence in $L_{\text {loc }}^{1}$ of a subsequence the family ( $s_{\Delta}, c_{\Delta}$ ) of approximate solutions generated by the finite difference scheme, it is sufficient to establish three estimates: (1) a uniform $L^{\infty}$ bound, (2) a uniform total variation bound, and (3) $L^{1}$-continuity in time of the approximate solution. From these estimates we obtain convergence of a subsequence of the family $\left(s_{\Delta}, c_{\Delta}\right)$ in $L_{\text {loc }}^{1}$ (cf. Oleinik [19] or Smoller [24]). Glimm [4] applied this strategy in his famous existence proof for strictly hyperbolic systems of conservation laws with "small" data. He established the proper estimates for his random choice method. This scheme has also been applied by other authors in order to prove existence of weak solutions for special systems. In [15] LeVeque and Temple used this strategy to prove convergence of the Godunov scheme for strictly hyperbolic systems of conservation laws with "line fields." Serre [22] also studied such systems and proved convergence of the Godunov scheme, the random choice method, and the Lax-Friedrichs scheme.

For the present model, the estimates (1) and (3) are straightforward, whereas (2) depends strongly on the smoothness property of $c_{\Delta}$ derived in [28]. Having established the convergence, proving existence of an entropy solution is a matter of verifying that the limit satisfies the proper entropy condition. We remark that, to the author's knowledge, this is the first convergence result for a classical finite difference scheme applied to a nonstrictly hyperbolic system of conservation laws. Convergence of the random choice method for such system has been proved by Temple [25] and Liu and Wang [18].

However, the main contribution of this paper is a proof of uniqueness and continuous dependence results for the system (1.1). We show that, if the initial saturation $s$ is a function of bounded variation and if the initial concentration $c$ is sufficiently smooth, the entropy solution is unique. Furthermore, the solution depends continuously on the initial data in the proper topologies. These results should be compared with an observation done by Isaacson and Temple [6]. They observed, by combining two Riemann problem solutions, that if both the variables $s$ and $c$ are allowed to be discontinuous initially, then the solution would not depend continuously on the initial
data in $L^{1}$. Hence, a smoothness condition on $c$ seems to be necessary in order to obtain a well-posed Cauchy problem.

We remark that, as a consequence of the uniqueness result, we obtain convergence of the entire family of approximate solutions, not only a subsequence of it. We hope to be able to investigate this convergence, with an eye to error estimates, in the future. We also remark that the method of proving the smoothness property of the $c$ variable used in this paper also formally applies to more general systems of the form (1.2). The function $g$ may depend on $x, t$, and other quantities in a model.

Our uniqueness and continuous dependence results are derived by introducing a "Kruzkov-form" for the saturation equation of (1.2). The results obtained from this form are combined with results obtained with the method of characteristics for the concentration equation. We recall that the "Kruzkov-form" for scalar conservation laws was introduced by Kruzkov [10] and used in [10] and Kuznetsov [11] in order to establish uniqueness and continuous dependence results for such problems. For systems of hyperbolic conservation laws there are, however, very few results addressing the question of uniqueness and continuous dependence. Some uniqueness results for rather general systems are derived by DiPerna [2] and Liu [16], and a uniqueness result for the $p$-system in gas dynamics is established by Oleinik (cf. Smoller [24]). Stability of the constant state for general systems is studied by Temple [26], [27].

The precise assumptions on the model and the main results are stated in §2. In $\S 3$ we derive the desired properties of the finite difference approximations, while the convergence arguments are given in $\S 4$. The uniqueness and continuous dependence results are proved in $\S 5$.
2. Preliminaries and statement of the main result. We begin by introducing some notation. If $\mathcal{K}$ is a domain in $\mathbb{R}$, then $L^{p}(\mathcal{K}), 1 \leq p \leq \infty$, will denote the classical $L^{p}$ spaces of real valued functions on $\mathcal{K}$. Instead of $L^{p}(\mathbb{R})$, we will simply write $L^{p}$, and the norms on $L^{p}$ are denoted by $\|\cdot\|_{p}$. The localized versions of $L^{p}$, consisting of functions on $\mathbb{R}$ which are in $L^{p}(\mathcal{K})$ for any compact subset $\mathcal{K}$ of $\mathbb{R}$, are denoted by $L_{\text {loc }}^{p}$.

Furthermore, $B V=B V(\mathbb{R})$ denotes the subspace of $L_{\text {loc }}^{1}$ consisting of functions with bounded variation; i.e.,

$$
B V=\left\{v \in L_{\mathrm{loc}}^{1}: T V(v)<\infty\right\}
$$

where

$$
T V(v)=\sup _{h \neq 0} \int_{\mathbb{R}} \frac{|v(x+h)-v(x)|}{|h|} d x
$$

The class of Lipschitz continuous functions on a domain $\mathcal{K} \subset \mathbb{R}$ is denoted by $\operatorname{Lip}(\mathcal{K})$. More precisely

$$
\operatorname{Lip}(\mathcal{K})=\left\{v \in L^{\infty}(\mathcal{K}):\|v\|_{\operatorname{Lip}(\mathcal{K})}<\infty\right\}
$$

where

$$
\|v\|_{\operatorname{Lip}(\mathcal{K})}=\sup _{x \neq y} \frac{|v(x)-v(y)|}{|x-y|}
$$

As above, we will simply write $\operatorname{Lip}$ instead of $\operatorname{Lip}(\mathbb{R})$.

If $u$ is a function on a grid $\Delta=\{j \Delta x\}_{j \in \mathbb{Z}}$, with values $u_{j}$ at the grid points $j \Delta x$, we define an associated piecewise constant function $u_{\Delta}$ on $\mathbb{R}$ by

$$
u_{\Delta}(x)=u_{j} \quad \text { for } x \in\left[\left(j-\frac{1}{2}\right) \Delta x,\left(j+\frac{1}{2}\right) \Delta x\right)
$$

The "discrete" $L^{1}$ - and $L^{\infty}$-norms of $u$ are equal to the corresponding "continuous" norms; i.e.,

$$
\begin{aligned}
& \|u\|_{1} \equiv \Delta x \sum_{j \in \mathbb{Z}}\left|u_{j}\right|=\left\|u_{\Delta}\right\|_{1}, \\
& \|u\|_{\infty} \equiv \sup _{j \in \mathbb{Z}}\left|u_{j}\right|=\left\|u_{\Delta}\right\|_{\infty} .
\end{aligned}
$$

For a grid function $u$, we also let $T V(u)$ denote the associated "discrete" total variation given by

$$
T V(u) \equiv \sum_{j \in \mathbb{Z}}\left|u_{j}-u_{j-1}\right|
$$

It can easily be seen (cf. [1]) that $T V(u)$ is finite if and only if $u_{\Delta} \in B V$, and that

$$
T V(u)=T V\left(u_{\Delta}\right)
$$

Consider now the flux-function $f=f(s, c)$ which defines our model (1.2). It will be assumed throughout the paper that there exists an $S_{0}, 0<S_{0}<1$, such that

$$
\begin{equation*}
f\left(S_{0}, c\right) \equiv 0 \quad \forall c \in[0,1] . \tag{2.1}
\end{equation*}
$$

Furthermore we assume that

$$
\begin{equation*}
f(1, c) \equiv 1 \quad \forall c \in[0,1] \tag{2.2}
\end{equation*}
$$

(cf. Fig. 1). The associated state-space $\mathcal{S}$ of the model is given by

$$
\mathcal{S}=\left[S_{0}, 1\right] \times[0,1] .
$$

In addition to (2.1) and (2.2), we will also assume that $f(s, c)$ is an increasing and smooth function of $s$ for all $c \in[0,1]$. In order to simplify our notation we introduce a positive constant $M_{f}$ which bounds all the partial derivatives of $f$ of order 1 or 2 ; i.e., we assume that $M_{f}>0$ satisfies

$$
\begin{equation*}
0 \leq f_{s},\left|f_{c}\right|,\left|f_{s s}\right|,\left|f_{s c}\right|,\left|f_{c c}\right| \leq M_{f} \tag{2.3}
\end{equation*}
$$

for all $(s, c) \in \mathcal{S}$.
We emphasize that no assumptions are made concerning the sign of $f_{c}$ or $f_{s s}$. Hence, the conditions here are more general than what has been assumed in some earlier papers on the model (1.2) (cf. [25], [5]).

The initial functions $\left(s^{0}, c^{0}\right)$ of (1.2) are assumed to be given such that $\left(s^{0}(x), c^{0}(x)\right) \in \mathcal{S}$ for all $x \in \mathbb{R}$. In particular, this implies that $s^{0}(x) \geq S_{0}>0$ for all $x \in \mathbb{R}$. In addition we will assume that $c^{0}$ is a smooth function in the sense that $c^{0} \in \operatorname{Lip} \cap B V$. We recall that this assumption implies that $c_{x}^{0}$ exists almost everywhere and, since $c^{0}$ is continuous, $c_{x}^{0} \in L^{1}$. Hence, for any bounded interval $\mathcal{K}$ of $\mathbb{R}$, the restriction of $c^{0}$ is an element of the Sobolev space $W^{1,1}(\mathcal{K})$ (cf. [30]).


Fig. 1. A fractional flow function $f$ as a function of $s$ for two values of $c$.

Finally, it will be assumed that the functions $s^{0}$ and $c_{x}^{0}$ are elements of $B V$.
To be able to state the assumptions on the initial functions in a compact manner we introduce a subset $\mathcal{B}^{0}$ of $\left(L^{\infty}\right)^{2}$. A pair of functions $(u, v)$ is said to be in the class $\mathcal{B}^{0}$ if

$$
\begin{array}{ll}
\text { (a) } & (u(x), v(x)) \in \mathcal{S} \quad \forall x \in \mathbb{R}, \\
\text { (b) } & v \in \operatorname{Lip} \cap B V  \tag{2.4}\\
\text { (c) } & u, v_{x} \in B V .
\end{array}
$$

With this notation our assumptions on the functions $s^{0}, c^{0}$ can simply be written $\left(s^{0}, c^{0}\right) \in \mathcal{B}^{0}$. We also introduce a class $\mathcal{B}$ consisting of functions of two variables $x$ and $t$; a pair of functions $(u, v)$ is said to be in the class $\mathcal{B}$ if
(a) $\quad(u(\cdot, t), v(\cdot, t)) \in \mathcal{B}^{0}$ for $t \in\left[0, T_{0}\right]$,
(b) $\|u(\cdot, t)-u(\cdot, \tau)\|_{1}+\|v(\cdot, t)-v(\cdot, \tau)\|_{1} \leq K|t-\tau|$
for $0 \leq t, \tau \leq T_{0}<\infty$,
(c) $v(x, \cdot) \in \operatorname{Lip}\left[0, T_{0}\right]$ for $x \in \mathbb{R}$.

Here $K$ is a finite constant. Throughout the paper $T_{0}$ will denote a fixed finite time. The main reason for introducing this notation is that we will show that

$$
\left(s^{0}, c^{0}\right) \in \mathcal{B}^{0} \Longrightarrow(s, c) \in \mathcal{B}
$$

Establishing this fundamental property of the solution of (1.2) is an essential part of our existence argument presented below.

Let us now turn to the precise formulation of the initial value problem for the model (1.2). Since we are working with a nonlinear system of hyperbolic conservation
laws, we expect that discontinuities in the solutions will occur. As indicated above, this is only the case for the saturation function $s$. The concentration function $c$ will remain Lipschitz continuous for all time. Since $c$ is continuous, the shocks in $s$ can be considered, locally in space and time, as a shock of a scalar conservation law. We will therefore require these shocks to satisfy the proper generalization of a scalar entropy condition. This condition is formulated weakly by a modification of the Kruzkov form (cf. [10]).

Definition 1. Let $\left(s^{0}, c^{0}\right) \in \mathcal{B}^{0}$ be given. A pair of functions $(s, c)$ is called an entropy solution of (1.2) if they satisfy the following requirements:

1. $(s, c) \in \mathcal{B}$.
2. For all nonnegative $C^{\infty}$-functions $\phi$ with compact support in $\mathbb{R} \times\left[0, T_{0}\right]$, all $q \in\left[S_{0}, 1\right]$ and all $T \in\left[0, T_{0}\right]$,

$$
\begin{gathered}
\int_{0}^{T} \int_{\mathbb{R}}\left\{|s-q| \phi_{t}+\operatorname{sign}(s-q)(f(s, c)-f(q, c)) \phi_{x}-\operatorname{sign}(s-q) f(q, c)_{x} \phi\right\} d x d t \\
\quad+\int_{\mathbb{R}}\left|s^{0}(x)-q\right| \phi(x, 0) d x-\int_{\mathbb{R}}|s(x, T)-q| \phi(x, T) d x \geq 0
\end{gathered}
$$

3. For almost all $(x, t) \in \mathbb{R} \times\left[0, T_{0}\right], \quad(s(x, t), c(x, t))$ satisfies

$$
c_{t}+g(s, c) c_{x}=0
$$

Furthermore,

$$
\lim _{t \rightarrow 0^{+}}\left\|c(\cdot, t)-c^{0}\right\|_{1}=0
$$

This solution concept is a combination of a weak and a classical formulation. The inequality 2 is a generalization of the Kruzkov form (cf. [10]) for a scalar conservation law

$$
s_{t}+f(s, c)_{x}=0
$$

when $c$ is a given function of $x$ and $t$, while 3 is a classical formulation of the second equation of (1.2).

By using a finite difference approximation, we shall be able to prove the following existence result for the model (1.2).

Theorem 2.1. For any pair of initial functions $\left(s^{0}, c^{0}\right) \in \mathcal{B}^{0}$, there exists an entropy solution of (1.2).

By assuming some extra regularity on the initial functions, we shall also prove that the entropy solution is unique. Recall that for $(s, c) \in \mathcal{S}$ we have $0<S_{0} \leq s \leq 1$; hence the function $k=c_{x} / s$ is well defined whenever $c_{x}$ is. We also define $k^{0}=c_{x}^{0} / s^{0}$. Assume that the initial data $\left(s^{0}, c^{0}\right)$ satisfies the following requirements:
(a) $\left(s^{0}, c^{0}\right) \in \mathcal{B}^{0}$,
(b) $\quad\left(s^{0}(x), c^{0}(x)\right)= \begin{cases}\left(s^{L}, c^{L}\right) & x \leq L, \\ \left(s^{R}, c^{R}\right) & x \geq R,\end{cases}$
(c) $k_{x}^{0} \in L^{\infty}$,
where $s^{L}, s^{R}, c^{L}, s^{R}, L$, and $R$ are finite constants. Let $\left(\bar{s}^{0}, \bar{c}^{0}\right)$ be another pair of initial functions satisfying (2.6) with the same constants; then we have the following uniqueness and continuous dependence result.

Theorem 2.2. Let $\left(s^{0}, c^{0}\right)$ and $\left(\bar{s}^{0}, \bar{c}^{0}\right)$ be two pairs of initial data as described above, and let $(s, c)$ and $(\bar{s}, \bar{c})$ be the corresponding entropy solutions of (1.2), coinciding for $|x|$ sufficiently large. Then there is a finite constant $M$ such that

$$
\begin{aligned}
&\|s(\cdot, t)-\bar{s}(\cdot, t)\|_{1}+\|c(\cdot, t)-\bar{c}(\cdot, t)\|_{1}+\left\|c_{x}(\cdot, t)-\bar{c}_{x}(\cdot, t)\right\|_{1} \\
& \leq M\left(\left\|s^{0}-\bar{s}^{0}\right\|_{1}+\left\|c^{0}-\bar{c}^{0}\right\|_{1}+\left\|c_{x}^{0}-\bar{c}_{x}^{0}\right\|_{1}\right)
\end{aligned}
$$

for $t \in\left[0, T_{0}\right]$.
This theorem shows that the system is well posed in the proper topology. We remark that, in view of the example given by Isaacson and Temple referred to above, the system is not well posed in the $L^{1}$-norm applied to the variables $(s, c)$.

Theorem 2.1 will be proved in $\S 4$, while Theorem 2.2 will be proved in $\S 5$.
3. Properties of the approximate solutions. In order to prove the existence of a solution to the system (1.2), we generate a family ( $s_{\Delta}, c_{\Delta}$ ) of approximate solutions to the system and prove that a subsequence of this family converges in $L_{\text {loc }}^{1}$ and that the limit is a solution. The family of approximate solutions is generated by a nonconservative finite difference scheme (cf. [28]). The purpose of this section is to establish some bounds on these approximate solutions. First we prove that the approximate solutions remain in the state-space $\mathcal{S}$, and that the total variation of $c_{\Delta}$ is nonincreasing in time. Then, following [28], we show that $c_{\Delta}$ has a certain smoothness property. All these properties of the approximate solutions are used to prove that the total variation of $s_{\Delta}$ remains bounded for all finite time. As a corollary to the $T V$-estimates we establish the usual $L^{1}$-continuity in time for the approximate solutions. Finally we establish a discrete entropy condition.

Let $\Delta x$ and $\Delta t$ be the meshsize in space and time, respectively, and let $\left(s_{j}^{n}, c_{j}^{n}\right)$ denote an approximation to $(s(j \Delta x, n \Delta t), c(j \Delta x, n \Delta t))$ for all $(j, n) \in \mathbb{Z} \times \mathbb{Z}^{+}$. The approximations are generated by the following finite difference scheme:

$$
\begin{align*}
s_{j}^{n+1} & =s_{j}^{n}-\mu\left(f_{j}^{n}-f_{j-1}^{n}\right),  \tag{3.1}\\
c_{j}^{n+1} & =c_{j}^{n}-\mu g_{j}^{n}\left(c_{j}^{n}-c_{j-1}^{n}\right),
\end{align*}
$$

where $\mu=\Delta t / \Delta x, f_{j}^{n}=f\left(s_{j}^{n}, c_{j}^{n}\right)$, and $g_{j}^{n}=g\left(s_{j}^{n}, c_{j}^{n}\right)$. Recall that $g(s, c)=f(s, c) / s$. We assume that the mesh parameters satisfies the following CFL-condition:

$$
\begin{equation*}
\frac{\Delta t}{\Delta x} \sup _{(s, c) \in \mathcal{S}}\left(\frac{\partial f}{\partial s}, g\right) \leq 1 \tag{3.2}
\end{equation*}
$$

The iteration is started by putting

$$
s_{j}^{0}=\frac{1}{\Delta x} \int_{(j-1 / 2) \Delta x}^{(j+1 / 2) \Delta x} s^{0}(x) d x \quad \text { and } \quad c_{j}^{0}=\frac{1}{\Delta x} \int_{(j-1 / 2) \Delta x}^{(j+1 / 2) \Delta x} c^{0}(x) d x
$$

The family of approximate solutions $\left(s_{\Delta}, c_{\Delta}\right)$ is defined by extending the finite difference solutions $\left\{\left(s_{j}^{n}, c_{j}^{n}\right)\right\}$ to a function on $\mathbb{R} \times\left[0, T_{0}\right]$,

$$
\begin{align*}
& \left(s_{\Delta}(x, t), c_{\Delta}(x, t)\right)=\left(s_{j}^{n}, c_{j}^{n}\right)  \tag{3.3}\\
& \quad \text { for }(x, t) \in\left[\left(j-\frac{1}{2}\right) \Delta x,\left(j+\frac{1}{2}\right) \Delta x\right) \times[n \Delta t,(n+1) \Delta t)
\end{align*}
$$

We start by showing that the finite difference solutions remain in the state-space, and that the total variation of $c$ is nonincreasing as a function of time.

Lemma 3.1. Suppose that $\left(s_{j}^{0}, c_{j}^{0}\right) \in \mathcal{S} \quad \forall j \in \mathbb{Z}$ and that $T V\left(c^{0}\right)<\infty$ then
(a) $\left(s_{j}^{n}, c_{j}^{n}\right) \in \mathcal{S} \quad \forall(j, n) \in \mathbb{Z} \times \mathbb{Z}^{+}$,
(b) $\min _{i} c_{i}^{0} \leq c_{j}^{n} \leq \max _{i} c_{i}^{0} \quad \forall(j, n) \in \mathbb{Z} \times \mathbb{Z}^{+}$,
(c) $T V\left(c^{n}\right) \leq T V\left(c^{0}\right) \quad \forall n \in \mathbb{Z}^{+}$.

Proof. Assume, for a fixed $n$, that $\left(s_{j}^{n}, c_{j}^{n}\right) \in \mathcal{S}$ for all $j \in \mathbb{Z}$. Since

$$
c_{j}^{n+1}=\left(1-\mu g_{j}^{n}\right) c_{j}^{n}+\mu g_{j}^{n} c_{j-1}^{n},
$$

it follows by the CFL-condition (3.2) that $c_{j}^{n+1}$ is a convex combination of $c_{j}^{n}$ and $c_{j-1}^{n}$. Hence

$$
\min _{i} c_{i}^{n} \leq c_{j}^{n+1} \leq \max _{i} c_{i}^{n} \quad \forall j \in \mathbb{Z}
$$

and

$$
T V\left(c^{n+1}\right) \leq T V\left(c^{n}\right)
$$

It remains to prove that

$$
\begin{equation*}
s_{j}^{n+1} \in\left[S_{0}, 1\right] \quad \forall j \in \mathbb{Z} \tag{3.4}
\end{equation*}
$$

Define the function $\sigma=\sigma\left(s^{L}, s^{R}, c^{L}, c^{R}\right)$ by

$$
\sigma\left(s^{L}, s^{R}, c^{L}, c^{R}\right)=s^{R}-\mu\left(f\left(s^{R}, c^{R}\right)-f\left(s^{L}, c^{L}\right)\right)
$$

for $\left(s^{L}, c^{L}\right),\left(s^{R}, c^{R}\right) \in \mathcal{S}$. Then, by the CFL-condition (3.2) and the properties of $f$, we obtain

$$
\begin{aligned}
\frac{\partial \sigma}{\partial s^{L}} & =\mu f_{s}\left(s^{L}, c^{L}\right) \geq 0 \\
\frac{\partial \sigma}{\partial s^{R}} & =1-\mu f_{s}\left(s^{R}, c^{R}\right) \geq 0
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
& \sigma\left(s^{L}, s^{R}, c^{L}, c^{R}\right) \leq \sigma\left(1,1, c^{L}, c^{R}\right)=1 \\
& \sigma\left(s^{L}, s^{R}, c^{L}, c^{R}\right) \geq \sigma\left(S_{0}, S_{0}, c^{L}, c^{R}\right)=S_{0}
\end{aligned}
$$

Since $s_{j}^{n+1}=\sigma\left(s_{j-1}^{n}, s_{j}^{n}, c_{j-1}^{n}, c_{j}^{n}\right)$, we have established (3.4), and the proof of the lemma is completed by induction on $n$.

In [28] we established a smoothness property for the variable corresponding to our $c$-variable. In the present paper this property is of fundamental importance both for the existence and the uniqueness of a solution to the Cauchy problem. We will therefore, for completeness, briefly review the discussion of smoothness here.

Let us start by deriving this regularity in the case of classical solutions. We assume that $(s, c)$ is a smooth solution of the system

$$
\begin{align*}
& s_{t}+(g s)_{x}=0  \tag{3.5}\\
& c_{t}+g c_{x}=0
\end{align*}
$$

and that $(s(x, t), c(x, t)) \in \mathcal{S}$ for all $(x, t) \in \mathbb{R} \times\left[0, T_{0}\right]$. By differentiating the second equation of (3.5) with respect to $x$, we obtain the equation

$$
\begin{equation*}
\left(c_{x}\right)_{t}+\left(g c_{x}\right)_{x}=0 \tag{3.6}
\end{equation*}
$$

Now, let

$$
k=c_{x} / s
$$

and recall that for $(s, c) \in \mathcal{S}$, we have $0<S_{0} \leq s \leq 1$. Then, by using (3.6), we get

$$
0=(k s)_{t}+(g k s)_{x}=k\left(s_{t}+(g s)_{x}\right)+s\left(k_{t}+g k_{x}\right)
$$

and then, by the first equation of (3.5), we obtain

$$
\begin{equation*}
k_{t}+g k_{x}=0 \tag{3.7}
\end{equation*}
$$

This equation is easily seen to satisfy the following maximum principle:

$$
\|k(\cdot, t)\|_{\infty} \leq\left\|k^{0}\right\|_{\infty}
$$

and consequently,

$$
\begin{equation*}
\left\|c_{x}(\cdot, t)\right\|_{\infty} \leq\left\|c_{x}^{0}\right\|_{\infty} / S_{0} \tag{3.8}
\end{equation*}
$$

Thus we have established a uniform bound on the spatial derivative of the $c$-variable under the assumption of classical solutions. However, this is merely formalism since the solution of the system in general only exists in a weak sense, but these calculations clearly motivate a similar result for the approximate solutions. Using the regularity of the approximate solutions we prove, rigorously, that the function $c$ obtained as the limit of $c_{\Delta}$ is Lipschitz continuous.

We remark that the method of deriving a uniform bound on the spatial derivative of $c$ for smooth solutions outlined above is applicable for any systems that can be written on the form (3.5). It is not necessary for the function $g$ to be a function of $s$ and $c$ only; it might also depend explicitly on $x, t$, and other quantities in a model.

To prove the regularity property for the approximate solutions, we introduce an auxiliary sequence

$$
\begin{equation*}
k_{j}^{n}=\frac{c_{j+1}^{n}-c_{j}^{n}}{\Delta x s_{j+1}^{n}} \quad \forall(j, n) \in \mathbb{Z} \times \mathbb{Z}^{+} \tag{3.9}
\end{equation*}
$$

Again we recall that $0<S_{0} \leq s_{j}^{n} \leq 1$ whenever $\left(s_{j}^{n}, c_{j}^{n}\right) \in \mathcal{S}$. We have the following result.

Lemma 3.2. Suppose that $\left(s_{j}^{0}, c_{j}^{0}\right) \in \mathcal{S}$ for all $j \in \mathbb{Z}$; then

$$
\left\|\frac{c_{j+1}^{n}-c_{j}^{n}}{\Delta x}\right\|_{\infty} \leq\left\|\frac{c_{j+1}^{0}-c_{j}^{0}}{\Delta x s_{j+1}^{0}}\right\|_{\infty} \leq \frac{1}{S_{0}}\left\|\frac{c_{j+1}^{0}-c_{j}^{0}}{\Delta x}\right\|_{\infty} \quad \forall n \in \mathbb{Z}^{+}
$$

Proof. We first observe that $\left(s_{j}^{n}, c_{j}^{n}\right) \in \mathcal{S}$ for all $(j, n) \in \mathbb{Z} \times \mathbb{Z}^{+}$(cf. Lemma 3.1). By using the finite difference scheme (3.1) for $\left(s_{j}^{n+1}, c_{j}^{n+1}\right)$, we obtain the following scheme for the auxiliary sequence $\left\{k_{j}^{n}\right\}$ :

$$
\begin{equation*}
k_{j}^{n+1}=\left(1-\mu g_{j+1}^{n}\right) \frac{s_{j+1}^{n}}{s_{j+1}^{n+1}} k_{j}^{n}+\mu g_{j}^{n} \frac{s_{j}^{n}}{s_{j+1}^{n+1}} k_{j-1}^{n} \tag{3.10}
\end{equation*}
$$

(we refer to [28] for the details). By the CFL-condition (3.2), the coefficients of the scheme (3.10) are positive, and it follows from (3.1) that their sum is 1 . Hence $k_{j}^{n+1}$ is a convex combination of $k_{j-1}^{n}$ and $k_{j}^{n}$, and then, by induction, we have

$$
\left\|k^{n}\right\|_{\infty} \leq\left\|k^{0}\right\|_{\infty}
$$

By (3.9), this proves the lemma.
From the proof above we collect the following results concerning the properties of the auxiliary sequence $\left\{k_{j}^{n}\right\}$.

Corollary 3.3. Suppose that $\left(s_{j}^{0}, c_{j}^{0}\right) \in \mathcal{S} \forall j \in \mathbb{Z}$, and that $T V\left(k^{0}\right)<\infty$, then
(a) $\left\|k^{n}\right\|_{\infty} \leq\left\|k^{0}\right\|_{\infty} \quad \forall n \in \mathbb{Z}^{+}$,
(b) $T V\left(k^{n}\right) \leq T V\left(k^{0}\right) \quad \forall n \in \mathbb{Z}^{+}$.

Both of these properties follow from the fact that $k_{j}^{n+1}$ is a convex combination of $k_{j-1}^{n}$ and $k_{j}^{n}$.

Next we prove that the total variation of $s_{\Delta}$ is bounded. We remark that this result depends strongly on the regularity of $c_{\Delta}$.

Lemma 3.4. Suppose that $\left(s_{j}^{0}, c_{j}^{0}\right) \in \mathcal{S}$ for all $j \in \mathbb{Z}$, and that there is a finite constant $M_{0}$ such that

$$
T V\left(s^{0}\right), T V\left(k^{0}\right), T V\left(c^{0}\right),\left\|k^{0}\right\|_{\infty} \leq M_{0}
$$

Then

$$
T V\left(s^{n}\right) \leq\left(2 M_{0}+\frac{1}{2}\right) e^{2 M_{f} M_{0} n \Delta t}
$$

where $M_{f}$ is defined by (2.3).
Proof. From the finite difference scheme (3.1), we obtain

$$
\begin{aligned}
& s_{j+1}^{n+1}-s_{j}^{n+1}= s_{j+1}^{n}-s_{j}^{n}-\mu\left(f\left(s_{j+1}^{n}, c_{j+1}^{n}\right)-f\left(s_{j}^{n}, c_{j+1}^{n}\right)+f\left(s_{j}^{n}, c_{j+1}^{n}\right)-f\left(s_{j}^{n}, c_{j}^{n}\right)\right) \\
&+\mu\left(f\left(s_{j}^{n}, c_{j}^{n}\right)-f\left(s_{j-1}^{n}, c_{j}^{n}\right)+f\left(s_{j-1}^{n}, c_{j}^{n}\right)-f\left(s_{j-1}^{n}, c_{j-1}^{n}\right)\right) \\
&=s_{j+1}^{n}-s_{j}^{n}-\mu f_{s}\left(s_{j+1 / 2}^{n}, c_{j+1}^{n}\right)\left(s_{j+1}^{n}-s_{j}^{n}\right)-\mu\left(f\left(s_{j}^{n}, c_{j+1}^{n}\right)-f\left(s_{j}^{n}, c_{j}^{n}\right)\right) \\
&+\mu f_{s}\left(s_{j-1 / 2}^{n}, c_{j}^{n}\right)\left(s_{j}^{n}-s_{j-1}^{n}\right)+\mu\left(f\left(s_{j-1}^{n}, c_{j}^{n}\right)-f\left(s_{j-1}^{n}, c_{j-1}^{n}\right)\right),
\end{aligned}
$$

where $s_{j+1 / 2}^{n} \in \operatorname{int}\left[s_{j}^{n}, s_{j+1}^{n}\right]$. Here int $[a, b]$ denotes the interval $[\min (a, b), \max (a, b)]$. By using a Taylor series expansion in the $c$-variable we get

$$
\begin{aligned}
& T V\left(s^{n+1}\right)=\sum_{j}\left|s_{j+1}^{n+1}-s_{j}^{n+1}\right| \\
& =\sum_{j} \mid\left(1-\mu f_{s}\left(s_{j+1 / 2}^{n}, c_{j+1}^{n}\right)\right)\left(s_{j+1}^{n}-s_{j}^{n}\right)+\mu f_{s}\left(s_{j-1 / 2}^{n}, c_{j}^{n}\right)\left(s_{j}^{n}-s_{j-1}^{n}\right) \\
& \quad-\mu f_{c}\left(s_{j}^{n}, c_{j}^{n}\right)\left(c_{j+1}^{n}-c_{j}^{n}\right)+\mu f_{c}\left(s_{j-1}^{n}, c_{j-1}^{n}\right)\left(c_{j}^{n}-c_{j-1}^{n}\right) \\
& \left.\quad-\frac{\mu}{2} f_{c c}\left(s_{j}^{n}, c_{j+1 / 2}^{n}\right)\left(c_{j+1}^{n}-c_{j}^{n}\right)^{2}+\frac{\mu}{2} f_{c c}\left(s_{j-1}^{n}, c_{j-1 / 2}^{n}\right)\left(c_{j}^{n}-c_{j-1}^{n}\right)^{2} \right\rvert\,,
\end{aligned}
$$

where $c_{j+1 / 2}^{n} \in \operatorname{int}\left[c_{j}^{n}, c_{j+1}^{n}\right]$. From the CFL-condition and the properties of $f$, we have

$$
\begin{aligned}
T V\left(s^{n+1}\right) \leq & T V\left(s^{n}\right)+\mu \sum_{j}\left|f_{c}\left(s_{j}^{n}, c_{j}^{n}\right)\left(c_{j+1}^{n}-c_{j}^{n}\right)-f_{c}\left(s_{j-1}^{n}, c_{j-1}^{n}\right)\left(c_{j}^{n}-c_{j-1}^{n}\right)\right| \\
& +\mu M_{f}\left\|c_{j+1}^{n}-c_{j}^{n}\right\|_{\infty} \sum_{j}\left|c_{j+1}^{n}-c_{j}^{n}\right|=T V\left(s^{n}\right)+I+I I
\end{aligned}
$$

Here we bound $I$ by using the properties of the auxiliary sequence $\left\{k_{j}^{n}\right\}$.

$$
\begin{aligned}
I \equiv & \equiv \frac{\Delta t}{\Delta x} \sum_{j}\left|f_{c}\left(s_{j}^{n}, c_{j}^{n}\right)\left(c_{j+1}^{n}-c_{j}^{n}\right)-f_{c}\left(s_{j-1}^{n}, c_{j-1}^{n}\right)\left(c_{j}^{n}-c_{j-1}^{n}\right)\right| \\
= & \Delta t \sum_{j}\left|f_{c}\left(s_{j}^{n}, c_{j}^{n}\right) k_{j}^{n} s_{j+1}^{n}-f_{c}\left(s_{j-1}^{n}, c_{j-1}^{n}\right) k_{j-1}^{n} s_{j}^{n}\right| \\
= & \Delta t \sum_{j} \mid k_{j}^{n}\left[f_{c}\left(s_{j}^{n}, c_{j}^{n}\right)\left(s_{j+1}^{n}-s_{j}^{n}\right)+s_{j}^{n}\left(f_{c}\left(s_{j}^{n}, c_{j}^{n}\right)-f_{c}\left(s_{j-1}^{n}, c_{j-1}^{n}\right)\right)\right] \\
& \quad+f_{c}\left(s_{j-1}^{n}, c_{j-1}^{n}\right) s_{j}^{n}\left(k_{j}^{n}-k_{j-1}^{n}\right) \mid \\
\leq & \Delta t\left[\left\|k^{n}\right\|_{\infty}\left(M_{f} T V\left(s^{n}\right)+M_{f} T V\left(s^{n}\right)+M_{f} T V\left(c^{n}\right)\right)+M_{f} T V\left(k^{n}\right)\right] .
\end{aligned}
$$

Consequently, we have

$$
I \leq M_{0} M_{f}\left(M_{0}+1\right) \Delta t+2 M_{f} M_{0} \Delta t T V\left(s^{n}\right)
$$

The term $I I$ is bounded by applying Lemmas 3.1 and 3.2 :

$$
I I \equiv \Delta t M_{f}\left\|\frac{c_{j+1}^{n}-c_{j}^{n}}{\Delta x}\right\|_{\infty} T V\left(c^{n}\right) \leq \Delta t M_{f}\left\|k^{0}\right\|_{\infty} T V\left(c^{0}\right) \leq M_{f} M_{0}^{2} \Delta t
$$

By using the bounds for $I$ and $I I$, we get

$$
T V\left(s^{n+1}\right) \leq\left(1+2 M_{f} M_{0} \Delta t\right) T V\left(s^{n}\right)+M_{f} M_{0}\left(2 M_{0}+1\right) \Delta t
$$

and consequently we obtain, using induction, that

$$
T V\left(s^{n}\right) \leq\left(T V\left(s^{0}\right)+M_{0}+\frac{1}{2}\right)\left(1+2 M_{f} M_{0} \Delta t\right)^{n}-\left(M_{0}+\frac{1}{2}\right)
$$

Now the proof is completed by observing that

$$
T V\left(s^{n}\right) \leq\left(2 M_{0}+\frac{1}{2}\right) e^{2 M_{f} M_{0} n \Delta t}
$$

An immediate consequence of Lemmas 3.1 and 3.4 and Corollary 3.3 is that the approximate solutions and the auxiliary sequence $\left\{k_{j}^{n}\right\}$ are $L^{1}$-Lipschitz continuous in time. For a proof of this fact we refer to [28].

Lemma 3.5. Suppose that $\left(s_{j}^{0}, c_{j}^{0}\right) \in \mathcal{S}$ for all $j \in \mathbb{Z}$, and that there is a finite constant $M_{0}$ such that

$$
T V\left(s^{0}\right), T V\left(k^{0}\right), T V\left(c^{0}\right),\left\|k^{0}\right\|_{\infty} \leq M_{0}
$$

Then there exists a finite constant $K$ depending only on $M_{0}$ and $M_{f}$ such that

$$
\left\|s^{m}-s^{n}\right\|_{1},\left\|c^{m}-c^{n}\right\|_{1},\left\|k^{m}-k^{n}\right\|_{1} \leq K|m-n| \Delta t
$$

for $m, n \geq 0$ satisfying $m \Delta t, n \Delta t \leq T_{0}<\infty$.
We will conclude this section by proving that the approximate solutions satisfy a discrete entropy inequality. By using this discrete entropy inequality we will, in the next section, prove that the pair of functions $(s, c)$, constructed as the limit of the family of approximate solutions, satisfies the entropy inequality formulated in Definition 1. In the discrete entropy condition, we will need a smooth approximation to the signum function. Let $\sigma_{\epsilon}=\sigma_{\epsilon}(s)$ be a family of nondecreasing $C^{\infty}$-function satisfying $\sigma_{\epsilon}(s)=\operatorname{sign}(s)$ for $|s|>\epsilon$.

Lemma 3.6. Suppose that $\left(s_{j}^{0}, c_{j}^{0}\right) \in \mathcal{S}$ for all $j \in \mathbb{Z}$. Let $\phi$ be a nonnegative $C^{\infty}$-function with compact support on $\mathbb{R} \times\left[0, T_{0}\right]$, and let $N$ be a positive integer such that $N \Delta t \leq T \leq T_{0}$. Then

$$
\begin{aligned}
& \Delta t \sum_{n=0}^{N-1} \Delta x \sum_{j \in \mathbb{Z}}\left\{\frac{\phi(j \Delta x,(n+1) \Delta t)-\phi(j \Delta x, n \Delta t)}{\Delta t}\left|s_{j}^{n+1}-q\right|\right. \\
& +\frac{\phi((j+1) \Delta x, n \Delta t)-\phi(j \Delta x, n \Delta t)}{\Delta x}\left(f\left(s_{j}^{n}, c_{j}^{n}\right)-f\left(q, c_{j}^{n}\right)\right) \operatorname{sign}\left(s_{j}^{n}-q\right) \\
& \left.\quad-\frac{f\left(q, c_{j}^{n}\right)-f\left(q, c_{j-1}^{n}\right)}{\Delta x} \sigma_{\epsilon}\left(s_{j}^{n+1}-q\right) \phi(j \Delta x, n \Delta t)\right\} \\
& +\Delta x \sum_{j \in \mathbb{Z}}\left|s_{j}^{0}-q\right| \phi(j \Delta x, 0)-\Delta x \sum_{j \in \mathbb{Z}}\left|s_{j}^{N}-q\right| \phi(j \Delta x, N \Delta t) \\
& \quad \geq \Delta t \sum_{n=0}^{N-1} \Delta x \sum_{j \in \mathbb{Z}} \Theta_{\epsilon}\left(s_{j}^{n+1}-q\right) \phi(j \Delta x, n \Delta t)
\end{aligned}
$$

where

$$
\Theta_{\epsilon}(s)=\sigma_{\epsilon}(s) s-|s| .
$$

Proof. From the finite difference scheme (3.1), we have the following identity:

$$
\begin{align*}
s_{j}^{n+1}-q=s_{j}^{n}-q & -\mu\left(f\left(s_{j}^{n}, c_{j}^{n}\right)-f\left(q, c_{j}^{n}\right)\right)  \tag{3.11}\\
& +\mu\left(f\left(s_{j-1}^{n}, c_{j-1}^{n}\right)-f\left(q, c_{j-1}^{n}\right)\right) \\
& -\mu\left(f\left(q, c_{j}^{n}\right)-f\left(q, c_{j-1}^{n}\right)\right)
\end{align*}
$$

for any $q \in\left[S_{0}, 1\right]$. By multiplying this identity by $\sigma_{\epsilon}\left(s_{j}^{n+1}-q\right)$, we get $\sigma_{\epsilon}\left(s_{j}^{n+1}-q\right)\left(s_{j}^{n+1}-q\right)$ on the left-hand side of (3.11). By the definition of $\Theta_{\epsilon}$, this equals $\left|s_{j}^{n+1}-q\right|+\Theta_{\epsilon}\left(s_{j}^{n+1}-q\right)$. To estimate the resulting first term of the right-hand side, we introduce the function

$$
\alpha(s)=s-q-\mu\left(f\left(s, c_{j}^{n}\right)-f\left(q, c_{j}^{n}\right)\right)
$$

By the CFL-condition (3.2), we have

$$
\alpha^{\prime}(s)=1-\mu f_{s}\left(s, c_{j}^{n}\right) \geq 0,
$$

hence $\operatorname{sign}(\alpha(s))=\operatorname{sign}(s-q)$. By using this property of $\alpha$ and the fact that $\sigma_{\epsilon}(s) \leq$ 1, we obtain

$$
\alpha(s) \sigma_{\epsilon}\left(s_{j}^{n+1}-q\right) \leq|\alpha(s)|=\alpha(s) \operatorname{sign}(s-q)
$$

Consequently, we have

$$
\begin{aligned}
& \left(s_{j}^{n}-q-\mu\left(f\left(s_{j}^{n}, c_{j}^{n}\right)-f\left(q, c_{j}^{n}\right)\right)\right) \sigma_{\epsilon}\left(s_{j}^{n+1}-q\right) \\
& \quad \leq\left|s_{j}^{n}-q\right|-\mu\left(f\left(s_{j}^{n}, c_{j}^{n}\right)-f\left(q, c_{j}^{n}\right)\right) \operatorname{sign}\left(s_{j}^{n}-q\right)
\end{aligned}
$$

Since $f$ is a nondecreasing function of $s$, the resulting second term of the right-hand side of (3.11) can be bounded in a similar manner:

$$
\begin{aligned}
& \mu\left(f\left(s_{j-1}^{n}, c_{j-1}^{n}\right)-f\left(q, c_{j-1}^{n}\right)\right) \sigma_{\epsilon}\left(s_{j}^{n+1}-q\right) \\
& \quad \leq \mu\left|f\left(s_{j-1}^{n}, c_{j-1}^{n}\right)-f\left(q, c_{j-1}^{n}\right)\right| \\
& \quad=\mu\left(f\left(s_{j-1}^{n}, c_{j-1}^{n}\right)-f\left(q, c_{j-1}^{n}\right)\right) \operatorname{sign}\left(s_{j-1}^{n}-q\right) .
\end{aligned}
$$

To summarize, we have derived from (3.11) the following pointwise discrete entropy inequality:

$$
\begin{align*}
\left|s_{j}^{n+1}-q\right|-\left|s_{j}^{n}-q\right|+\Theta_{\epsilon}\left(s_{j}^{n+1}-q\right) \leq & -\mu\left(f\left(s_{j}^{n}, c_{j}^{n}\right)-f\left(q, c_{j}^{n}\right)\right) \operatorname{sign}\left(s_{j}^{n}-q\right)  \tag{3.12}\\
& +\mu\left(f\left(s_{j-1}^{n}, c_{j-1}^{n}\right)-f\left(q, c_{j-1}^{n}\right)\right) \operatorname{sign}\left(s_{j-1}^{n}-q\right) \\
& -\mu\left(f\left(q, c_{j}^{n}\right)-f\left(q, c_{j-1}^{n}\right)\right) \sigma_{\epsilon}\left(s_{j}^{n+1}-q\right) .
\end{align*}
$$

By multiplying the inequality (3.12) by $\phi(j \Delta x, n \Delta t)$, we obtain, after summation in space and time, that

$$
\begin{aligned}
& \Delta t \sum_{n=0}^{N-1} \Delta x \sum_{j \in \mathbb{Z}}\left\{\frac{\left|s_{j}^{n+1}-q\right|-\left|s_{j}^{n}-q\right|}{\Delta t} \phi(j \Delta x, n \Delta t)\right. \\
& +\frac{\left(f\left(s_{j}^{n}, c_{j}^{n}\right)-f\left(q, c_{j}^{n}\right)\right) \operatorname{sign}\left(s_{j}^{n}-q\right)-\left(f\left(s_{j-1}^{n}, c_{j-1}^{n}\right)-f\left(q, c_{j-1}^{n}\right)\right) \operatorname{sign}\left(s_{j-1}^{n}-q\right)}{\Delta x} \\
& \left.\cdot \phi(j \Delta x, n \Delta t)+\frac{f\left(q, c_{j}^{n}\right)-f\left(q, c_{j-1}^{n}\right)}{\Delta x} \sigma_{\epsilon}\left(s_{j}^{n+1}-q\right) \phi(j \Delta x, n \Delta t)\right\} \\
& \quad \leq-\Delta t \sum_{n=0}^{N-1} \Delta x \sum_{j \in \mathbb{Z}} \Theta_{\epsilon}\left(s_{j}^{n+1}-q\right) \phi(j \Delta x, n \Delta t) .
\end{aligned}
$$

By applying summation by parts in time and space for the first and the second term, respectively, we get

$$
\begin{aligned}
& \Delta x \sum_{j \in \mathbb{Z}}\left|s_{j}^{N}-q\right| \phi(j \Delta x, N \Delta t)-\Delta x \sum_{j \in \mathbb{Z}}\left|s_{j}^{0}-q\right| \phi(j \Delta x, 0) \\
& -\Delta t \sum_{n=0}^{N-1} \Delta x \sum_{j \in \mathbb{Z}} \frac{\phi(j \Delta x,(n+1) \Delta t)-\phi(j \Delta x, n \Delta t)}{\Delta t}\left|s_{j}^{n+1}-q\right| \\
& -\Delta t \sum_{n=0}^{N-1} \Delta x \sum_{j \in \mathbb{Z}} \frac{\phi((j+1) \Delta x, n \Delta t)-\phi(j \Delta x, n \Delta t)}{\Delta x}\left(f\left(s_{j}^{n}, c_{j}^{n}\right)-f\left(q, c_{j}^{n}\right)\right) \operatorname{sign}\left(s_{j}^{n}-q\right) \\
& +\Delta t \sum_{n=0}^{N-1} \Delta x \sum_{j \in \mathbb{Z}} \frac{f\left(q, c_{j}^{n}\right)-f\left(q, c_{j-1}^{n}\right)}{\Delta x} \sigma_{\epsilon}\left(s_{j}^{n+1}-q\right) \phi(j \Delta x, n \Delta t) \\
& \quad \leq-\Delta t \sum_{n=0}^{N-1} \Delta x \sum_{j \in \mathbb{Z}} \Theta_{\epsilon}\left(s_{j}^{n+1}-q\right) \phi(j \Delta x, n \Delta t) .
\end{aligned}
$$

which concludes the proof.
4. Existence of an entropy solution. In the previous section we established some properties of the family of approximate solutions. In this section we will use these properties to prove that there exists a solution of the problem (1.2) in the sense of Definition 1 . We start by showing that a subsequence of the family of approximate solutions $\left(s_{\Delta}, c_{\Delta}\right)$ converges in $L_{\text {loc }}^{1}$ to a pair of functions $(s, c)$, and that this limit inherits the properties of the approximate solutions. Then we prove that in conservative variables, i.e., $(s, s c)$, the limit is a weak solution of the Cauchy problem. Using this fact, and the regularity of $c$, we prove that the pair $(s, c)$ is a solution according to Definition 1.

We start by stating the convergence result.
Lemma 4.1. Suppose that $\left(s^{0}, c^{0}\right)$ is in the class $\mathcal{B}^{0}$ (cf. (2.4)). Then, as the meshsize tends to zero, there is a subsequence of ( $s_{\Delta}, c_{\Delta}$ ), the family of approximate solutions generated by the finite difference scheme (3.1), converging in $L_{\text {loc }}^{1}$ to a pair of functions $(s, c) \in \mathcal{B}$.

Proof. In the previous section, we established the following properties of the approximate solutions:
(1) $\quad\left(s_{\Delta}(x, t), c_{\Delta}(x, t)\right) \in \mathcal{S} \quad \forall(x, t) \in \mathbb{R} \times\left[0, T_{0}\right]$,
(2) $T V\left(s_{\Delta}(\cdot, t)\right), T V\left(c_{\Delta}(\cdot, t)\right) \leq K$,
(3) $\left\|s_{\Delta}(\cdot, t)-s_{\Delta}(\cdot, \tau)\right\|_{1}+\left\|c_{\Delta}(\cdot, t)-c_{\Delta}(\cdot, \tau)\right\|_{1} \leq K(|t-\tau|+\Delta t)$
for $0 \leq t, \tau \leq T_{0}<\infty$,
where $K$ is a finite constant independent of $\Delta$. Here (1) follows from Lemma 3.1, (2) follows from Lemmas 3.1 and 3.4, and (3) follows from Lemma 3.5. From these properties, it follows by an argument presented by Oleinik [19] (see also Smoller [24, Chap. 16]) that a subsequence, also denoted by ( $s_{\Delta}, c_{\Delta}$ ), of the family of approximate solutions converges in $L_{\text {loc }}^{1}$ for all $t \in\left[0, T_{0}\right]$ towards a pair of functions $(s, c)$ as the meshsize tends to zero.

It remains to prove that the limit ( $s, c$ ) is in the class $\mathcal{B}$ of functions (cf. (2.5)). Since convergence in $L_{\text {loc }}^{1}$ implies pointwise convergence almost everywhere of a subsequence, we can deduce the properties of the limit ( $s, c$ ) by appealing to the analogous discrete results. It might, however, be necessary to redefine ( $s, c$ ) on a set of measure zero.

The fact that ( $s, c$ ) remains in the state-space (cf. (a) of (2.4)), i.e.,

$$
(s(x, t), c(x, t)) \in \mathcal{S} \quad \forall(x, t) \in \mathbb{R} \times\left[0, T_{0}\right]
$$

follows from Lemma 3.1. The bound on the total variation and the Lipschitz continuity of $c$ (cf. (b) of (2.4)), i.e.,

$$
\begin{equation*}
c(\cdot, t) \in \operatorname{Lip} \cap B V \quad \text { for } t \in\left[0, T_{0}\right] \tag{4.1}
\end{equation*}
$$

is a consequence of Lemmas 3.1 and 3.2. A detailed proof of (4.1) based on Lemma 3.2 is given in [28]. In a similar manner we deduce that

$$
c(x, \cdot) \in \operatorname{Lip}\left[0, \mathrm{~T}_{0}\right] \quad \text { for } x \in \mathbb{R}
$$

(cf. (c) of (2.5)), where in addition we have used the scheme (3.1) to derive an obvious bound on

$$
\left\|\frac{c_{j}^{n+1}-c_{j}^{n}}{\Delta t}\right\|_{\infty}
$$

The $L^{1}$-Lipschitz continuity in time,

$$
\|s(\cdot, t)-s(\cdot, \tau)\|_{1}+\|c(\cdot, t)-c(\cdot, \tau)\|_{1} \leq K|t-\tau| \quad \text { for } 0 \leq t, \tau \leq T_{0}<\infty
$$

(cf. (b) of (2.5)) is a consequence of Lemma 3.5. From Lemma 3.4, it follows that

$$
s(\cdot, t), \in B V \quad \text { for } t \in\left[0, T_{0}\right]
$$

(cf. (c) of (2.4)).
To show that (c) of (2.4) are satisfied for almost all $t$, we define the family $\left\{k_{\Delta}\right\}$ of functions by

$$
k_{\Delta}(x, t)=k_{j}^{n} \quad \text { for }(x, t) \in\left[\left(j-\frac{1}{2}\right) \Delta x,\left(j+\frac{1}{2}\right) \Delta x\right) \times[n \Delta t,(n+1) \Delta t)
$$

Then, by the properties of $k_{\Delta}$ (cf. Corollary 3.3 and Lemma 3.5), there is a further subsequence, still denoted by $k_{\Delta}$, converging in $L_{\mathrm{loc}}^{1}$ for all $t \in\left[0, T_{0}\right]$ to a function $k$ satisfying $k(\cdot, t) \in B V \cap L^{\infty}$ for $t \in\left[0, T_{0}\right]$. Let $\phi$ be a smooth test function with compact support, and observe that

$$
\begin{array}{r}
\Delta t \sum_{n=0}^{N} \Delta x \sum_{j \in \mathbb{Z}} k_{j}^{n} s_{j+1}^{n} \phi(j \Delta x, n \Delta t)=\Delta t \sum_{n=0}^{N} \Delta x \sum_{j \in \mathbb{Z}} \frac{c_{j+1}^{n}-c_{j}^{n}}{\Delta x} \phi(j \Delta x, n \Delta t) \\
=-\Delta t \sum_{n=0}^{N} \Delta x \sum_{j \in \mathbb{Z}} c_{j+1}^{n} \frac{\phi((j+1) \Delta x, n \Delta t)-\phi(j \Delta x, n \Delta t)}{\Delta x}
\end{array}
$$

where $N=\lceil T / \Delta t\rceil, T \leq T_{0}$. Here $\lceil\cdot\rceil$ denotes the truncation operator. By Lebesgue dominated convergence theorem, we get

$$
\int_{0}^{T} \int_{\mathbb{R}} k s \phi d x d t=-\int_{0}^{T} \int_{\mathbb{R}} c \phi_{x} d x d t
$$

Since $c_{x}$ exists and is well defined almost everywhere, we have

$$
\int_{0}^{T} \int_{\mathbb{R}} k s \phi d x d t=\int_{0}^{T} \int_{\mathbb{R}} c_{x} \phi d x d t
$$

Consequently,

$$
k s=c_{x}
$$

where we, if necessary, have redefined $k$ on a set of measure zero. This proves that $(s, c)$ satisfies (c) of (2.4).

Thus we have verified that $(s, c)$ is in the class $\mathcal{B}$. $\square$
We have seen that a subsequence of the approximate solutions converges towards a pair of functions ( $s, c$ ), and we will show that this limit is in fact an entropy solution. First, we will show that the limit is a weak solution of the system. Then, by using the smoothness of $c$, we prove that the second equation of (1.2) is satisfied in a classical sense almost everywhere. Finally, we prove that the limit is an entropy solution of the system.

We first establish that the limit is a weak solution of the system (1.2), i.e., a weak solution in the conservative variables $(s, s c)$. The main difficulty in proving this is that our finite difference scheme is in nonconservative form. Hence, we cannot appeal to the classical theorem of Lax and Wendroff [18], stating that if a family of finite difference approximations generated by a conservative finite difference scheme converges boundedly almost everywhere, then the limit is a weak solution of the system. For our nonconservative scheme we proved a similar result in [28], taking advantage of the smoothness of the variable corresponding to $c_{\Delta}$. In fact, the following proposition is a direct consequence of Lemma 2 in [28].

Proposition 4.2. Suppose that $\left(s^{0}, c^{0}\right)$ is in the class $\mathcal{B}^{0}(c f .(2.4))$. Then the pair of functions $(s, s c)$ generated as the limit of the proper subsequence of the family
of approximate solutions (cf. the previous lemma) is a weak solution of the system (1.1), in the sense that

$$
\begin{aligned}
& \int_{0}^{T} \int_{\mathbb{R}}\left(s \phi_{t}+f(s, c) \phi_{x}\right) d x d t+\int_{\mathbb{R}} s^{0}(x) \phi(x, 0) d x-\int_{\mathbb{R}} s(x, T) \phi(x, T) d x=0 \\
& \int_{0}^{T} \int_{\mathbb{R}}\left(s c \phi_{t}+c f(s, c) \phi_{x}\right) d x d t+\int_{\mathbb{R}} s^{0}(x) c^{0}(x) \phi(x, 0) d x \\
& \quad-\int_{\mathbb{R}} s(x, T) c(x, T) \phi(x, T) d x=0
\end{aligned}
$$

for any smooth test function $\phi$ of compact support and any $0 \leq T \leq T_{0}$.
We next prove that $(s, c)$ satisfies the second equation of (1.2) in a classical sense almost everywhere.

Lemma 4.3. Under the assumptions of Lemma 4.1, the pair of functions $(s, c) \in \mathcal{B}$ generated as the limit of the proper subsequence of $\left(s_{\Delta}, c_{\Delta}\right)$ satisfies

$$
c_{t}+g(s, c) c_{x}=0 \quad \text { a.e. }
$$

and

$$
\lim _{t \rightarrow 0^{+}}\left\|c(\cdot, t)-c^{0}\right\|_{1}=0
$$

Proof. Let $\phi$ be a $C^{\infty}$-function satisfying $\phi(x, t) \equiv 0$ for $|x| \geq R, t=0, t \geq T$, where $R$ is a finite real number. Then it follows from Proposition 4.2 that

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}}\left(s \phi_{t}+f(s, c) \phi_{x}\right) d x d t=0 \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}}\left(s c \phi_{t}+c f(s, c) \phi_{x}\right) d x d t=0 \tag{4.3}
\end{equation*}
$$

Assume, for the moment, that

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}}\left(s(c \phi)_{t}+f(s, c)(c \phi)_{x}\right) d x d t=0 \tag{4.4}
\end{equation*}
$$

Then, since $(s, c) \in \mathcal{B}, c_{t}$ and $c_{x}$ exist almost everywhere,

$$
\int_{0}^{T} \int_{\mathbb{R}}\left(s \phi c_{t}+f(s, c) \phi c_{x}\right) d x d t+\int_{0}^{T} \int_{\mathbb{R}}\left(s c \phi_{t}+c f(s, c) \phi_{x}\right) d x d t=0
$$

which, by (4.3), implies

$$
\int_{0}^{T} \int_{\mathbb{R}} s \phi\left(c_{t}+g(s, c) c_{x}\right) d x d t=0
$$

Since $s(x, t) \geq S_{0}>0$, and $\phi$ is arbitrary, we have

$$
c_{t}+g(s, c) c_{x}=0 \quad \text { a.e. }
$$

It remains to prove (4.4). Let $\psi_{n}$ be a sequence of $C^{\infty}$-functions with $\operatorname{supp}\left(\psi_{n}\right) \subset$ $\operatorname{supp}(\phi)$ converging towards the function $c \phi$ in $W^{1,1}([-R, R] \times[0, T])$; such a sequence exists since $C^{\infty}$ is dense in $W^{1,1}$ (cf. [30]) and $c \phi$ is easily seen to be in $W^{1,1}$. Consequently, by (4.2), we have

$$
\begin{aligned}
& \left|\int_{0}^{T} \int_{\mathbb{R}}\left(s(c \phi)_{t}+f(s, c)(c \phi)_{x}\right) d x d t\right| \\
& =\mid \int_{0}^{T} \int_{\mathbb{R}}\left(s(c \phi)_{t}+f(s, c)(c \phi)_{x}\right) d x d t \\
& \quad \quad-\int_{0}^{T} \int_{\mathbb{R}}\left(s\left(\psi_{n}\right)_{t}+f(s, c)\left(\psi_{n}\right)_{x}\right) d x d t \mid \\
& \leq M_{f} \int_{0}^{T} \int_{\mathbb{R}}\left(\left|\left(c \phi-\psi_{n}\right)_{t}\right|+\mid\left(c \phi-\psi_{n}\right)_{x}\right) \mid d x d t \longrightarrow 0 \quad \text { as } n \longrightarrow \infty
\end{aligned}
$$

We remark that $W^{1,1}$ denotes the Sobolev space with one derivative in $L^{1}$.
The second part of the lemma follows from the $L^{1}$-Lipschitz continuity in time of $c$ (cf. property (b) of (2.5)), and the fact that $\left\|c_{\Delta}(\cdot, 0)-c^{0}\right\|_{1} \rightarrow 0$ as $\Delta \rightarrow 0$, by the construction.

We finally prove that ( $s, c$ ) satisfies the entropy inequality.
Lemma 4.4. Under the assumptions of Lemma 4.1, the pair of functions $(s, c) \in \mathcal{B}$ generated as the limit of the proper subsequence of $\left(s_{\Delta}, c_{\Delta}\right)$ satisfies

$$
\begin{aligned}
& \int_{0}^{T} \int_{\mathbb{R}}\left\{|s-q| \phi_{t}+\operatorname{sign}(s-q)(f(s, c)-f(q, c)) \phi_{x}-\operatorname{sign}(s-q) f(q, c)_{x} \phi\right\} d x d t \\
& \quad+\int_{\mathbb{R}}\left|s^{0}(x)-q\right| \phi(x, 0) d x-\int_{\mathbb{R}}|s(x, T)-q| \phi(x, T) d x \geq 0
\end{aligned}
$$

for all nonnegative $C^{\infty}$-functions $\phi$ with compact support in $\mathbb{R} \times\left[0, T_{0}\right]$, all $q \in\left[S_{0}, 1\right]$, and all $T \in\left[0, T_{0}\right]$.

Proof. Let $\phi$ be a nonnegative $C^{\infty}$-function with compact support on $\mathbb{R} \times\left[0, T_{0}\right]$ and let $N=\lceil T / \Delta t\rceil$. Then, by Lemma 3.6, we have

$$
\begin{aligned}
& \Delta t \sum_{n=0}^{N-1} \Delta x \sum_{j \in \mathbb{Z}}\left\{\frac{\phi(j \Delta x,(n+1) \Delta t)-\phi(j \Delta x, n \Delta t)}{\Delta t}\left|s_{j}^{n+1}-q\right|\right. \\
& +\frac{\phi((j+1) \Delta x, n \Delta t)-\phi(j \Delta x, n \Delta t)}{\Delta x}\left(f\left(s_{j}^{n}, c_{j}^{n}\right)-f\left(q, c_{j}^{n}\right)\right) \operatorname{sign}\left(s_{j}^{n}-q\right) \\
& \left.\quad-f_{c}\left(q, \tilde{c}_{j}^{n}\right) k_{j-1}^{n} s_{j}^{n} \sigma_{\epsilon}\left(s_{j}^{n+1}-q\right) \phi(j \Delta x, n \Delta t)\right\} \\
& +\Delta x \sum_{j \in \mathbb{Z}}\left|s_{j}^{0}-q\right| \phi(j \Delta x, 0)-\Delta x \sum_{j \in \mathbb{Z}}\left|s_{j}^{N}-q\right| \phi(j \Delta x, N \Delta t) \\
& \quad \geq \Delta t \sum_{n=0}^{N-1} \Delta x \sum_{j \in \mathbb{Z}} \Theta_{\epsilon}\left(s_{j}^{n+1}-q\right) \phi(j \Delta x, n \Delta t)
\end{aligned}
$$

where we have used (3.9), and where $\tilde{c_{j}^{n}} \in \operatorname{int}\left[c_{j-1}^{n}, c_{j}^{n}\right]$.

Since $\left|\Theta_{\epsilon}(s)\right| \leq \epsilon$ for all $s$, the right-hand side is greater than

$$
-\epsilon \Delta t \sum_{n=0}^{N-1} \Delta x \sum_{j \in \mathbb{Z}} \phi(j \Delta x, n \Delta t) .
$$

By the proof of Lemma 4.1, a subsequence of the family ( $s_{\Delta}, c_{\Delta}, k_{\Delta}$ ) converges pointwise almost everywhere towards ( $s, c, k$ ), where $k s=c_{x}$; thus by passing to the limit in ( $\Delta x, \Delta t$ ) we obtain, using the Lebesque dominated convergence theorem, that

$$
\begin{aligned}
& \int_{0}^{T} \int_{\mathbb{R}}\left\{|s-q| \phi_{t}+\operatorname{sign}(s-q)(f(s, c)-f(q, c)) \phi_{x}-\sigma_{\epsilon}(s-q) f(q, c)_{x} \phi\right\} d x d t \\
& \quad+\int_{\mathbb{R}}\left|s^{0}(x)-q\right| \phi(x, 0) d x-\int_{\mathbb{R}}|s(x, T)-q| \phi(x, T) d x \\
& \quad \geq-\epsilon \int_{0}^{T} \int_{\mathbb{R}} \phi(x, t) d x d t .
\end{aligned}
$$

Now the lemma follows by passing to the limit in $\epsilon$ and again using the Lebesgue dominated convergence theorem.

Proof of Theorem 2.1. We can now summarize the proof of Theorem 2.1. We have constructed a pair of functions $(s, c)$, which by Lemma 4.1 satisfies $(s, c) \in \mathcal{B}$. By Lemma 4.3 the second equation of (1.2) is satisfied in a classical sense almost everywhere, and the solution converges in $L^{1}$ towards the initial condition as the time tends to zero. Finally, we proved in Lemma 4.4 that ( $s, c$ ) satisfies our entropy condition. Consequently, $(s, c)$ is a solution according to Definition 1.
5. Uniqueness and continuous dependence. The purpose of this section is to prove uniqueness of the entropy solution of (1.2). This result will be established under an extra smoothness assumption on the initial data ( $s^{0}, c^{0}$ ). The technique we shall apply uses characteristics for the concentration equation of (1.2) together with a modification of the analysis given by Kruzkov [10] and Kuznetsov [11] applied to the saturation equation. As a consequence of our uniqueness argument, we will also obtain a continuous dependence result for the solution with respect to the initial data $\left(s^{0}, c^{0}\right)$. Another consequence of the uniqueness is that the entire family of approximate solutions converges, not only a subsequence of it.

Before we consider the question of uniqueness, we will establish some elementary properties of an entropy solution of (1.2). These properties are based on the simple observation that the characteristic speed $g$ of $c$ is also the particle velocity of the aqueous phase.

Let $(s, c)$ denote an entropy solution of (1.2) with initial data ( $s^{0}, c^{0}$ ). Throughout this section it will be assumed that there exist two constant states $\left(s^{L}, c^{L}\right)$ and $\left(s^{R}, c^{R}\right)$ such that for $0 \leq t \leq T$, we have

$$
(s(x, t), c(x, t))= \begin{cases}\left(s^{L}, c^{L}\right) & x \leq x^{L}(t)  \tag{5.1}\\ \left(s^{R}, c^{R}\right) & x \geq x^{R}(t)\end{cases}
$$

where $x^{L}$ and $x^{R}$ are linear functions of $t$ of the form

$$
x^{L}(t)=L+g\left(s^{L}, c^{L}\right) t, \quad x^{R}(t)=R+g\left(s^{R}, c^{R}\right) t
$$

(cf. Fig. 2). In particular, we observe that the solution constructed above satisfies the condition (5.1) if the initial data is constant for $|x|$ sufficiently large.
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Let $x(t), 0 \leq t \leq T$, be a smooth curve such that $x^{L}(t) \leq x(t) \leq x^{R}(t)$. From the entropy condition, it follows in particular that $(s, c)$ satisfies the first equation of (1.2) weakly; hence (cf. Oleinik [20]) we have the following conservation relation:

$$
\begin{align*}
& \int_{x^{L}(t)}^{x(t)} s(\xi, t) d \xi-\int_{L}^{x(0)} s^{0}(\xi) d \xi  \tag{5.2}\\
& \quad=\int_{0}^{t}\left[s(x(\tau), \tau) x_{\tau}(\tau)-f(s(x(\tau), \tau), c(x(\tau), \tau)) n(\tau)\right] d \tau
\end{align*}
$$

where

$$
n(\tau)=\frac{1}{\sqrt{1+\left(x_{\tau}(\tau)\right)^{2}}}
$$

For any $t \in\left[0, T_{0}\right]$ and $x \in\left[x^{L}(t), x^{R}(t)\right]$, define

$$
m(x, t)=\int_{x^{L}(t)}^{x} s(\xi, t) d \xi .
$$

For each $t \in\left[0, T_{0}\right], m(\cdot, t)$ is a strictly increasing function of $x$ with

$$
m_{x}(x, t)=s(x, t) \geq S_{0}>0
$$

Furthermore, (5.2) implies that

$$
\begin{equation*}
m\left(x^{R}(t), t\right)=m(R, 0) \tag{5.3}
\end{equation*}
$$

Also, for $t \in\left[0, T_{0}\right]$, we define a strictly increasing function $y(\cdot, t)$ from $[L, R]$ onto $\left[x^{L}(t), x^{R}(t)\right]$ by

$$
\begin{equation*}
m(y(x, t), t)=m(x, 0) \tag{5.4}
\end{equation*}
$$

Since $m_{x}$ exists, $y_{x}$ exists and

$$
y_{x}(x, t)=\frac{m_{x}(x, 0)}{m_{y}(y, t)}=\frac{s^{0}(x)}{s(y, t)} \geq S_{0}>0
$$

The identity (5.2) implies in particular that

$$
m\left(x, t_{1}\right)-m\left(x, t_{2}\right)=-\int_{t_{1}}^{t_{2}} f(s(x, t), c(x, t)) d t
$$

Hence, since the function $f(s(x, t), c(x, t))$ is bounded and measurable as a function of $t$ for almost all $x$, it follows that $m_{t}(x, t)$ exists for almost all $x$ and $t$, and

$$
m_{t}(x, t)=-f(s(x, t), c(x, t))
$$

From (5.4) we therefore obtain that $y_{t}$ exists for almost all $(x, t)$, and

$$
y_{t}(x, t)=-\frac{m_{t}(y, t)}{m_{y}(y, t)}=g(s(y, t), c(y, t))
$$

Note also that $y(x, 0)=x$. Hence, the well-defined function $y(x, t)$, which is differentiable almost everywhere, corresponds to the desired characteristic for the concentration equation. In particular,

$$
\begin{equation*}
c(y(x, t), t)=c^{0}(x) \tag{5.5}
\end{equation*}
$$

By differentiating this identity with respect to $x$, we obtain that

$$
\begin{equation*}
k(y(x, t), t)=k^{0}(x) \tag{5.6}
\end{equation*}
$$

where $k=c_{x} / s$ and $k^{0}=c_{x}^{0} / s^{0}$.
Assume now that $(\bar{s}, \bar{c})$ is another entropy solution of (1.2) with initial data $\left(\bar{s}^{0}, \bar{c}^{0}\right)$. Furthermore, we shall assume that $(\bar{s}, \bar{c})$ satisfies the condition (5.1), with the same boundary states $\left(s^{L}, c^{L}\right)$ and $\left(s^{R}, c^{R}\right)$ as the $(s, c)$, and with the same curves $x^{L}(t)$ and $x^{R}(t)$. The difference between $c$ and $\bar{c}$ can now be estimated by using the associated characteristics.

Lemma 5.1. Let $(s, c)$ and $(\bar{s}, \bar{c})$ be two entropy solutions of (1.2), with initial data $\left(s^{0}, c^{0}\right) \in \mathcal{B}^{0}$ and $\left(\bar{s}^{0}, \bar{c}^{0}\right) \in \mathcal{B}^{0}$, respectively, both satisfying the condition (5.1). Then there is a finite constant $M$ such that

$$
\|(c-\bar{c})(\cdot, t)\|_{1} \leq M\left\{\left\|c^{0}-\bar{c}^{0}\right\|_{1}+\int_{0}^{t}\left(\|(s-\bar{s})(\cdot, \tau)\|_{1}+\|(c-\bar{c})(\cdot, \tau)\|_{1}\right) d \tau\right\}
$$

for $t \in\left[0, T_{0}\right]$.
Proof. Let $S$ and $C$ denote the differences $s-\bar{s}$ and $c-\bar{c}$, respectively. Then $C$ clearly satisfies the following equation:

$$
C_{t}+g(\bar{s}, \bar{c}) C_{x}=F(x, t)
$$

where $F=c_{x}(g(\bar{s}, \bar{c})-g(s, c))$. Hence, if $\bar{y}=\bar{y}(x, t)$ represents the characteristic associated the solution $(\bar{s}, \bar{c})$, then

$$
\begin{equation*}
C(\bar{y}(x, t), t)=C(x, 0)+\int_{0}^{t} F(\bar{y}(x, \tau), \tau) d \tau \tag{5.7}
\end{equation*}
$$

Since

$$
\int_{\mathbb{R}}|C(\bar{y}(x, t), t)| d x \geq S_{0}\|C(\cdot, t)\|_{1}
$$

and

$$
\int_{0}^{t} \int_{\mathbb{R}}|F(\bar{y}(x, \tau), \tau)| d x d \tau \leq \frac{M_{g}}{S_{0}}\left\|c_{x}\right\|_{L^{\infty}\left(\mathbb{R} \times\left[0, T_{0}\right]\right)} \int_{0}^{t}\left(\|S(\cdot, \tau)\|_{1}+\|C(\cdot, \tau)\|_{1}\right) d \tau
$$

the desired result follows.
Recall that $k=c_{x} / s$, and let $\bar{k}=\bar{c}_{x} / \bar{s}$. Similarly, $k^{0}=c_{x}^{0} / s^{0}$ and $\bar{k}^{0}=\bar{c}_{x}^{0} / \bar{s}^{0}$. By assuming some extra regularity on the initial data, we obtain the following bound for the difference $c_{x}-\bar{c}_{x}$.

Lemma 5.2. Let $(s, c)$ and $(\bar{s}, \bar{c})$ be two entropy solutions of (1.2) as above, and assume in addition that $k_{x}^{0} \in L^{\infty}$. Then there is a finite constant $M$ such that

$$
\begin{aligned}
&\left\|\left(c_{x}-\bar{c}_{x}\right)(\cdot, t)\right\|_{1} \leq M\left\{\left\|s^{0}-\bar{s}^{0}\right\|_{1}+\left\|c_{x}^{0}-\bar{c}_{x}^{0}\right\|_{1}+\|s(\cdot, t)-\bar{s}(\cdot, t)\|_{1}\right. \\
&\left.\quad+\int_{0}^{t}\left(\|(s-\bar{s})(\cdot, \tau)\|_{1}+\|(c-\bar{c})(\cdot, \tau)\|_{1}\right) d \tau\right\}
\end{aligned}
$$

for $t \in\left[0, T_{0}\right]$.
Proof. From (5.6), it follows that

$$
k_{t}+g(s, c) k_{x}=0
$$

A similar relation holds for $\bar{k}$. Since $k_{x}$ is bounded by (5.6), an argument analogous to the argument given in the proof of Lemma 5.1 leads to the estimate

$$
\|(k-\bar{k})(\cdot, t)\|_{1} \leq M\left\{\left\|k^{0}-\bar{k}^{0}\right\|_{1}+\int_{0}^{t}\left(\|(s-\bar{s})(\cdot, \tau)\|_{1}+\|(c-\bar{c})(\cdot, \tau)\|_{1}\right) d \tau\right\}
$$

Therefore, since

$$
c_{x}-\bar{c}_{x}=s(k-\bar{k})+\bar{k}(s-\bar{s})
$$

the estimate follows by a proper modification of the constant $M$.
Finally, we estimate the difference $s-\bar{s}$ in $L^{1}$.
Lemma 5.3. Let $(s, c)$ and $(\bar{s}, \bar{c})$ be two entropy solutions of (1.2) as above. Then there is a finite constant $K$ such that

$$
\begin{aligned}
&\|s(\cdot, t)-\bar{s}(\cdot, t)\|_{1} \leq\left\|s^{0}-\bar{s}^{0}\right\|_{1}+K \int_{0}^{t}\left\{\left\|c_{x}(\cdot, \tau)-\bar{c}_{x}(\cdot, \tau)\right\|_{1}\right. \\
&\left.+\|c(\cdot, \tau)-\bar{c}(\cdot, \tau)\|_{1}+\|s(\cdot, \tau)-\bar{s}(\cdot, \tau)\|_{1}\right\} d \tau
\end{aligned}
$$

for $t \in\left[0, T_{0}\right]$.
The proof of this lemma is given in the end of this section.

Proof of Theorem 2.2. We are now in position to prove Theorem 2.2. Define

$$
\Phi(t)=\left\|c_{x}(\cdot, t)-\bar{c}_{x}(\cdot, t)\right\|_{1}+\|c(\cdot, t)-\bar{c}(\cdot, t)\|_{1}+\|s(\cdot, t)-\bar{s}(\cdot, t)\|_{1} .
$$

By Lemmas 5.1, 5.2, and 5.3 we obtain

$$
\Phi(t) \leq M\left(\Phi(0)+\int_{0}^{t} \Phi(\tau) d \tau\right)
$$

for a finite constant $M$. Hence, by a proper modification of $M$, we get

$$
\Phi(t) \leq M \Phi(0)
$$

for $t \in\left[0, T_{0}\right]$, which is the stability result stated in Theorem 2.2. In particular, this implies the uniqueness result.

As a consequence of the uniqueness of the entropy solution, we obtain convergence of the entire family ( $s_{\Delta}, c_{\Delta}$ ) of approximate solutions.
5.1. Proof of Lemma 5.3. We will now prove Lemma 5.3, i.e., the stability estimate for the saturation variable $s$. The proof is motivated by the work of Kruzkov [10] and Kuznetsov [11] for scalar equations.

We introduce a nonnegative function $\omega \in C^{\infty}$ satisfying $\omega(\sigma)=\omega(-\sigma), \omega(\sigma) \equiv 0$ for $|\sigma| \geq 1$, and $\int_{\mathbb{R}} \omega(\sigma) d \sigma=1$. For $\epsilon>0$, let

$$
\omega_{\epsilon}(\sigma)=\frac{1}{\epsilon} \omega(\sigma / \epsilon) ;
$$

then
(a) $\omega_{\epsilon} \in C^{\infty}, \omega_{\epsilon}(\sigma) \geq 0 \quad \forall \sigma \in \mathbb{R}$,
(b) $\int_{\mathbb{R}} \omega_{\epsilon}(\sigma) d \sigma=1$,
(c) $\omega_{\epsilon}(\sigma) \equiv 0$ for $|\sigma| \geq \epsilon$,
(d) $\omega_{\epsilon}(\sigma) \leq M_{\omega} / \epsilon, \quad\left|\omega_{\epsilon}{ }^{\prime}(\sigma)\right| \leq M_{\omega} / \epsilon^{2}$,
where $M_{\omega}$ is a finite constant independent $\epsilon$.
We will need the following auxilary result concerning bounded and measurable functions of compact support.

Lemma 5.4. (i) Suppose $v=v(x)$ is a bounded and measurable function of compact support on $\mathbb{R}$; then

$$
\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \int_{\mathbb{R}} \int_{x-\epsilon}^{x+\epsilon}|v(x)-v(y)| d y d x=0
$$

(ii) Similarly, suppose $v=v(x, t)$ is a bounded and measurable function of compact support on $\mathbb{R} \times \mathbb{R}$; then

$$
\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon^{2}} \int_{\mathbb{R}} \int_{\mathbb{R}^{+}} \int_{x-\epsilon}^{x+\epsilon} \int_{t-\epsilon}^{t+\epsilon}|v(x, t)-v(y, \tau)| d \tau d y d t d x=0
$$

We refer to Kruzkov [10, Lemma 2, p. 222] for a proof.

As above, $(s, c)$ and $(\bar{s}, \bar{c})$ are two pairs of solutions, in the sense of Definition 1, of the problem (1.2). Recall that

$$
s(x, t)=\bar{s}(x, t) \quad \text { and } \quad c(x, t)=\bar{c}(x, t) \quad \text { for } x \notin\left[x^{L}(t), x^{R}(t)\right], \quad t \in\left[0, T_{0}\right] .
$$

For $q \in\left[S_{0}, 1\right]$, we define

$$
F_{1}(s, c, q)=\operatorname{sign}(s-q)(f(s, c)-f(q, c))
$$

and

$$
F_{2}(s, c, q)=\operatorname{sign}(s-q) f(q, c)_{x}
$$

Then the entropy condition for $(s, c)$ reads

$$
\begin{aligned}
& \int_{0}^{T} \int_{\mathbb{R}}\left\{|s-q| \phi_{t}+F_{1}(s, c, q) \phi_{x}-F_{2}(s, c, q) \phi\right\} d x d t \\
& \quad+\int_{\mathbb{R}}\left|s^{0}(x)-q\right| \phi(x, 0) d x-\int_{\mathbb{R}}|s(x, T)-q| \phi(x, T) d x \geq 0
\end{aligned}
$$

for all $q \in\left[S_{0}, 1\right]$, and all nonnegative $C^{\infty}$-functions $\phi$ of compact support. We introduce the test functions

$$
\psi_{\epsilon}(x, t, y, \tau)=\omega_{\epsilon}(t-\tau) \omega_{\epsilon}(x-y)
$$

for $(x, t, y, \tau) \in\left(\mathbb{R} \times\left[0, T_{0}\right]\right)^{2}$, and the form

$$
\rho_{\epsilon}(w, z)=\int_{\mathbb{R}} \int_{\mathbb{R}} \omega_{\epsilon}(x-y)|w(x)-z(y)| d x d y .
$$

By putting $q=\bar{s}(y, \tau)$ in the entropy condition for $(s, c)$ and integrating with respect to $y$ and $\tau$, we get

$$
\begin{align*}
& 0 \leq \int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}\left\{|s(x, t)-\bar{s}(y, \tau)|\left(\psi_{\epsilon}\right)_{t}+F_{1}(s(x, t), c(x, t), \bar{s}(y, \tau))\left(\psi_{\epsilon}\right)_{x}\right.  \tag{5.8}\\
&\left.\quad-F_{2}(s(x, t), c(x, t), \bar{s}(y, \tau)) \psi_{\epsilon}\right\} d x d t d y d \tau \\
&+\int_{0}^{T} \rho_{\epsilon}\left(s^{0}, \bar{s}(\cdot, \tau)\right) \omega_{\epsilon}(\tau) d \tau-\int_{0}^{T} \rho_{\epsilon}(s(\cdot, T), \bar{s}(\cdot, \tau)) \omega_{\epsilon}(T-\tau) d \tau
\end{align*}
$$

for any $T \in\left[0, T_{0}\right]$. Similarly, by the entropy condition for $(\bar{s}, \bar{c})$, we obtain

$$
\begin{gather*}
0 \leq \int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}\left\{|s(x, t)-\bar{s}(y, \tau)|\left(\psi_{\epsilon}\right)_{\tau}+F_{1}(\bar{s}(y, \tau), \bar{c}(y, \tau), s(x, t))\left(\psi_{\epsilon}\right)_{y}\right.  \tag{5.9}\\
\left.\quad-F_{2}(\bar{s}(y, \tau), \bar{c}(y, \tau), s(x, t)) \psi_{\epsilon}\right\} d x d t d y d \tau \\
+\int_{0}^{T} \rho_{\epsilon}\left(\bar{s}^{0}, s(\cdot, t)\right) \omega_{\epsilon}(t) d t-\int_{0}^{T} \rho_{\epsilon}(\bar{s}(\cdot, T), s(\cdot, t)) \omega_{\epsilon}(T-t) d t
\end{gather*}
$$

We observe that

$$
\left(\psi_{\epsilon}\right)_{t}=-\left(\psi_{\epsilon}\right)_{\tau} \quad \text { and } \quad\left(\psi_{\epsilon}\right)_{x}=-\left(\psi_{\epsilon}\right)_{y}
$$

Taking this into account, we obtain, by adding (5.8) and (5.9), that

$$
\begin{aligned}
& \int_{0}^{T} \rho_{\epsilon}(s(\cdot, T), \bar{s}(\cdot, \tau)) \omega_{\epsilon}(T-\tau) d \tau+\int_{0}^{T} \rho_{\epsilon}\left(\bar{s}(\cdot, T), s(\cdot, t) \omega_{\epsilon}(T-t)\right) d t \\
& \leq \int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}\left(F_{1}(s(x, t), c(x, t), \bar{s}(y, \tau))\right. \\
& \left.\quad-F_{1}(\bar{s}(y, \tau), \bar{c}(y, \tau), s(x, t))\right)\left(\psi_{\epsilon}\right)_{x} d x d t d y d \tau \\
& \quad-\int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}\left(F_{2}(s(x, t), c(x, t), \bar{s}(y, \tau))\right. \\
& \left.\quad+F_{2}(\bar{s}(y, \tau), \bar{c}(y, \tau), s(x, t))\right) \psi_{\epsilon} d x d t d y d \tau \\
& \quad+\int_{0}^{T} \rho_{\epsilon}\left(s^{0}, \bar{s}(\cdot, \tau)\right) \omega_{\epsilon}(\tau) d \tau+\int_{0}^{T} \rho_{\epsilon}\left(\bar{s}^{0}, s(\cdot, t)\right) \omega_{\epsilon}(t) d t
\end{aligned}
$$

For notational convenience we write this inequality as

$$
\begin{equation*}
L(\epsilon) \leq R(\epsilon) \tag{5.10}
\end{equation*}
$$

where

$$
L(\epsilon) \equiv L_{1}(\epsilon)+L_{2}(\epsilon) \text { and } \quad R(\epsilon) \equiv R_{1}(\epsilon)+R_{2}(\epsilon)+R_{3}(\epsilon)+R_{4}(\epsilon)
$$

Observe that

$$
\begin{aligned}
\mid L_{1}(\epsilon)- & \left.\frac{1}{2} \int_{\mathbb{R}}|s(x, T)-\bar{s}(x, T)| d x \right\rvert\, \\
= & \left|\int_{0}^{T} \int_{\mathbb{R}} \int_{\mathbb{R}}\right| s(x, T)-\bar{s}(y, \tau) \mid \omega_{\epsilon}(T-\tau) \omega_{\epsilon}(x-y) d x d y d \tau \\
& -\int_{0}^{T} \int_{\mathbb{R}} \int_{\mathbb{R}}|s(x, T)-\bar{s}(x, T)| \omega_{\epsilon}(T-\tau) \omega_{\epsilon}(x-y) d x d y d \tau \mid \\
\leq & \int_{0}^{T} \int_{\mathbb{R}} \int_{\mathbb{R}}|\bar{s}(y, \tau)-\bar{s}(x, T)| \omega_{\epsilon}(T-\tau) \omega_{\epsilon}(x-y) d x d y d \tau \\
\leq & \int_{0}^{T} \int_{\mathbb{R}}|\bar{s}(y, \tau)-\bar{s}(y, T)| \omega_{\epsilon}(T-\tau) d y d \tau \\
& +\frac{1}{2} \int_{\mathbb{R}} \int_{\mathbb{R}}|\bar{s}(y, T)-\bar{s}(x, T)| \omega_{\epsilon}(x-y) d x d y \\
\leq & \frac{M_{\omega}}{\epsilon} \int_{T-\epsilon}^{T} \int_{\mathbb{R}}|\bar{s}(y, \tau)-\bar{s}(y, T)| d y d \tau+\frac{M_{\omega}}{2 \epsilon} \int_{\mathbb{R}} \int_{x-\epsilon}^{x+\epsilon}|\bar{s}(y, T)-\bar{s}(x, T)| d y d x .
\end{aligned}
$$

Hence, by Lemma 5.4, we have

$$
\lim _{\epsilon \rightarrow 0} L_{1}(\epsilon)=\frac{1}{2} \int_{\mathbb{R}}|s(x, T)-\bar{s}(x, T)| d x
$$

By applying a similar argument for $L_{2}, R_{3}$, and $R_{4}$, we obtain

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left(L_{1}(\epsilon)+L_{2}(\epsilon)\right)=\|s(\cdot, T)-\bar{s}(\cdot, T)\|_{1} \tag{5.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left(R_{3}(\epsilon)+R_{4}(\epsilon)\right)=\left\|s^{0}-\bar{s}^{0}\right\|_{1} \tag{5.12}
\end{equation*}
$$

It remains to estimate $R_{1}$ and $R_{2}$, and we start with the latter,

$$
\left.\begin{array}{rl}
\left|R_{2}(\epsilon)\right|= & \mid \int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}\left(F_{2}(s(x, t), c(x, t), \bar{s}(y, \tau))\right. \\
& \left.\quad+F_{2}(\bar{s}(y, \tau), \bar{c}(y, \tau), s(x, t))\right) \psi_{\epsilon} d x d t d y d \tau \mid \\
\leq & \int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}\left|f(\bar{s}(y, \tau), c(x, t))_{x}-f(s(x, t), \bar{c}(y, \tau))_{y}\right| \psi_{\epsilon} d x d t d y d \tau \\
\leq \int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}\left\{\left|f_{c}(\bar{s}(y, \tau), c(x, t))\left(c_{x}(x, t)-\bar{c}_{y}(y, \tau)\right)\right| \psi_{\epsilon}+\mid f_{c}(\bar{s}(y, \tau), c(x, t))\right. \\
\left.\quad-f_{c}(s(x, t), \bar{c}(y, \tau))| | \bar{c}_{y}(y, \tau) \mid \psi_{\epsilon}\right\} d x d t d y d \tau
\end{array}\right\} \begin{aligned}
& \leq K \int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}\left(\left|c_{x}(x, t)-\bar{c}_{y}(y, \tau)\right|\right. \\
& \quad+|\bar{s}(y, \tau)-s(x, t)|+|c(x, t)-\bar{c}(y, \tau)|) \psi_{\epsilon} d x d t d y d \tau,
\end{aligned}
$$

where $K$ is a finite constant, depending on $\left\|c_{y}\right\|_{\infty}$, but independent of $\epsilon$. Observe that

$$
\begin{aligned}
\int_{0}^{T} \int_{\mathbb{R}} & \int_{0}^{T} \int_{\mathbb{R}}|c(x, t)-\bar{c}(y, \tau)| \psi_{\epsilon} d x d t d y d \tau \\
\leq & \int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}|c(x, t)-\bar{c}(x, t)| \omega_{\epsilon}(x-y) \omega_{\epsilon}(t-\tau) d x d t d y d \tau \\
& +\int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}|\bar{c}(x, t)-\bar{c}(y, \tau)| \omega_{\epsilon}(x-y) \omega_{\epsilon}(t-\tau) d x d t d y d \tau \\
\leq & \int_{0}^{T} \int_{\mathbb{R}}|c(x, t)-\bar{c}(x, t)| d x d t \\
& +\frac{M_{\omega}^{2}}{\epsilon^{2}} \int_{0}^{T} \int_{\mathbb{R}} \int_{\tau-\epsilon}^{\tau+\epsilon} \int_{y-\epsilon}^{y+\epsilon}|\bar{c}(x, t)-\bar{c}(y, \tau)| d x d t d y d \tau \\
\xrightarrow{\epsilon \rightarrow 0} & \int_{0}^{T} \int_{\mathbb{R}}|c(x, t)-\bar{c}(x, t)| d x d t
\end{aligned}
$$

by Lemma 5.4. (For simplicity, we have defined $\bar{c}(x, t)=\bar{c}^{0}(x)$ for $t<0$.) In a similar manner, we obtain
$\limsup _{\epsilon \rightarrow 0} \int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}\left|c_{x}(x, t)-\bar{c}_{y}(y, \tau)\right| \psi_{\epsilon} d x d t d y d \tau \leq \int_{0}^{T} \int_{\mathbb{R}}\left|c_{x}(x, t)-\bar{c}_{x}(x, t)\right| d x d t$ and

$$
\limsup _{\epsilon \rightarrow 0} \int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}|\bar{s}(y, \tau)-s(x, t)| \psi_{\epsilon} d x d t d \dot{y} d \tau \leq \int_{0}^{T} \int_{\mathbb{R}}|s(x, t)-\bar{s}(x, t)| d x d t
$$

consequently

$$
\begin{align*}
\limsup _{\epsilon \rightarrow 0}\left|R_{2}(\epsilon)\right| \leq K \int_{0}^{T}\{ & \left\|c_{x}(\cdot, t)-\bar{c}_{x}(\cdot, t)\right\|_{1}  \tag{5.13}\\
& \left.+\|c(\cdot, t)-\bar{c}(\cdot, t)\|_{1}+\|s(\cdot, t)-\bar{s}(\cdot, t)\|_{1}\right\} d t
\end{align*}
$$

Next, we estimate $R_{1}$. We have

$$
\begin{aligned}
& R_{1}(\epsilon)=\int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}\left[F_{1}(s(x, t), c(x, t), \bar{s}(y, \tau))\right. \\
& \left.-F_{1}(\bar{s}(y, \tau), \bar{c}(y, \tau), s(x, t))\right]\left(\psi_{\epsilon}\right)_{x} d x d t d y d \tau \\
& \equiv \int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}} Q(x, t, y, \tau)\left(\psi_{\epsilon}\right)_{x} d x d t d y d \tau,
\end{aligned}
$$

where

$$
\begin{aligned}
Q(x, t, y, \tau)=\operatorname{sign}(s(x, t)-\bar{s}(y, \tau))[( & f(s(x, t), c(x, t))-f(s(x, t), \bar{c}(y, \tau))) \\
& \quad(f(\bar{s}(y, \tau), c(x, t))-f(\bar{s}(y, \tau), \bar{c}(y, \tau)))] .
\end{aligned}
$$

Observe that

$$
\int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}} Q(y, \tau, y, \tau)\left(\psi_{\epsilon}\right)_{x} d x d t d y d \tau=0
$$

for all $\epsilon>0$. Define the function

$$
H(s, c, \bar{s}, \bar{c})=\operatorname{sign}(s-\bar{s})[(f(s, c)-f(s, \bar{c}))-(f(\bar{s}, c)-f(\bar{s}, \bar{c}))] .
$$

Then

$$
\begin{aligned}
& |Q(x, t, y, \tau)-Q(y, \tau, y, \tau)| \\
& \quad=|H(s(x, t), c(x, t), \bar{s}(y, \tau), \bar{c}(y, \tau))-H(s(y, \tau), c(y, \tau), \bar{s}(y, \tau), \bar{c}(y, \tau))| \\
& \quad \leq|H(s(x, t), c(x, t), \bar{s}(y, \tau), \bar{c}(y, \tau))-H(s(y, \tau), c(x, t), \bar{s}(y, \tau), \bar{c}(y, \tau))| \\
& \quad+|H(s(y, \tau), c(x, t), \bar{s}(y, \tau), \bar{c}(y, \tau))-H(s(y, \tau), c(y, \tau), \bar{s}(y, \tau), \bar{c}(y, \tau))| \\
& \quad \leq\left|H_{s}(\tilde{s}, c(x, t), \bar{s}(y, \tau), \bar{c}(y, \tau))\right||s(x, t)-s(y, \tau)| \\
& \quad+\left|H_{c}(s(y, \tau), \tilde{c}, \bar{s}(y, \tau), \bar{c}(y, \tau))\right||c(x, t)-c(y, \tau)|,
\end{aligned}
$$

where $\tilde{s} \in\left[S_{0}, 1\right]$ and $\tilde{c} \in[0,1]$. Since

$$
H_{s}(s, c, \bar{s}, \bar{c})=\operatorname{sign}(s-\bar{s})\left(f_{s}(s, c)-f_{s}(s, \bar{c})\right)
$$

for almost all $s$, and

$$
H_{c}(s, c, \bar{s}, \bar{c})=\operatorname{sign}(s-\bar{s})\left(f_{c}(s, c)-f_{c}(\bar{s}, c)\right),
$$

we obtain

$$
\begin{aligned}
& |Q(x, t, y, \tau)-Q(y, \tau, y, \tau)| \\
& \quad \leq M_{f}\{|c(x, t)-\bar{c}(y, \tau)||s(x, t)-s(y, \tau)|+|s(y, \tau)-\bar{s}(y, \tau)||c(x, t)-c(y, \tau)|\}
\end{aligned}
$$

Hence,

$$
\begin{aligned}
&\left|R_{1}(\epsilon)\right|=\left|\int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}(Q(x, t, y, \tau)-Q(y, \tau, y, \tau))\left(\psi_{\epsilon}\right)_{x} d x d t d y d \tau\right| \\
& \leq M_{f} \int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}|c(x, t)-\bar{c}(y, \tau)||s(x, t)-s(y, \tau)| \\
& \cdot\left|\omega_{\epsilon}^{\prime}(x-y)\right| \omega_{\epsilon}(t-\tau) d x d t d y d \tau \\
&+M_{f} \int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}|s(y, \tau)-\bar{s}(y, \tau)||c(x, t)-c(y, \tau)| \\
& \quad \cdot\left|\omega_{\epsilon}^{\prime}(x-y)\right| \omega_{\epsilon}(t-\tau) d x d t d y d \tau \\
& \equiv I(\epsilon)+I I(\epsilon) .
\end{aligned}
$$

By using the Lipschitz continuity of $\bar{c}$, we get

$$
\begin{aligned}
I(\epsilon)= & M_{f} \int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}(|c(x, t)-\bar{c}(y, \tau)||s(x, t)-s(y, \tau)|) \\
& \cdot\left|\omega_{\epsilon}^{\prime}(x-y)\right| \omega_{\epsilon}(t-\tau) d x d t d y d \tau \\
\leq & M_{f} \int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}(|c(x, t)-\bar{c}(x, t)|+|\bar{c}(x, t)-\bar{c}(y, \tau)|) \\
& \cdot|s(x, t)-s(y, \tau)|\left|\omega_{\epsilon}^{\prime}(x-y)\right| \omega_{\epsilon}(t-\tau) d x d t d y d \tau \\
\leq & M_{f} \int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}|c(x, t)-\bar{c}(x, t)|(|s(x, t)-s(y, t)| \\
& \left.+\frac{M_{f} M_{\omega}^{2}}{\epsilon^{2}} \int_{0}^{T} \int_{\mathbb{R}} \int_{x-\epsilon}^{x-\epsilon} \int_{t-\epsilon}^{t-\epsilon}|s(y, \tau)-s(y, \tau)|\right)\left|\omega_{\epsilon}^{\prime}(x-y)\right| \omega_{\epsilon}(t-\tau) d x d t d y d \tau \\
& =s(y, \tau) \mid d x d t d y d \tau .
\end{aligned}
$$

(Recall that we defined $s(x, t)=s^{0}(x)$ for $t<0$.) Here, by Lemma 5.4, the second term tends to zero as $\epsilon$ tends to zero. The first term is bounded by using the bound on the total variation and the $L^{1}$-Lipschitz continuity in time of $s$. Observe that

$$
\begin{aligned}
& \int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}|c(x, t)-\bar{c}(x, t)|(|s(x, t)-s(y, t)| \\
& +|s(y, t)-s(y, \tau)|)\left|\omega_{\epsilon}{ }^{\prime}(x-y)\right| \omega_{\epsilon}(t-\tau) d x d t d y d \tau \\
& \leq \int_{0}^{T} \int_{0}^{T} \omega_{\epsilon}(t-\tau)\|c(\cdot, t)-\bar{c}(\cdot, t)\|_{\infty}\left\{\int_{\mathbb{R}} \int_{\mathbb{R}}\left|s(x, t)-s(y, t) \| \omega_{\epsilon}{ }^{\prime}(x-y)\right| d x d y\right. \\
& \left.+\int_{\mathbb{R}}|s(y, t)-s(y, \tau)|\left[\int_{y-\epsilon}^{y+\epsilon}\left|\omega_{\epsilon}^{\prime}(x-y)\right| d x\right] d y\right\} d t d \tau \\
& \leq \int_{0}^{T} \int_{0}^{T} \omega_{\epsilon}(t-\tau)\|c(\cdot, t)-\bar{c}(\cdot, t)\|_{\infty}\left\{\int_{\mathbb{R}}\left|\omega_{\epsilon}^{\prime}(z)\right|\left(\int_{\mathbb{R}}|s(x, t)-s(x-z, t)| d x\right) d z\right. \\
& \left.+\frac{2 M_{\omega}}{\epsilon}\|s(\cdot, t)-s(\cdot, \tau)\|_{1}\right\} d t d \tau \\
& \leq \int_{0}^{T}\|c(\cdot, t)-\bar{c}(\cdot, t)\|_{\infty}\left[\int_{\mathbb{R}}\left|\omega_{\epsilon}{ }^{\prime}(z)\right| T V(s(\cdot, t))|z| d z\right] d t \\
& +\int_{0}^{T}\|c(\cdot, t)-\bar{c}(\cdot, t)\|_{\infty} \frac{\bar{K}}{\epsilon} \int_{0}^{T} \omega_{\epsilon}(t-\tau)|t-\tau| d \tau d t \\
& \leq K \int_{0}^{T}\|c(\cdot, t)-\bar{c}(\cdot, t)\|_{\infty} d t,
\end{aligned}
$$

where $K$ and $\bar{K}$ are finite constants independent of $\epsilon$. Since

$$
\|c(\cdot, t)-\bar{c}(\cdot, t)\|_{\infty} \leq\left\|c_{x}(\cdot, t)-\bar{c}_{x}(\cdot, t)\right\|_{1},
$$

we obtain, by a proper modification of $K$, that

$$
\limsup _{\epsilon \rightarrow 0} I(\epsilon) \leq K \int_{0}^{T}\left\|c_{x}(\cdot, t)-\bar{c}_{x}(\cdot, t)\right\|_{1} d t .
$$

Finally we estimate $I I(\epsilon)$ by using the Lipschitz continuity of $c$,

$$
I I(\epsilon)=M_{f} \int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}|s(y, \tau)-\bar{s}(y, \tau)||c(x, t)-c(y, \tau)|
$$

$$
\begin{aligned}
& \quad \cdot\left|\omega_{\epsilon}^{\prime}(x-y)\right| \omega_{\epsilon}(t-\tau) d x d t d y d \tau \\
& \begin{array}{c}
\leq \bar{K} \int_{0}^{T} \int_{\mathbb{R}} \int_{0}^{T} \int_{\mathbb{R}}|s(y, \tau)-\bar{s}(y, \tau)|(|x-y|+|t-\tau|) \\
\quad \cdot\left|\omega_{\epsilon}^{\prime}(x-y)\right| \omega_{\epsilon}(t-\tau) d x d t d y d \tau \\
=\bar{K} \int_{0}^{T} \int_{\mathbb{R}}|s(y, \tau)-\bar{s}(y, \tau)|\left\{\int_{\mathbb{R}}|x-y|\left|\omega_{\epsilon}^{\prime}(x-y)\right| d x \int_{0}^{T} \omega_{\epsilon}(t-\tau) d t\right. \\
\left.\quad+\int_{\mathbb{R}}\left|\omega_{\epsilon}^{\prime}(x-y)\right| d x \int_{0}^{T}|t-\tau| \omega_{\epsilon}(t-\tau) d t\right\} d y d \tau \\
\leq K \int_{0}^{T}\|s(\cdot, t)-\bar{s}(\cdot, t)\|_{1} d t .
\end{array} .
\end{aligned}
$$

Consequently,

$$
\begin{equation*}
\limsup _{\epsilon \rightarrow 0} R_{1}(\epsilon) \leq K \int_{0}^{T}\left(\left\|c_{x}(\cdot, t)-\bar{c}_{x}(\cdot, t)\right\|_{1}+\|s(\cdot, t)-\bar{s}(\cdot, t)\|_{1}\right) d t \tag{5.14}
\end{equation*}
$$

By applying (5.10)-(5.14) we obtain

$$
\begin{aligned}
\|s(\cdot, T)-\bar{s}(\cdot, T)\|_{1} \leq\left\|s^{0}-\bar{s}^{0}\right\|_{1}+K \int_{0}^{T}\{ & \left\|c_{x}(\cdot, t)-\bar{c}_{x}(\cdot, t)\right\|_{1} \\
& \left.+\|c(\cdot, t)-\bar{c}(\cdot, t)\|_{1}+\|s(\cdot, t)-\bar{s}(\cdot, t)\|_{1}\right\} d t
\end{aligned}
$$

which concludes the proof of Lemma 5.3.
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# DIFFUSION OF PENETRANT IN A POLYMER: A FREE BOUNDARY PROBLEM* 
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#### Abstract

A free boundary problem arising in modeling diffusion of a penetrant in a polymer is studied. The asymptotic behavior of the solution for short time and long time, for small and large physical parameter $\epsilon$, and for small and large driving law exponent $n$ are proved. Some explicit error estimates are also given.
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1. Introduction. A model describing the diffusion of a penetrant in a glassy polymer is given by

$$
\begin{align*}
& \epsilon u_{t}=u_{x x} \text { for } 0<x<s(t), \quad t>0,  \tag{1.1}\\
& u(0, t)=1,  \tag{1.2}\\
& {[1+\epsilon u(s(t), t)] \cdot s^{\prime}(t)=-u_{x}(s(t), t),}  \tag{1.3}\\
& s^{\prime}(t)=u^{n}(s(t), t)  \tag{1.4}\\
& s(0)=0 \tag{1.5}
\end{align*}
$$

where $u$ is the penetrant concentration over its equilibrium value, $s$ is the penetrant front driven by $u$. The driving law (1.4) expresses the kinetics of swelling and is assumed to be $n$-order type. $1 / \epsilon$ is the diffusivity in the swollen polymer (see [1], [3]). In special examples in [3], $n$ takes values varying from $10^{-2}$ to $10^{2}, \epsilon$ need not be small, and it is an interesting problem to study the dependence of the solution on the parameter $\epsilon$.

The problem with $\epsilon=1$, (1.3) replaced by $[q+u(s(t), t)] \cdot s^{\prime}(t)=-u_{x}(s(t), t)$ ( $q \geq 0$ ) and (1.4) replaced by $s^{\prime}(t)=f(u(s(t), t)$ ) was studied in [4] by Fasano, Meyer, and Primicerio. Their results imply, in particular, the following theorem.

Theorem 1.1. Problem (1.1)-(1.5) has a unique classical solution $(u, s)$ such that $s \in C^{2}[0, \infty) \cap C^{\infty}(0, \infty), u \in C^{\infty}\left(D_{\infty}\right) \cap C^{2,1}\left(\overline{D_{\infty}}\right)$, where $D_{\infty}=\{(x, t): 0<x<$ $s(t), 0<t<\infty\}$; furthermore,

$$
\begin{align*}
& 0<u(x, t)<1 \quad \text { for }(x, t) \in D_{\infty}  \tag{1.6}\\
& -1-\epsilon<u_{x}(x, t)<0 \quad \text { for }(x, t) \in D_{\infty}  \tag{1.7}\\
& u_{t}(x, t)>0 \quad \text { for }(x, t) \in D_{\infty}  \tag{1.8}\\
& s^{\prime \prime}(t)<0 \quad \text { for } 0 \leq t<\infty \tag{1.9}
\end{align*}
$$

They also studied the long time behavior of $s(t)(t \rightarrow+\infty)$ and proved (for $\epsilon=1$ ) that

$$
\sqrt{\frac{3}{2}}(1-o(t)) \leq \frac{s(t)}{\sqrt{t}} \leq \sqrt{2} \quad \text { for } t \rightarrow \infty
$$

[^76]More recently, Cohen and Erneux [3] obtained more precise asymptotic behavior

$$
\begin{align*}
& \lim _{t \rightarrow \infty} s(t) s^{\prime}(t)=\frac{M^{2}}{2}  \tag{1.10}\\
& \lim _{t \rightarrow \infty} u(y s(t), t)=1-\int_{0}^{M y} \exp \left(-\frac{\epsilon}{4} \xi^{2}\right) d \xi / \int_{0}^{M} \exp \left(-\frac{\epsilon}{4} \xi^{2}\right) d \xi
\end{align*}
$$

where $M$ is given by

$$
\exp \left(-\frac{\epsilon}{4} M^{2}\right)=\frac{1}{2} M \int_{0}^{M} \exp \left(-\frac{\epsilon}{4} \xi^{2}\right) d \xi
$$

note that (1.10) implies that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{s(t)}{\sqrt{t}}=M \tag{1.11}
\end{equation*}
$$

They also obtained similar formulas for the asymptotic behavior of $u(x, t)$ and $s(t)$ as $t \rightarrow 0$ and as $\epsilon \rightarrow 0$ :
(1.12) $u_{0}(x, t)-C_{1} \epsilon \leq u_{\epsilon}(x, t) \leq u_{0}(x, t)+C_{2} \epsilon \quad$ for $0<x<s_{\epsilon}(t), \quad 0<t<\infty$, (1.13) $1-C_{3} \epsilon<\frac{s_{0}(t)}{s_{\epsilon}(t)}<1+C_{4} \epsilon \quad$ for $0<t<\infty$,
where $\left(u_{\epsilon}, s_{\epsilon}\right)$ denotes the solution of (1.1)-(1.5); $u_{0}, s_{0}$ are indepedent of $\epsilon$. However, all these results were obtained by formal power series expansions.

In $\S \S 1-4$, we shall give rigorous justification to these facts. In $\S 2$ we consider the short time behavior for $(u, s)$ and give explicit error estimates. In $\S 3$ we study the long time behavior and prove (1.10) and (1.11). In $\S 4$ we establish (1.12) and (1.13) with $C_{1}=5 \max (n, 1), C_{2}=0, C_{3}=0$, and $C_{4}=4 \max (n, 1)$. And in $\S 5$ we shall prove that $\lim _{\epsilon \rightarrow \infty} s_{\epsilon}(t)=0$.

Sections 6 and 7 are devoted to studying the effects of the driving law exponent $n$ in (1.4). Denote by $\left(u_{n}, s_{n}\right)$ the solution of (1.1)-(1.5). In $\S 6$ we shall show that $s_{n}(t) \rightarrow 0$ when $n \rightarrow \infty$. In $\S 7$, we investigate the case $n \rightarrow 0$. We shall prove that there exists a critical value $T^{*}>0$ such that

$$
\begin{equation*}
\lim _{n \rightarrow 0}\left(u_{n}(x, t), s_{n}(t)\right)=(z(x, t), t) \quad \text { for } t \in\left[0, T^{*}\right] \tag{1.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow 0}\left(u_{n}(x, t), s_{n}(t)\right)=\left(u_{0}(x, t), s_{0}(t)\right) \quad \text { for } t \in\left[T^{*}, \infty\right) \tag{1.15}
\end{equation*}
$$

where $\left(u_{0}, s_{0}\right)$ is the solution of an appropriate Stefan problem, and the formulas for $z(x, t)$ and $T^{*}$ will also be given.

Consider next the case where condition (1.2) for maintaining constant concentration at $x=0$ is replaced by flux control, namely,

$$
\begin{equation*}
u_{x}(0, t)=g(t) \tag{1.16}
\end{equation*}
$$

Theorem 1.2 (Anderucci and Ricci [2]). If

$$
\begin{equation*}
g \in C^{1}[0, \infty), \quad g(t) \leq 0 \quad \text { for } t>0, \quad g(0)<0 \tag{1.17}
\end{equation*}
$$

then the problem (1.1), (1.16), (1.3)-(1.5) has a unique classical solution ( $u, s$ ) with $s \in C^{1}[0, \infty), u \in C^{2,1}\left(D_{\infty}\right) \cap C^{1,0}\left(\overline{D_{\infty}}\right)$, where $D_{\infty}=\{(x, t): 0<x<s(t), 0<$ $t<\infty\}$; furthermore,

$$
\begin{array}{lr}
u(x, t)>0 & \text { for }(x, t) \in \overline{D_{\infty}} \\
u_{x}(x, t)<0 & \text { for }(x, t) \in D_{\infty} \tag{1.19}
\end{array}
$$

If in addition to (1.17), $g^{\prime}(t) \geq 0$ for $t \geq 0$, then

$$
\begin{equation*}
s^{\prime \prime}(t) \leq 0 \quad \text { for } 0 \leq t<\infty . \tag{1.20}
\end{equation*}
$$

It was also proved in [2] that if $\int_{0}^{\infty} g(t) d t>-\infty$, then $\lim _{t \rightarrow \infty} s(t)$ exists; the limit was also computed.

In $\S 8$ of this paper, we shall study the long time behavior of $s(t)$ when the condition $\int_{0}^{\infty} g(t) d t>-\infty$ is dropped. We shall prove that $x=s(t)$ approaches the free boundary of a Stefan problem; in particular, it follows that $\lim _{t \rightarrow \infty} s(t)=\infty$ in the case $\int_{0}^{\infty} g(t) d t=-\infty$, in contrast to the case $\int_{0}^{\infty} g(t) d t>-\infty$, where $\lim _{t \rightarrow \infty} s(t)$ is finite.

## 2. Short time behavior.

Theorem 2.1. For the solution of (1.1)-(1.5), we have

$$
\begin{equation*}
0 \leq u(x, t)-[1-(1+\epsilon) x] \leq C t^{2} \quad \text { for } 0 \leq x \leq s(t), \quad 0 \leq t \leq \frac{1}{2(1+\epsilon)} \tag{2.1}
\end{equation*}
$$

$$
\begin{equation*}
-C_{1}(1+\epsilon)^{2} t^{3} \leq s(t)-\left(t-\frac{n}{2}(1+\epsilon) t^{2}\right) \leq C_{2}(1+\epsilon)^{2} t^{3} \quad \text { for } 0 \leq t \leq \frac{1}{2(1+\epsilon)} \tag{2.2}
\end{equation*}
$$

where $C=(1+\epsilon)(2 n \epsilon+\epsilon+2 n), C_{1}=0$ if $n \geq 1$ and $C_{1}=1 / 6$ if $0<n<1$, and $C_{2}$ is a constant depending only on $n$.

Proof. Let $w(x, t)=1-(1+\epsilon) x$; then obviously $\epsilon w_{t}-w_{x x}=0, w(0, t)=u(0, t)$ and

$$
\begin{equation*}
w_{x}(s(t), t)+[1+\epsilon w(s(t), t)] w^{n}(s(t), t) \leq-(1+\epsilon)+(1+\epsilon)=0 \tag{2.3}
\end{equation*}
$$

Hence, by maximum principle, $w(x, t) \leq u(x, t)$ for $0 \leq x \leq s(t), t \geq 0$.
Next, let $\widetilde{w}(x, t)=1-(1+\epsilon) x+C x t$; then $\epsilon \widetilde{w}_{t}-\widetilde{w}_{x x}=C \epsilon x \geq 0$ for $x \geq 0$ and $\widetilde{w}(0, t)=u(0, t)$. Since $s^{\prime}(t)=u^{n}(s(t), t) \in(0,1)$, we have $0<s(t)<t$, and hence

$$
\begin{aligned}
\left.\left\{\widetilde{w}_{x}+(1+\epsilon \widetilde{w}) \widetilde{w}^{n}\right\}\right|_{x=s(t)} & \geq-1-\epsilon+C t+[1+\epsilon-\epsilon(1+\epsilon) s(t)][1-(1+\epsilon) s(t)]^{n} \\
& \geq-1-\epsilon+C t+[1+\epsilon-\epsilon(1+\epsilon) t][1-(1+\epsilon) t]^{n} \\
& \equiv a(t) \quad \text { for } 0 \leq x \leq s(t), \quad 0 \leq t \leq \frac{1}{2(1+\epsilon)}
\end{aligned}
$$

For $0 \leq t \leq 1 /[2(1+\epsilon)]$,

$$
\begin{aligned}
a^{\prime}(t) & =C-\epsilon(1+\epsilon)[1-(1+\epsilon) t]^{n}-n(1+\epsilon)[1+\epsilon-\epsilon(1+\epsilon) t][1-(1+\epsilon) t]^{n-1} \\
& \geq C-\epsilon(1+\epsilon)-n(1+\epsilon)^{2} \cdot 2 \\
& =0,
\end{aligned}
$$

and thus $a(t) \geq a(0)=0$ for $0 \leq t \leq 1 /[2(1+\epsilon)]$. Now (2.1) follows by maximum principle.

By (2.1),

$$
\begin{aligned}
s^{\prime}(t) & \geq[1-(1+\epsilon) s(t)]^{n} \\
& \geq 1-n(1+\epsilon) s(t)-3 C_{1}[(1+\epsilon) s(t)]^{2} \\
& \geq 1-n(1+\epsilon) t-3 C_{1}[(1+\epsilon) t]^{2},
\end{aligned}
$$

where we can take $C_{1}=0$ if $n \geq 1$ and $C_{1}=1 / 6$ if $0<n<1$. Hence

$$
s(t) \geq t-\frac{n}{2}(1+\epsilon) t^{2}-C_{1}(1+\epsilon)^{2} t^{3}
$$

Next, using (2.1) again, we get

$$
\begin{aligned}
s^{\prime}(t) & \leq\left[1-(1+\epsilon) s(t)+C[(1+\epsilon) t]^{2}\right]^{n} \\
& \leq 1-n(1+\epsilon) s(t)+C[(1+\epsilon) t]^{2}
\end{aligned}
$$

where the constant $C$ depends only on $n$. Solving the above inequality we obtain

$$
\begin{aligned}
s(t) & \leq \frac{1-\exp [-n(1+\epsilon) t]}{n(1+\epsilon)}+C(1+\epsilon)^{2} \int_{0}^{t} \exp [-n(1+\epsilon)(t-\tau)] \tau^{2} d \tau \\
& \leq t-\frac{n}{2}(1+\epsilon) t^{2}+C(1+\epsilon)^{2} t^{3}
\end{aligned}
$$

3. Long time behavior. Define $\phi(x, t)$ to be the corresponding solution of the Stefan problem, i.e.,

$$
\begin{aligned}
& \epsilon \phi_{t}=\phi_{x x} \text { for } 0<x<h(t), \quad t>0, \\
& \phi(0, t)=1, \\
& h^{\prime}(t)=-\phi_{x}(h(t), t), \\
& \phi(h(t), t)=0, \\
& h(0)=0 .
\end{aligned}
$$

It is well known that

$$
\begin{align*}
& \phi(x, t)=1-\int_{0}^{x / \sqrt{t}} \exp \left(-\frac{\epsilon}{4} \xi^{2}\right) d \xi / \int_{0}^{M} \exp \left(-\frac{\epsilon}{4} \xi^{2}\right) d \xi  \tag{3.1}\\
& h(t)=M \sqrt{t}
\end{align*}
$$

where $M=M(\epsilon)$ is such that

$$
\begin{equation*}
\exp \left(-\frac{\epsilon}{4} M^{2}\right)=\frac{1}{2} M \int_{0}^{M} \exp \left(-\frac{\epsilon}{4} \xi^{2}\right) d \xi \tag{3.2}
\end{equation*}
$$

The main result of this section is Theorem 3.1.
Theorem 3.1. Suppose $(u, s)$ is a solution of (1.1)-(1.5). Then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} s(t) s^{\prime}(t)=\frac{M^{2}}{2} \tag{3.3}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{s(t)}{\sqrt{t}}=M \tag{3.4}
\end{equation*}
$$

## Furthermore,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \sup _{0 \leq x \leq s(t)}|u(x, t)-\phi(x, t)|=0 \tag{3.5}
\end{equation*}
$$

where $\phi$ is given by (3.1).
In order to prove (3.3), we need to prove (3.4) first. We shall compare the solution ( $u, s$ ) of (1.1)-(1.5) to the solution $\phi$ of the Stefan problem. Let us first transform our problem into a variational inequality. Set

$$
\begin{align*}
v(x, t) & =\int_{s^{-1}(x)}^{t}\left[u(x, \tau)-\left(s^{\prime}(\tau)\right)^{1 / n}\right] d \tau & & \text { for } x<s(t)  \tag{3.6}\\
& \equiv 0 & & \text { for } x \geq s(t)
\end{align*}
$$

where $s^{-1}(x)$ is the inverse function of $s(t)$; it is $C^{1}$ since $s^{\prime}(t)>0$. A calculation shows that $v$ satisfies the following variational inequality:

$$
\begin{align*}
& \epsilon v_{t}-v_{x x}=-1-\epsilon\left(s^{\prime}(t)\right)^{1 / n} \quad \text { for } 0<x<s(t), \quad t>0  \tag{3.7}\\
& v=v_{x}=0 \quad \text { on } x=s(t), \quad t>0  \tag{3.8}\\
& v=\int_{0}^{t}\left[1-\left(s^{\prime}(\tau)\right)^{1 / n}\right] d \tau \quad \text { on } x=0, \quad t>0  \tag{3.9}\\
& v=0>-1-\epsilon\left(s^{\prime}(t)\right)^{1 / n} \quad \text { for } x>s(t), \quad t>0  \tag{3.10}\\
& v>0 \quad \text { for } x<s(t), \quad t>0 \quad \text { (by using } v_{x}<0 \text { and (3.8)). } \tag{3.11}
\end{align*}
$$

Lemma 3.2.

$$
\begin{equation*}
s(t) \leq M \sqrt{t} \quad \text { for all } t>0 \tag{3.12}
\end{equation*}
$$

Proof. Let

$$
\begin{aligned}
w(x, t) & =\int_{x^{2} / M^{2}}^{t} \phi(x, \tau) d \tau & & \text { for } x<M \sqrt{t} \\
& \equiv 0 & & \text { for } x \geq M \sqrt{t}
\end{aligned}
$$

Then $w$ satisfies the variational inequality:

$$
\begin{align*}
& \epsilon w_{t}-w_{x x}=-1 \text { for } 0<x<M \sqrt{t}, \quad t>0,  \tag{3.13}\\
& w=w_{x}=0 \text { on } x=M \sqrt{t}, \quad t>0  \tag{3.14}\\
& w=t \text { on } x=0, \quad t>0,  \tag{3.15}\\
& w=0>-1 \text { for } x>M \sqrt{t}, \quad t>0  \tag{3.16}\\
& w>0 \text { for } x<M \sqrt{t}, \quad t>0 \tag{3.17}
\end{align*}
$$

Therefore, by comparison principle for variational inequalities (see [7], for example) we get $v(x, t) \leq w(x, t)$ for $0<x<\infty, t>0$, and hence $s(t) \leq M \sqrt{t}$.

Next, we prove Lemma 3.3.

## Lemma 3.3.

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{s(t)}{\sqrt{t}}=M \tag{3.18}
\end{equation*}
$$

Proof. By Theorem 5.2 of [4], we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} s^{\prime}(t)=0 \tag{3.19}
\end{equation*}
$$

therefore for any $\eta>0$, there exist $T>0$ such that

$$
\begin{equation*}
0<\epsilon\left(s^{\prime}(t)\right)^{1 / n} \leq \eta \quad \text { for } t \geq T \tag{3.20}
\end{equation*}
$$

Let $N_{\eta}$ be the solution of

$$
\begin{equation*}
(1-\eta) \exp \left(-\frac{\epsilon}{4} N^{2}\right)=(1+\eta) \frac{1}{2} N \int_{0}^{N} \exp \left(-\frac{\epsilon}{4} \xi^{2}\right) d \xi \tag{3.21}
\end{equation*}
$$

it is then clear that $N_{\eta}<M$ and $N_{\eta} \rightarrow M$ as $\eta \rightarrow 0$. Next, set

$$
\begin{equation*}
\psi(x, t)=(1-\eta)\left(1-\frac{\int_{0}^{x / \sqrt{t-T}} \exp \left(-\frac{\epsilon}{4} \xi^{2}\right) d \xi}{\int_{0}^{N_{\eta}} \exp \left(-\frac{\epsilon}{4} \xi^{2}\right) d \xi}\right) \quad \text { for } t \geq T \tag{3.22}
\end{equation*}
$$

Then

$$
\begin{aligned}
& \epsilon \psi_{t}=\psi_{x x} \quad \text { for } 0<x<N_{\eta} \sqrt{t-T}, \quad t>T \\
& \psi(0, t)=1-\eta \text { for } t \geq T \\
& \psi=0, \quad-\psi_{x}=(1+\eta) \frac{d}{d t}\left(N_{\eta} \sqrt{t-T}\right) \quad \text { on } x=N_{\eta} \sqrt{t-T}
\end{aligned}
$$

Repeating the proof of Lemma 3.2 we find that

$$
\begin{equation*}
s(t) \geq N_{\eta} \sqrt{t-T} \quad \text { for } t \geq T \tag{3.23}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} \frac{s(t)}{\sqrt{t}} \geq N_{\eta} \tag{3.24}
\end{equation*}
$$

and we conclude the lemma by letting $\eta \rightarrow 0$.
Lemma 3.4.

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \sup _{0 \leq x \leq s(t)}|u(x, t)-\phi(x, t)|=0 \tag{3.25}
\end{equation*}
$$

where $\phi$ is given by (3.1).
Proof. Set

$$
k(x, t)=\frac{1}{t^{\alpha}}\left(2-\frac{x^{2}}{s^{2}(t)}\right)
$$

where $\alpha>0$ is to be determined. Then

$$
\begin{aligned}
\epsilon k_{t}-k_{x x} & =-\frac{\epsilon \alpha}{t^{\alpha+1}}\left(2-\frac{x^{2}}{s^{2}(t)}\right)+\frac{\epsilon}{t^{\alpha}} \frac{2 x^{2} s^{\prime}(t)}{s^{3}(t)}+\frac{1}{t^{\alpha}} \frac{2}{s^{2}(t)} \\
& \geq \frac{2}{t^{\alpha+1}}\left(-\epsilon \alpha+\frac{t}{s^{2}(t)}\right) \\
& \geq \frac{2}{t^{\alpha+1}}\left(-\epsilon \alpha+\frac{1}{M^{2}}\right) \quad(\text { by Lemma 3.2) } \\
& >0 \text { for } t>0,0<x<s(t)
\end{aligned}
$$

if $\alpha$ is small enough. For $T>0$, we set

$$
w(x, t)=\phi(x, t)+\sup _{\tau \geq T}\left(s^{\prime}(\tau)\right)^{1 / n}+T^{\alpha} k(x, t)
$$

Then $\epsilon w_{t}-w_{x x}>0$ for $0<x<s(t), t>T ; w(0, t) \geq 1=u(0, t)$ for $t \geq T$; $w(s(t), t) \geq \sup _{\tau \geq T}\left(s^{\prime}(\tau)\right)^{1 / n} \geq u(s(t), t)$ for $t \geq T$ and $w(x, T) \geq 1 \geq u(x, T)$ for $0 \leq x \leq s(t)$. Therefore by maximum principle,

$$
w(x, t) \geq u(x, t) \quad \text { for } 0 \leq x \leq s(t), \quad t \geq T .
$$

Hence

$$
\limsup _{t \rightarrow \infty} \sup _{0 \leq x \leq s(t)}[u(x, t)-\phi(x, t)] \leq \sup _{\tau \geq T}\left(s^{\prime}(\tau)\right)^{1 / n}
$$

Letting $T \rightarrow \infty$, we obtain

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \sup _{0 \leq x \leq s(t)}[u(x, t)-\phi(x, t)] \leq 0 . \tag{3.26}
\end{equation*}
$$

Next, by Lemma 3.3,

$$
\lim _{t \rightarrow \infty} \phi(s(t), t)=0
$$

Thus by using the subsolution

$$
\widetilde{w}(x, t)=\phi(x, t)-\sup _{\tau \geq T} \phi(s(\tau), \tau)-T^{\alpha} k(x, t)
$$

to estimate $u$ from below and letting $T \rightarrow \infty$, we get the complement of (3.26), which completes the proof.

Lemma 3.5.

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} s(t) s^{\prime}(t) \leq \frac{M^{2}}{2} \tag{3.27}
\end{equation*}
$$

Proof. By (1.8), $u_{x x}=\epsilon u_{t} \geq 0$ for $0 \leq x \leq s(t), t>0$. Hence (as in [3, Prop. 5.1])

$$
\begin{aligned}
u(x, t) & \geq u(s(t), t)+u_{x}(s(t), t)(x-s(t)) \\
& \geq-(1+\epsilon u(s(t), t)) s^{\prime}(t)(x-s(t))
\end{aligned}
$$

Letting $x=\gamma s(t)(0<\gamma<1)$ in the above inequality and letting $t \rightarrow \infty$, we obtain

$$
\begin{aligned}
(1-\gamma) \limsup _{t \rightarrow \infty} s(t) s^{\prime}(t) & \leq \limsup _{t \rightarrow \infty} \frac{u(\gamma s(t), t)}{1+\epsilon u(s(t), t)} \\
& \leq \limsup _{t \rightarrow \infty} \phi(\gamma s(t), t) \quad \text { (by Lemma 3.4) } \\
& =1-\int_{0}^{\gamma M} \exp \left(-\frac{\epsilon}{4} \xi^{2}\right) d \xi / \int_{0}^{M} \exp \left(-\frac{\epsilon}{4} \xi^{2}\right) d \xi
\end{aligned}
$$

(by Lemma 3.3).
Dividing by $1-\gamma$ and then letting $\gamma \rightarrow 1^{-}$, we immediately obtain (upon recalling (3.2)) the estimate (3.27).

Lemma 3.6. There exist positive constants $C$ and $T$ such that

$$
\begin{equation*}
u_{t}(x, t) \leq \frac{C}{t} \quad \text { for } 0 \leq x \leq s(t), \quad T \leq t<\infty \tag{3.28}
\end{equation*}
$$

Proof. It is clear that $\epsilon u_{t t}-u_{t x x}=0$ for $0<x<s(t), t>0$, and $u_{t}(0, t)=0$ for $t>0$. Differentiating (1.4) and using $s^{\prime \prime}(t)<0$ we get that $u_{t}(s(t), t)+$ $u_{x}(s(t), t) s^{\prime}(t)<0$. Hence

$$
\begin{aligned}
u_{t}(s(t), t) & \leq-u_{x}(s(t), t) s^{\prime}(t) \\
& =(1+\epsilon u(s(t), t))\left(s^{\prime}(t)\right)^{2} \quad(\text { by }(1.3)) \\
& \left.\leq \frac{C^{*}}{t} \quad \text { for } 0<t<\infty \quad \text { (by Lemmas } 3.3 \text { and } 3.5\right)
\end{aligned}
$$

Next, let

$$
\theta(x, t)=-\int_{0}^{(x+1) / \sqrt{t}} \exp \left(-\frac{\epsilon}{4} \xi^{2}\right) d \xi
$$

Then $\epsilon \theta_{t}=\theta_{x x}$ for $t>0$; and by Lemma 3.3, there exist $T, c_{0}>0$ such that

$$
\begin{aligned}
\theta_{t}(s(t), t) & =\exp \left(-\frac{\epsilon}{4} \frac{(s(t)+1)^{2}}{t}\right) \frac{s(t)+1}{2 t \sqrt{t}} \\
& \geq \frac{c_{0}}{t} \quad \text { for } t \geq T
\end{aligned}
$$

It is obvious that $\theta_{t}(0, t)>0$ and

$$
\inf _{0 \leq x \leq s(T)} \theta_{t}(x, T)=\inf _{0 \leq x \leq s(T)} \exp \left(-\frac{\epsilon}{4} \frac{(x+1)^{2}}{T}\right) \frac{x+1}{2 T \sqrt{T}} \equiv c_{1}>0 .
$$

Therefore by maximum principle,

$$
u_{t}(x, t) \leq C \theta_{t}(x, t) \quad \text { for } 0 \leq x \leq s(t), \quad t \geq T
$$

if $C$ is large enough so that $C c_{0} \geq C^{*}$ and $C c_{1} \geq \max _{0 \leq x \leq s(T)} u_{t}(x, T)$. It follows that (3.28) holds.

Proof of Theorem 3.1. Since we have already proved (3.4), (3.5), and (3.27), it remains only to show that

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} s(t) s^{\prime}(t) \geq \frac{M^{2}}{2} \tag{3.29}
\end{equation*}
$$

By Lemma 3.6,

$$
\begin{aligned}
u(x, t) & =u(s(t), t)+u_{x}(s(t), t)(x-s(t))+\int_{x}^{s(t)}(\xi-x) u_{x x}(\xi, t) d \xi \\
& \leq u(s(t), t)+u_{x}(s(t), t)(x-s(t))+\frac{C}{t} \frac{(s(t)-x)^{2}}{2} \text { for } T \leq t<\infty
\end{aligned}
$$

Similarly to the proof of Lemma 3.5, we can now obtain, for $0<\gamma<1$ (note that $\left.\lim _{t \rightarrow \infty} u(s(t), t)=0\right)$

$$
\begin{aligned}
& (1-\gamma) \liminf _{t \rightarrow \infty}\left(s(t) s^{\prime}(t)+\frac{C}{2}(1-\gamma) \frac{s^{2}(t)}{t}\right) \\
& \quad \geq 1-\int_{0}^{\gamma M} \exp \left(-\frac{\epsilon}{4} \xi^{2}\right) d \xi / \int_{0}^{M} \exp \left(-\frac{\epsilon}{4} \xi^{2}\right) d \xi
\end{aligned}
$$

Since $s^{2}(t) / t$ is bounded from above, the above inequality implies, after dividing by $1-\gamma$ and letting $\gamma \rightarrow 1^{-}$, that (3.29) holds.
4. Small $\epsilon$. As in [3], by formally letting $\epsilon \rightarrow 0$ in equations (1.1)-(1.5), we obtain equations for the limit functions ( $u_{0}, s_{0}$ ):

$$
\begin{align*}
& u_{0}(x, t)=1-B(t) x  \tag{4.1}\\
& s_{0}^{\prime}(t)=\left(1-B(t) s_{0}(t)\right)^{n}=B(t)  \tag{4.2}\\
& B(0)=1, \quad s_{0}(0)=0 \tag{4.3}
\end{align*}
$$

From this, we can uniquely determine $B(t)$ and $s_{0}(t)$; in particular $B(t)$ satisfies

$$
\begin{align*}
& t+\frac{1}{2}+\frac{n-1}{1-2 n}=\frac{1}{2} B^{-2}+\frac{n-1}{1-2 n} B^{(1 / n)-2} \quad \text { if } n \neq \frac{1}{2}  \tag{4.4}\\
& t+\frac{1}{2}=\frac{1}{2} B^{-2}+\log \frac{1}{B} \quad \text { if } n=\frac{1}{2} \tag{4.5}
\end{align*}
$$

It easily follows that

$$
\begin{align*}
& 0<B(t)<1, \quad 0<s_{0}(t) B(t)<1,  \tag{4.6}\\
& \frac{d B}{d t}=-\frac{B^{3}}{1+[(1-n) / n] B^{1 / n}}<0 . \tag{4.7}
\end{align*}
$$

It is also clear that $\lim _{t \rightarrow \infty} s_{0}(t) / \sqrt{t}=\sqrt{2}$. Now we shall prove that the solution $\left(u_{\epsilon}, s_{\epsilon}\right)$ of (1.1)-(1.5) converges to $\left(u_{0}, s_{0}\right)$.

Theorem 4.1. We have, for $\epsilon>0$,

$$
\begin{equation*}
u_{\epsilon}(x, t) \leq 1-B(t) x \quad \text { for } 0 \leq x \leq s_{\epsilon}(t), \quad 0 \leq t<\infty, \tag{4.8}
\end{equation*}
$$

$$
\begin{equation*}
s_{\epsilon}(t)<s_{0}(t) \quad \text { for } 0 \leq t<\infty . \tag{4.9}
\end{equation*}
$$

Proof. (i) First we show that if (4.9) holds true for $0<t<t_{0}$, then (4.8) must be true for $0 \leq t \leq t_{0}$. In fact, the function $w=1-B(t) x$ satisfies $w_{t}-\epsilon^{-1} w_{x x}=$
$-B^{\prime}(t) x \geq 0$ for $0<x<s_{\epsilon}(t), t>0$, and $w(0, t)=u_{\epsilon}(0, t)$ for $t \geq 0$. Since $1-B(t) s_{\epsilon}(t)>1-B(t) s_{0}(t)>0$ for $0<t<t_{0}$,

$$
\begin{align*}
\left.\left\{w_{x}+(1+\epsilon w) w^{n}\right\}\right|_{x=s_{\epsilon}(t)} & \geq-B(t)+\left(1-B(t) s_{\epsilon}(t)\right)^{n} \\
& \geq-B(t)+\left(1-B(t) s_{0}(t)\right)^{n}  \tag{4.10}\\
& =0 \text { for } 0 \leq t \leq t_{0}
\end{align*}
$$

Therefore, by maximum principle, $u(x, t) \leq w(x, t)$ for $0 \leq t \leq t_{0}$, i.e., (4.8) holds for $0 \leq t \leq t_{0}$.
(ii) Next, we prove that (4.9) holds for small $t$. In fact, from (4.1)-(4.6) it follows that

$$
\begin{aligned}
s_{0}^{\prime}(t) & \geq 1-n B(t) s_{0}(t)-C\left[B(t) s_{0}(t)\right]^{2} \\
& \geq 1-n t-C t^{2}
\end{aligned}
$$

therefore $s_{0}(t) \geq t-(n / 2) t^{2}-C t^{3}$. Hence, by (2.2), (4.9) holds for small $t>0$.
(iii) It now follows that if the theorem is not true, then there exists a $T>0$ such that

$$
\begin{align*}
& s_{\epsilon}(t)<s_{0}(t) \text { for } 0<t<T,  \tag{4.11}\\
& s_{\epsilon}(T)=s_{0}(T) \tag{4.12}
\end{align*}
$$

From (i), we obtain

$$
\begin{equation*}
s_{\epsilon}^{\prime}(t)=u_{\epsilon}^{n}\left(s_{\epsilon}(t), t\right) \leq\left[1-B(t) s_{\epsilon}(t)\right]^{n} \quad \text { for } 0 \leq t \leq T \tag{4.13}
\end{equation*}
$$

Note that $1-B(t) s_{\epsilon}(t) \geq 1-B(t) s_{0}(t)>c_{0}>0$ for $0 \leq t \leq T$, and the function $f(u)=u^{n}$ is Lipschitz continuous for $u \geq c_{0}$. Therefore, by using (4.2), (4.13), and (ii), we can apply the comparison principle of ODE and get

$$
\begin{equation*}
s_{\epsilon}(t)<s_{0}(t) \quad \text { for } 0<t \leq T \tag{4.14}
\end{equation*}
$$

which contradicts (4.12) at $t=T$.
Theorem 4.2. There exists a $\epsilon_{0}>0$ such that, for all $0<\epsilon<\epsilon_{0}$,

$$
\begin{equation*}
u_{\epsilon}(x, t) \geq 1-B(t) x-5 \max (n, 1) \epsilon \quad \text { for } 0 \leq x \leq s_{\epsilon}(t), \quad 0 \leq t<\infty \tag{4.15}
\end{equation*}
$$

$$
\begin{equation*}
[1+4 \max (n, 1) \epsilon] s_{\epsilon}(t)>s_{0}(t) \quad \text { for } 0 \leq t<\infty \tag{4.16}
\end{equation*}
$$

Proof. (i) Set

$$
\begin{equation*}
w=1-\left(1+C^{*} \epsilon\right) B(t) x-\frac{C^{*} \epsilon}{4} B(t)\left(s_{\epsilon}(t)-\frac{x^{2}}{s_{\epsilon}(t)}\right) \tag{4.17}
\end{equation*}
$$

where $C^{*}=4 \max (n, 1)$, then

$$
\begin{aligned}
& w_{t}-\epsilon^{-1} w_{x x} \\
& \quad=-\left(1+C^{*} \epsilon\right) B^{\prime}(t) x-\frac{C^{*} \epsilon}{4} B^{\prime}(t)\left(s_{\epsilon}(t)-\frac{x^{2}}{s_{\epsilon}(t)}\right)
\end{aligned}
$$

$$
\begin{align*}
& -\frac{C^{*} \epsilon}{4} B(t)\left(s_{\epsilon}^{\prime}(t)+\frac{x^{2}}{s_{\epsilon}^{2}(t)} s_{\epsilon}^{\prime}(t)\right)-\epsilon^{-1} \frac{C^{*} \epsilon}{2} \frac{B(t)}{s_{\epsilon}(t)} \\
\leq & -\left(1+C^{*} \epsilon\right) B^{\prime}(t) s_{\epsilon}(t)-\frac{C^{*} \epsilon}{4} B^{\prime}(t) s_{\epsilon}(t)-\frac{C^{*}}{2} \frac{B(t)}{s_{\epsilon}(t)} \\
= & \frac{1}{s_{\epsilon}(t)}\left[-\left(1+C^{*} \epsilon+\frac{C^{*} \epsilon}{4}\right) B^{\prime}(t) s_{\epsilon}^{2}(t)-\frac{C^{*}}{2} B(t)\right] \\
\leq & \frac{1}{s_{\epsilon}(t)}\left[\left(1+C^{*} \epsilon+\frac{C^{*} \epsilon}{4}\right) \frac{B^{3}(t)}{1+[(1-n) / n] B^{1 / n}} s_{0}^{2}(t)-\frac{C^{*}}{2} B(t)\right] \\
\leq & \frac{1}{s_{\epsilon}(t)}\left[\left(1+C^{*} \epsilon+\frac{C^{*} \epsilon}{4}\right) \max (n, 1) B(t)-\frac{C^{*}}{2} B(t)\right] \quad(\text { by }(4.7),(4.9)) \\
< & 0 \tag{4.6}
\end{align*}
$$

if $\epsilon$ is small enough so that $C^{*} \epsilon+C^{*} \epsilon / 4<1$.
Now we show that if (4.16) holds for $0<t<t_{0}$, then

$$
\begin{equation*}
u_{\epsilon}(x, t) \geq w(x, t) \quad \text { for } 0 \leq x \leq s_{\epsilon}(t), \quad 0 \leq t \leq t_{0} \tag{4.18}
\end{equation*}
$$

which implies that (4.15) is valid for $0 \leq t \leq t_{0}$. Clearly, $w(0, t)=u(0, t)$ and

$$
\begin{aligned}
\left\{w_{x}^{+}\right. & \left.+(1+\epsilon w)\left(w^{+}\right)^{n}\right\}\left.\right|_{x=s_{\epsilon}(t)} \\
& \leq-\left(1+C^{*} \epsilon\right) B(t)+\frac{C^{*} \epsilon}{2} B(t)+(1+\epsilon)\left\{\left[1-\left(1+C^{*} \epsilon\right) B(t) s_{\epsilon}(t)\right]^{+}\right\}^{n} \\
& \leq-\left(1+\frac{C^{*} \epsilon}{2}\right) B(t)+(1+\epsilon)\left[1-B(t) s_{0}(t)\right]^{n} \quad(\text { by }(4.16)) \\
& =-\left(1+\frac{C^{*} \epsilon}{2}\right) B(t)+(1+\epsilon) B(t) \\
& <0 \quad \text { for } 0 \leq t \leq t_{0}
\end{aligned}
$$

It follows by maximum principle that (4.18) holds.
(ii) It is clear that $\left(1+C^{*} \epsilon\right) s_{\epsilon}(t)=\left(1+C^{*} \epsilon\right) t+O\left(t^{2}\right)$ as $t \rightarrow 0$, and therefore (4.16) holds for small $t$. As in the proof of Theorem 4.1, if the theorem is not true, then there exists a $T>0$ such that

$$
\begin{align*}
& \left(1+C^{*} \epsilon\right) s_{\epsilon}(t)>s_{0}(t) \text { for } 0<t<T  \tag{4.19}\\
& \left(1+C^{*} \epsilon\right) s_{\epsilon}(T)=s_{0}(T) \tag{4.20}
\end{align*}
$$

From (4.18), we obtain

$$
\begin{equation*}
\left(1+C^{*} \epsilon\right) s_{\epsilon}^{\prime}(t)>s_{\epsilon}^{\prime}(t)=u_{\epsilon}^{n}\left(s_{\epsilon}(t), t\right) \geq\left\{\left[1-\left(1+C^{*} \epsilon\right) B(t) s_{\epsilon}(t)\right]^{+}\right\}^{n} \tag{4.21}
\end{equation*}
$$

Clearly,

$$
\max _{0 \leq t \leq T} B(t) s_{0}(t) \equiv \lambda<1 ;
$$

therefore, we can take $\lambda<\bar{\lambda}<1$. Set

$$
\begin{equation*}
G=\left\{t \in[0, T]:\left(1+C^{*} \epsilon\right) B(t) s_{\epsilon}(t) \geq \bar{\lambda}\right\} . \tag{4.22}
\end{equation*}
$$

Then for $t \in G$, we have

$$
\left(1+C^{*} \epsilon\right) s_{\epsilon}(t) \geq \frac{\bar{\lambda}}{B(t)}>s_{0}(t)
$$

whereas for $t \in[0, T] \backslash G$ we have

$$
\begin{equation*}
1-\left(1+C^{*} \epsilon\right) B(t) s_{\epsilon}(t) \geq 1-\bar{\lambda}>0 \tag{4.23}
\end{equation*}
$$

The set $[0, T] \backslash G$ is open and hence consists of open intervals with endpoints in $G$. The function $f(u)=u^{n}$ is Lipschitz continuous for $u \geq 1-\bar{\lambda}$. Therefore by (4.2) and (4.21), we can apply the comparison principle of ODE and get that (4.19) holds also for $t \in[0, T] \backslash G$, which is a contradiction to (4.20) at $t=T$.

Remark. Similar result of this section is obtained in [11].
5. Large $\epsilon$. The diffusivity is small if $\epsilon$ is large. Therefore the penetrant front $s_{\epsilon}(t)$ should move very slowly when $\epsilon$ is large. This property is described in the following theorem.

Theorem 5.1. For the solution $\left(u_{\epsilon}, s_{\epsilon}\right)$ of (1.1)-(1.5), we have

$$
\begin{equation*}
\frac{s_{\epsilon}(t)}{\sqrt{t}} \rightarrow 0 \quad \text { as } \epsilon \rightarrow+\infty \tag{5.1}
\end{equation*}
$$

uniformly for $t \in(0, \infty)$.
Proof. By Lemma 3.2,

$$
\begin{equation*}
\frac{s_{\epsilon}(t)}{\sqrt{t}} \leq M(\epsilon) \quad \text { for } 0<t<\infty \tag{5.2}
\end{equation*}
$$

where $M(\epsilon)$ satisfies

$$
\begin{equation*}
\exp \left(-\frac{\epsilon}{4} M^{2}(\epsilon)\right)=\frac{1}{2} M(\epsilon) \int_{0}^{M(\epsilon)} \exp \left(-\frac{\epsilon}{4} \xi^{2}\right) d \xi \tag{5.3}
\end{equation*}
$$

If we set $K_{\epsilon}=\sqrt{\epsilon} M(\epsilon)$, then

$$
\begin{equation*}
\exp \left(-\frac{1}{4} K_{\epsilon}^{2}\right)=\frac{1}{2 \epsilon} K_{\epsilon} \int_{0}^{K_{\epsilon}} \exp \left(-\frac{1}{4} \xi^{2}\right) d \xi \tag{5.4}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
K_{\epsilon} \leq 2 \sqrt{\log (2 \epsilon)} \quad \text { for } \epsilon \geq \epsilon^{*} \tag{5.5}
\end{equation*}
$$

where $\epsilon^{*} \geq 1$ satisfies

$$
\begin{equation*}
\int_{0}^{2 \sqrt{\log \left(2 \epsilon^{*}\right)}} \exp \left(-\frac{1}{4} \xi^{2}\right) d \xi \geq 1 \tag{5.6}
\end{equation*}
$$

We can easily check that $\epsilon^{*}=1$ would satisfy (5.6). Therefore

$$
\begin{equation*}
M(\epsilon) \leq \frac{K_{\epsilon}}{\sqrt{\epsilon}} \leq \frac{2 \sqrt{\log (2 \epsilon)}}{\sqrt{\epsilon}} \text { for } \epsilon \geq 1 \tag{5.7}
\end{equation*}
$$

and (5.1) follows.
6. The case $n \rightarrow \infty$. In the next two sections, we investigate the effects of the driving law exponent $n$. We shall fix $\epsilon$ and denote the solution of (1.1)-(1.5) by $\left(u_{n}, s_{n}\right)$. The main result of this section is Theorem 6.1.

Theorem 6.1. For any $t^{*}>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} s_{n}(t)=0 \tag{6.1}
\end{equation*}
$$

uniformly for $t \in\left[0, t^{*}\right]$.
We first list the available estimates for the solution ( $u_{n}, s_{n}$ ) in the following lemma. Set

$$
D_{n}=\left\{(x, t): 0<x<s_{n}(t), 0<t<\infty\right\} .
$$

Lemma 6.2.

$$
\begin{align*}
& 0<u_{n}(x, t)<1 \quad \text { for }(x, t) \in D_{n}  \tag{6.2}\\
& -1-\epsilon<\frac{\partial u_{n}}{\partial x}(x, t)<0 \quad \text { for }(x, t) \in D_{n}  \tag{6.3}\\
& 0<\frac{\partial u_{n}}{\partial t}(x, t)<1+\epsilon \quad \text { for }(x, t) \in D_{n}  \tag{6.4}\\
& 0<\frac{\partial^{2} u_{n}}{\partial x^{2}}(x, t)<\frac{1}{\epsilon}+1 \quad \text { for }(x, t) \in D_{n}  \tag{6.5}\\
& 0<s_{n}(t)<t \text { for } t>0 \\
& 0<s_{n}^{\prime}(t)<1 \text { for } t>0 \\
& s_{n}^{\prime \prime}(t)<0 \text { for } t>0
\end{align*}
$$

Proof. (6.2), (6.3), and (6.6)-(6.8) are copied directly from Theorem 1.1. Formula (6.5) is equivalent to (6.4) by using the equation. We also know that $\left(u_{n}\right)_{t}>0$. To prove (6.4), it suffices to note that $s_{n}^{\prime \prime}(t)<0$ implies

$$
\begin{equation*}
\frac{\partial u_{n}}{\partial t}\left(s_{n}(t), t\right)+\frac{\partial u_{n}}{\partial x}\left(s_{n}(t), t\right) s_{n}^{\prime}(t)<0 \quad \text { for } t>0 \tag{6.9}
\end{equation*}
$$

and therefore by (6.3) and (6.7)

$$
\begin{equation*}
\frac{\partial u_{n}}{\partial t}\left(s_{n}(t), t\right) \leq-\frac{\partial u_{n}}{\partial x}\left(s_{n}(t), t\right) s_{n}^{\prime}(t)<1+\epsilon \quad \text { for } t>0 \tag{6.10}
\end{equation*}
$$

Now (6.4) follows by maximum principle.
Next, we shall prove that $s_{n}(t)$ is monotone decreasing in $n$.
Lemma 6.3. If $n_{1}>n_{2}$, then

$$
\begin{equation*}
s_{n_{1}}(t)<s_{n_{2}}(t) \quad \text { for } t>0 \tag{6.11}
\end{equation*}
$$

Proof. The transformation (see [4], for example)

$$
\begin{equation*}
v(x, t)=\int_{x}^{s(t)}(\epsilon u(\xi, t)+1) d \xi \quad \text { for } 0<x<s(t), \quad t>0 \tag{6.12}
\end{equation*}
$$

reduces (1.1)-(1.5) to the following problem:

$$
\begin{aligned}
& \epsilon v_{t}=v_{x x} \text { for } 0<x<s(t), \quad t>0 \\
& v_{x}(0, t)=-\epsilon-1 \text { for } t>0, \\
& v(s(t), t)=0 \text { for } t>0, \\
& v_{x}(s(t), t)=-\epsilon\left(s^{\prime}(t)\right)^{1 / n}-1 \text { for } t>0, \\
& s(0)=0
\end{aligned}
$$

We shall denote by $v_{n_{i}}(x, t)(i=1,2)$ the functions obtained from $u_{n_{i}}(x, t)$ by formula (6.12).

It follows from (2.2) that (6.11) holds for small $t$. Therefore if (6.11) is not true, then there exists $T>0$ such that

$$
\begin{align*}
& s_{n_{1}}(t)<s_{n_{2}}(t) \text { for } 0<t<T,  \tag{6.13}\\
& s_{n_{1}}(T)=s_{n_{2}}(T) \tag{6.14}
\end{align*}
$$

This implies that

$$
\begin{equation*}
s_{n_{1}}^{\prime}(T) \geq s_{n_{2}}^{\prime}(T) \tag{6.15}
\end{equation*}
$$

and thus

$$
\begin{align*}
-\frac{\partial v_{n_{1}}}{\partial x}\left(s_{n_{1}}(T), T\right) & =\epsilon\left(s_{n_{1}}^{\prime}(T)\right)^{1 / n_{1}}+1 \\
& \geq \epsilon\left(s_{n_{2}}^{\prime}(T)\right)^{1 / n_{1}}+1  \tag{6.16}\\
& >\epsilon\left(s_{n_{2}}^{\prime}(T)\right)^{1 / n_{2}}+1 \quad\left(\text { since } 0<s_{n_{2}}^{\prime}(T)<1, n_{1}>n_{2}\right) \\
& =-\frac{\partial v_{n_{2}}}{\partial x}\left(s_{n_{2}}(T), T\right) .
\end{align*}
$$

On the other hand, by the maximum principle, the maximum of $w \equiv v_{n_{1}}-v_{n_{2}}$ in the region $G \equiv\left\{(x, t): 0 \leq x \leq s_{n_{1}}(t), 0 \leq t \leq T\right\}$ can only be obtained on $x=$ $s_{n_{1}}(t), 0 \leq t \leq T$. Clearly,

$$
\begin{equation*}
w(0,0)=w\left(s_{n_{1}}(T), T\right)=0 \tag{6.17}
\end{equation*}
$$

and

$$
\begin{equation*}
w\left(s_{n_{1}}(t), t\right)=-v_{n_{2}}\left(s_{n_{1}}(t), t\right)<0 \quad \text { for } 0<t<T \tag{6.18}
\end{equation*}
$$

Hence $w$ takes its maximum in $G$ at $(x, t)=\left(s_{n_{1}}(T), T\right)$, which contradicts (6.16). Therefore (6.11) holds.

Proof of Theorem 6.1. By Lemma 6.3 and (6.6)-(6.8), we get that, for any $t^{*}>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} s_{n}(t)=s_{\infty}(t) \quad \text { uniformly for } t \in\left[0, t^{*}\right] \tag{6.19}
\end{equation*}
$$

where $s_{\infty}(t)$ is some Lipschitz continuous function with the following properties:

$$
\begin{align*}
& 0 \leq s_{\infty}^{\prime}(t) \leq 1 \quad \text { a.e., }  \tag{6.20}\\
& s_{\infty}^{\prime \prime}(t) \leq 0 \quad \text { in the distribution sense, }  \tag{6.21}\\
& s_{\infty}(t)<s_{n}(t) \quad \text { for } t>0, \quad n>0 \tag{6.22}
\end{align*}
$$

We claim that

$$
\begin{equation*}
\text { There exists } \delta>0 \text { such that } s_{\infty}(t) \equiv 0 \text { for } 0 \leq t \leq \delta \tag{6.23}
\end{equation*}
$$

Note that (6.20), (6.21), and (6.23) imply that $s_{\infty}(t) \equiv 0$ for $t>0$, and then the theorem follows.

If the claim (6.23) is not true, then in view of (6.20)

$$
\begin{equation*}
s_{\infty}(t)>0 \quad \text { for } t>0 \tag{6.24}
\end{equation*}
$$

Set

$$
D_{\infty}=\left\{(x, t): 0<x<s_{\infty}(t), 0<t<t^{*}\right\} .
$$

By Lemma 6.2 and the embedding theorem (see [10]), there exists a subsequence $n_{k}$ 's of $n$ 's $\left(n_{k} \rightarrow \infty\right)$ such that, for any $0<\alpha<\frac{1}{2}$ and any $\delta>0$,

$$
\begin{align*}
& u_{n_{k}}, \quad \frac{\partial u_{n_{k}}}{\partial x} \rightarrow u_{\infty}, \frac{\partial u_{\infty}}{\partial x} \text { in } C^{\alpha}\left(D_{\infty} \cap\{t>\delta\}\right) \text { norm }  \tag{6.25}\\
& \frac{\partial u_{n_{k}}}{\partial t}, \frac{\partial^{2} u_{n_{k}}}{\partial x^{2}} \rightharpoonup \frac{\partial u_{\infty}}{\partial t}, \frac{\partial^{2} u_{\infty}}{\partial x^{2}} \quad \text { weakly in } L^{p}\left(D_{\infty} \cap\{t>\delta\}\right) \text { for any } p>1
\end{align*}
$$ where $u_{\infty}$ is some function in $W_{\infty}^{2,1}\left(D_{\infty}\right)$.

Passing the limit in the equations in (1.1)-(1.5) as $n=n_{k} \rightarrow \infty$, we obtain

$$
\begin{align*}
& \epsilon\left(u_{\infty}\right)_{t}=\left(u_{\infty}\right)_{x x} \quad \text { in } D_{\infty}  \tag{6.27}\\
& u_{\infty}(0, t)=1 \quad \text { for } 0<t<t^{*} \tag{6.28}
\end{align*}
$$

Next, we compute

$$
\begin{equation*}
s_{n}^{\prime}(t)=-\frac{\left(u_{n}\right)_{x}\left(s_{\infty}(t), t\right)}{1+\epsilon u_{n}\left(s_{\infty}(t), t\right)}+\left(\frac{\left(u_{n}\right)_{x}\left(s_{\infty}(t), t\right)}{1+\epsilon u_{n}\left(s_{\infty}(t), t\right)}-\frac{\left(u_{n}\right)_{x}\left(s_{n}(t), t\right)}{1+\epsilon u_{n}\left(s_{n}(t), t\right)}\right) \tag{6.29}
\end{equation*}
$$

The first term of the above equality converges to $-\left(u_{\infty}\right)_{x}\left(s_{\infty}(t), t\right) /\left(1+\epsilon u_{\infty}\left(s_{\infty}(t), t\right)\right)$ uniformly in any compact set of ( $0, t^{*}$ ], while the second term converges to zero uniformly for $t \in\left(0, t^{*}\right]$ since $\left(u_{n}\right)_{x},\left(u_{n}\right)_{x x}$ are uniformly bounded. This shows that $s_{n_{k}}^{\prime}(t)$ converges uniformly in any compact set of $\left(0, t^{*}\right]$ and the limit is continous. Hence we must have

$$
\begin{equation*}
s_{n_{k}}^{\prime}(t) \rightarrow s_{\infty}^{\prime}(t) \quad \text { uniformly in any compact set of }\left(0, t^{*}\right] \text { as } n_{k} \rightarrow \infty ; \tag{6.30}
\end{equation*}
$$

$s_{\infty}^{\prime}(t)$ is continuous and furthermore,

$$
\begin{equation*}
\left(1+\epsilon u_{\infty}\left(s_{\infty}(t), t\right)\right) s_{\infty}^{\prime}(t)=-\left(u_{\infty}\right)_{x}\left(s_{\infty}(t), t\right) \quad \text { for } t \in\left(0, t^{*}\right) \tag{6.31}
\end{equation*}
$$

By (6.24) and (6.20),

$$
\begin{equation*}
s_{\infty}^{\prime}\left(t_{0}\right)>0 \quad \text { for some } t_{0} \in\left(0, t^{*}\right) \tag{6.32}
\end{equation*}
$$

It follows from (6.21) that

$$
\begin{equation*}
s_{\infty}^{\prime}(t) \geq s_{\infty}^{\prime}\left(t_{0}\right)>0 \quad \text { for } t \in\left(0, t_{0}\right) \tag{6.33}
\end{equation*}
$$

By virtue of (6.30) and concavity of $s_{n_{k}}$, there exists $N>0$ such that

$$
\begin{equation*}
s_{n_{k}}^{\prime}(t) \geq \frac{1}{2} s_{\infty}^{\prime}\left(t_{0}\right) \quad \text { for } 0<t \leq t_{0}, \quad n_{k}>N \tag{6.34}
\end{equation*}
$$

Since $s_{\infty}(t)<s_{n_{k}}(t)$,

$$
\begin{equation*}
1 \geq u_{n_{k}}\left(s_{\infty}(t), t\right) \geq u_{n_{k}}\left(s_{n_{k}}(t), t\right)=\left(s_{n_{k}}(t)\right)^{1 / n_{k}} \geq\left(\frac{1}{2} s_{\infty}^{\prime}\left(t_{0}\right)\right)^{1 / n_{k}} \tag{6.35}
\end{equation*}
$$

for $0<t \leq t_{0}, n_{k}>N$. Letting $n_{k} \rightarrow \infty$ in the above inequality, we obtain

$$
u_{\infty}\left(s_{\infty}(t), t\right) \equiv 1 \quad \text { for } 0<t \leq t_{0}
$$

Recalling (6.27) and (6.28), we get

$$
u_{\infty}(x, t) \equiv 1 \quad \text { for } 0 \leq x \leq s_{\infty}(t), \quad 0<t \leq t_{0}
$$

which contradicts $(6.31)$ since $s_{\infty}^{\prime}(t)>0$ for $t \in\left(0, t_{0}\right)$. The proof of the theorem is now complete.
7. The case $n \rightarrow 0$. We may guess that $\lim _{n \rightarrow 0} s_{n}(t)=t$ at the first glance of the driving law (1.4). However, this is not true when $t$ is large enough by Lemma 3.2 (note that the constant $M$ there is independent of $n$ ). The interesting result is that there exists a critical value $T^{*}>0$ such that

$$
\begin{equation*}
\lim _{n \rightarrow 0} s_{n}(t)=t \quad \text { uniformly for } t \in\left[0, T^{*}\right] \tag{7.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow 0} s_{n}(t)=s_{0}(t) \quad \text { uniformly for } t \in\left[T^{*}, t^{*}\right] \tag{7.2}
\end{equation*}
$$

for any $t^{*}>T^{*}$, where $s_{0}(t)$ is the free boundary of an appropriate Stefan problem. In order to make the above statement more explicit, we consider the following problem:

$$
\begin{align*}
& \epsilon z_{t}=z_{x x} \text { for } 0<x<t  \tag{7.3}\\
& z(0, t)=1 \text { for } t>0  \tag{7.4}\\
& 1+\epsilon z(t, t)=-z_{x}(t, t) \text { for } t>0 \tag{7.5}
\end{align*}
$$

It is clear that this problem has a unique smooth classical solution $z \in C^{2,1}(\bar{\Delta}) \cap$ $C^{\infty}(\bar{\Delta} \backslash\{0\})$, where $\Delta=\{(x, t): 0<x<t<\infty\}$. The next lemma determines the critical value $T^{*}$.

Lemma 7.1. There exists a unique $T^{*} \in(0,1]$ such that

$$
\begin{array}{ll}
z(t, t)>0 & \text { for } 0 \leq t<T^{*} \\
z(t, t)<0 & \text { for } t>T^{*} \tag{7.7}
\end{array}
$$

Note that by Lemma 7.1 and maximum principle, $z\left(x, T^{*}\right)$ is smooth and $z\left(x, T^{*}\right)>$ 0 for $0<x<T^{*}$ and $z\left(T^{*}, T^{*}\right)=0$.

We shall postpone the proof of Lemma 7.1 and first consider the solution ( $u_{0}, s_{0}$ ) of the following Stefan problem:

$$
\begin{align*}
& \epsilon\left(u_{0}\right)_{t}=\left(u_{0}\right)_{x x} \text { for } 0<x<s_{0}(t), \quad t>T^{*}  \tag{7.8}\\
& u_{0}(0, t)=1 \text { for } t>T^{*}  \tag{7.9}\\
& s_{0}^{\prime}(t)=-\left(u_{0}\right)_{x}\left(s_{0}(t), t\right) \text { for } t>T^{*}  \tag{7.10}\\
& u_{0}\left(s_{0}(t), t\right)=0 \text { for } t>T^{*}  \tag{7.11}\\
& u_{0}\left(x, T^{*}\right)=z\left(x, T^{*}\right) \text { for } 0<x<T^{*} \tag{7.12}
\end{align*}
$$

The main result of this section is Theorem 7.2.
Theorem 7.2. Denote by $\left(u_{n}, s_{n}\right)$ the solution of (1.1)-(1.5). Suppose that $T^{*}$ and $z(x, t),\left(u_{0}, s_{0}\right)$ are determined as above. Then $T^{*}>1 / 2(1+\epsilon)$ and for any $t^{*}>T^{*}$, we have

$$
\begin{align*}
& \qquad \lim _{n \rightarrow 0} s_{n}(t)=t \quad \text { uniformly for } t \in\left[0, T^{*}\right]  \tag{7.13}\\
& \lim _{n \rightarrow 0} u_{n}(x, t)=z(x, t) \\
& \text { uniformly in any compact set of }\left\{(x, t): 0 \leq x<t, 0<t \leq T^{*}\right\} \tag{7.14}
\end{align*}
$$

$$
\begin{align*}
& \qquad \lim _{n \rightarrow 0} s_{n}(t)=s_{0}(t) \quad \text { uniformly for } t \in\left[T^{*}, t^{*}\right]  \tag{7.15}\\
& \lim _{n \rightarrow 0} u_{n}(x, t)=u_{0}(x, t) \\
& \text { uniformly in any compact set of }\left\{(x, t): 0 \leq x<s_{0}(t), T^{*} \leq t \leq t^{*}\right\} .
\end{align*}
$$

Proof of Lemma 7.1. The linear function $w(x, t) \equiv 1-x$ satisfies

$$
\begin{equation*}
w_{x}+\epsilon w \geq-1 \quad \text { for } 0<x=t<1 \tag{7.17}
\end{equation*}
$$

Thus by maximum principle

$$
\begin{equation*}
z(x, t) \leq w \equiv 1-x \quad \text { for } 0 \leq x \leq t \leq 1 \tag{7.18}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
z(1,1) \leq 0 \tag{7.19}
\end{equation*}
$$

It is clear that $z(t, t)>0$ for $t$ small. Hence in view of (7.19), there exists $T^{*}$ ( $0<T^{*} \leq 1$ ) such that (7.6) holds and

$$
\begin{equation*}
z\left(T^{*}, T^{*}\right)=0 \tag{7.20}
\end{equation*}
$$

By maximum principle $z(x, t) \leq 1$ for $0 \leq x \leq t<\infty$. Therefore

$$
\begin{equation*}
z_{x}(0, t) \leq 0 . \tag{7.21}
\end{equation*}
$$

Let $\widetilde{w}=z_{t}+z_{x}$. Then

$$
\begin{equation*}
\epsilon \widetilde{w}_{t}=\widetilde{w}_{x x} \quad \text { for } 0<x<t<\infty, \tag{7.22}
\end{equation*}
$$

and, by (7.4) and (7.21),

$$
\begin{equation*}
\widetilde{w}(0, t) \leq 0 \tag{7.23}
\end{equation*}
$$

Differentiating (7.5) in $t$, we obtain

$$
\begin{equation*}
\widetilde{w}_{x}+\epsilon \widetilde{w}=0 \quad \text { for } 0<x=t<\infty . \tag{7.24}
\end{equation*}
$$

Therefore by maximum principle

$$
\begin{equation*}
\widetilde{w} \leq 0 \quad \text { for } 0 \leq x \leq t<\infty \tag{7.25}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\frac{d}{d t} z(t, t) \leq 0 \quad \text { for } 0<t<\infty \tag{7.26}
\end{equation*}
$$

Thus if (7.7) is not true, then

$$
\begin{equation*}
z(t, t) \equiv 0 \quad \text { for } T^{*} \leq t \leq T^{*}+\mu \tag{7.27}
\end{equation*}
$$

for some $\mu>0$. Hence

$$
\begin{equation*}
\widetilde{w}(t, t) \equiv 0 \quad \text { for } T^{*}<t<T^{*}+\mu \tag{7.28}
\end{equation*}
$$

Using (7.24), we get

$$
\begin{equation*}
\widetilde{w}_{x}(t, t) \equiv 0 \quad \text { for } T^{*}<t<T^{*}+\mu . \tag{7.29}
\end{equation*}
$$

By (7.25) and (7.28), $\widetilde{w}$ takes its maximum on $(x, t)=(t, t), T^{*}<t<T^{*}+\mu$. Now it follows from strong maximum principle that

$$
\begin{equation*}
\widetilde{w}(x, t) \equiv z_{x}(x, t)+z_{t}(x, t) \equiv 0 \quad \text { in } \Delta \cap\left\{t<T^{*}+\mu\right\} \tag{7.30}
\end{equation*}
$$

which implies that $z(t, t) \equiv z(0,0)=1$ for $0<t<T^{*}+\mu$. This is a contradiction to (7.20).

Proof of Theorem 7.2. By Lemma 6.3 and (6.6)-(6.8),

$$
\begin{equation*}
\lim _{n \rightarrow 0} s_{n}(t)=s_{\#}(t) \quad \text { uniformly for } t \in\left[0, t^{*}\right] \tag{7.31}
\end{equation*}
$$

where $s_{\#}(t)$ is some Lipschitz continuous function such that

$$
\begin{align*}
& 0 \leq s_{\#}^{\prime}(t) \leq 1 \quad \text { a.e., }  \tag{7.32}\\
& s_{\#}^{\prime \prime}(t) \leq 0 \text { in the distribution sense, }  \tag{7.33}\\
& s_{\#}(t)>s_{n}(t) \text { for } t>0, n>0 \tag{7.34}
\end{align*}
$$

By (2.1),

$$
\begin{align*}
u_{n}\left(s_{n}(t), t\right) & \geq 1-(1+\epsilon) s_{n}(t) \\
& \geq 1-(1+\epsilon) t  \tag{7.35}\\
& \geq \frac{1}{2} \quad \text { for } 0<t<\frac{1}{2(1+\epsilon)} .
\end{align*}
$$

Therefore

$$
\begin{align*}
t \geq s_{n}(t) & =\int_{0}^{t} s_{n}^{\prime}(\xi) d \xi \\
& =\int_{0}^{t} u_{n}^{n}\left(s_{n}(\xi), \xi\right) d \xi  \tag{7.36}\\
& \geq\left(\frac{1}{2}\right)^{n} t \quad \text { for } 0<t<\frac{1}{2(1+\epsilon)}
\end{align*}
$$

It follows by letting $n \rightarrow 0$ that

$$
\begin{equation*}
s_{\#}(t) \equiv t \quad \text { for } 0<t<\frac{1}{2(1+\epsilon)} \tag{7.37}
\end{equation*}
$$

Define

$$
\begin{equation*}
T_{\#}=\sup \left\{b: s_{\#}(t) \equiv t \text { for } 0<t<b\right\} \tag{7.38}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{\#}=\left\{(x, t): 0<x<s_{\#}(t), 0<t<t^{*}\right\} . \tag{7.39}
\end{equation*}
$$

Then $T_{\#} \geq 1 / 2(1+\epsilon)$. By (7.32) (7.33) and the definition for $T_{\#}$,

$$
\begin{array}{ll}
s_{\#}(t) \equiv t & \text { for } 0 \leq t<T_{\#}, \\
s_{\#}(t)<t & \text { for } T_{\#}<t<t^{*} . \tag{7.41}
\end{array}
$$

Next, we introduce a scaling in the $x$ direction so that the solutions $u_{n}$ are defined in the same domain in the new variables. Let

$$
\begin{equation*}
v_{n}(x, t)=u_{n}\left(\frac{s_{n}(t)}{s_{\#}(t)} x, t\right) \quad \text { for }(x, t) \in D_{\#} . \tag{7.42}
\end{equation*}
$$

Then by Lemma 6.2 and (7.32),

$$
\begin{equation*}
\left\|v_{n}\right\|_{W_{\infty}^{2,1}\left(D_{\#} \cap\{t>\delta\}\right)} \leq C_{\delta} \tag{7.43}
\end{equation*}
$$

for any $\delta>0$. Thus, for an appropriate subsequence $n_{k}$ 's of $n$ 's, we have, as $n_{k} \rightarrow 0$,
(7.44) $\quad v_{n_{k}}, \frac{\partial v_{n_{k}}}{\partial x} \rightarrow v_{\#}, \frac{\partial v_{\#}}{\partial x} \quad$ uniformly in $D_{\#} \cap\{t>\delta\}$ for any $\delta>0$,

$$
\begin{equation*}
\frac{\partial v_{n_{k}}}{\partial t}, \frac{\partial^{2} v_{n_{k}}}{\partial x^{2}} \rightharpoonup \frac{\partial v_{\#}}{\partial t}, \frac{\partial^{2} v_{\#}}{\partial x^{2}} \tag{7.45}
\end{equation*}
$$

$$
\text { weakly in } L^{p}\left(D_{\#} \cap\{t>\delta\}\right) \text { for any } p>1, \delta>0
$$

for some function $v_{\#} \in W_{\infty}^{2,1}\left(D_{\#}\right)$.
Note that

$$
\begin{equation*}
s_{n}^{\prime}(t)=-\frac{\left(v_{n}\right)_{x}\left(s_{\#}(t), t\right)}{1+\epsilon v_{n}\left(s_{\#}(t), t\right)} \cdot \frac{s_{\#}(t)}{s_{n}(t)} . \tag{7.46}
\end{equation*}
$$

Therefore, by using the same argument used in the proof of Theorem 6.1 we obtain

$$
\begin{equation*}
s_{n_{k}}^{\prime}(t) \rightarrow s_{\#}^{\prime}(t) \quad \text { uniformly in } t \in\left[\delta, t^{*}\right] \text { as } n_{k} \rightarrow 0, \text { for any } \delta>0 ; \tag{7.47}
\end{equation*}
$$

furthermore, $s_{\#}^{\prime}(t)$ is continuous and

$$
\begin{equation*}
\left.\left(1+\epsilon v_{\#}\left(s_{\#}(t), t\right)\right) s_{\#}^{\prime}(t)=-\left(v_{\#}\right)_{x}\left(s_{\#}(t), t\right)\right) \tag{7.48}
\end{equation*}
$$

A direct computation shows

$$
\begin{equation*}
\epsilon\left(v_{n}\right)_{t}=\left(\frac{s_{\#}}{s_{n}}\right)^{2}\left(v_{n}\right)_{x x}+\epsilon x\left(\frac{s_{n}^{\prime}}{s_{n}}-\frac{s_{\#}^{\prime}}{s_{\#}}\right)\left(v_{n}\right)_{x} \quad \text { for }(x, t) \in D_{\#} \tag{7.49}
\end{equation*}
$$

By (7.31) and (7.47),

$$
\begin{equation*}
\lim _{n=n_{k} \rightarrow 0}\left|\frac{s_{n}^{\prime}}{s_{n}}-\frac{s_{\#}^{\prime}}{s_{\#}}\right|=0 \quad \text { uniformly in } t \in\left[\delta, t^{*}\right] \text { for any } \delta>0 \tag{7.50}
\end{equation*}
$$

Therefore, by letting $n=n_{k} \rightarrow 0$ in (7.49), using (7.31) and (7.50), we obtain

$$
\begin{align*}
& \epsilon\left(v_{\#}\right)_{t}=\left(v_{\#}\right)_{x x} \quad \text { for }(x, t) \in D_{\#},  \tag{7.51}\\
& v_{\#}(0, t)=1 \text { for } 0<t<t^{*} . \tag{7.52}
\end{align*}
$$

Since $s_{\#}^{\prime}(t) \equiv 1$ for $0<t<T_{\#}$, (7.48) implies that

$$
\begin{equation*}
1+\epsilon v_{\#}\left(s_{\#}(t), t\right)=-\left(v_{\#}\right)_{x}\left(s_{\#}(t), t\right) \quad \text { for } 0<t<T_{\#} . \tag{7.53}
\end{equation*}
$$

Clearly also,

$$
\begin{equation*}
v_{\#}\left(s_{\#}(t), t\right)=\lim _{n \rightarrow 0} v_{n}\left(s_{\#}(t), t\right) \geq 0 \quad \text { for } 0<t<t^{*} \tag{7.54}
\end{equation*}
$$

Recall that $z$ is a solution of (7.3)-(7.5), and by uniqueness we have

$$
\begin{equation*}
v_{\#}=z \quad \text { for } 0<t<x \leq T_{\#} . \tag{7.55}
\end{equation*}
$$

Therefore (7.54) and (7.7) imply

$$
\begin{equation*}
T_{\#} \leq T^{*} \tag{7.56}
\end{equation*}
$$

Next, we shall prove that

$$
\begin{equation*}
v_{\#}\left(s_{\#}(t), t\right)=0 \quad \text { for } T_{\#}<t<t^{*} . \tag{7.57}
\end{equation*}
$$

Note that (7.57) implies $v_{\#}\left(s_{\#}\left(T_{\#}\right), T_{\#}\right)=0$, by continuity; and hence $T_{\#}=T^{*}$ by Lemma 7.1.

Since $s_{\#}^{\prime}(t)$ is continuous, (7.33), (7.40), and (7.41) imply that

$$
\begin{equation*}
s_{\#}^{\prime}(t)<1 \quad \text { for } T_{\#}<t<t^{*} \tag{7.58}
\end{equation*}
$$

Now we fix $t \in\left(T_{\#}, t^{*}\right)$ and take $\beta$ with $s_{\#}^{\prime}(t)<\beta<1$. By virtue of (7.47),

$$
\begin{equation*}
s_{n_{k}}^{\prime}(t) \leq \beta \quad \text { if } 0<n_{k}<n_{0} \tag{7.59}
\end{equation*}
$$

for some sufficiently small $n_{0}$. It follows that

$$
\begin{equation*}
0 \leq v_{n}\left(s_{\#}(t), t\right)=\left(s_{n}^{\prime}(t)\right)^{1 / n} \leq \beta^{1 / n} \tag{7.60}
\end{equation*}
$$

Letting $n_{k} \rightarrow 0+$ in the above inequality, we obtain (7.57). Thus we have proved

$$
\begin{equation*}
T_{\#}=T^{*} \tag{7.61}
\end{equation*}
$$

Equations (7.51), (7.52), (7.57), (7.48), and (7.55), (7.61) imply that ( $v_{\#}, s_{\#}$ ) for $T_{\#}<t<t^{*}$ is a solution of the Stefan problem (7.8)-(7.12). Therefore by uniqueness

$$
\begin{align*}
& v_{\#}=u_{0} \text { for } T_{\#}<x<s_{\#}(t), T_{\#}<t<t^{*},  \tag{7.62}\\
& s_{\#}=s_{0} \text { for } T_{\#}<t<t^{*} . \tag{7.63}
\end{align*}
$$

Now the limits in (7.44) and (7.45) are unique and independent of the choice of subsequences. And hence the whole sequences themselves converge. This implies that (7.13)-(7.16) hold. The theorem is proved.
8. Neumann boundary condition. In this section we consider the Neumann boundary condition at $x=0$. Taking for simplicity $\epsilon=1$, the system becomes

$$
\begin{align*}
& u_{t}=u_{x x} \text { for } 0<x<s(t), \quad t>0  \tag{8.1}\\
& u_{x}(0, t)=g(t)  \tag{8.2}\\
& {[1+u(s(t), t)] \cdot s^{\prime}(t)=-u_{x}(s(t), t)}  \tag{8.3}\\
& s^{\prime}(t)=u^{n}(s(t), t)  \tag{8.4}\\
& s(0)=0 \tag{8.5}
\end{align*}
$$

It is shown in [2] that if

$$
\begin{equation*}
g \in C^{2}[0, \infty), \quad g(t) \leq 0 \quad \text { for } t>0, \quad g(0)<0 ; \quad g^{\prime}(t) \geq 0 \quad \text { for } t \geq 0 \tag{8.6}
\end{equation*}
$$

then (1.18)-(1.20) hold. The asymptotic behavior of $s(t)$ as $t \rightarrow \infty$ is also studied in the case $\int_{0}^{\infty} g(t) d t>-\infty$.

We shall study the asymptotic behavior in the general case. Define $\psi_{\eta}=\psi_{\eta}(x, t)$, $h_{\eta}=h_{\eta}(t)$ to be the solution for the Stefan problem:

$$
\begin{align*}
& \psi_{t}=\psi_{x x} \quad \text { for } 0<x<h(t), \quad t>0  \tag{8.7}\\
& \psi_{x}(0, t)=g(t)  \tag{8.8}\\
& \psi=0,-\psi_{x}=(1+\eta) h^{\prime}(t) \quad \text { on } x=h(t)  \tag{8.9}\\
& h(0)=0 \tag{8.10}
\end{align*}
$$

where $g$ satisfies (8.6) and $\eta \geq 0$.
Theorem 8.1. Assume in addition to assumption (8.6) that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} g(t)=0 \tag{8.11}
\end{equation*}
$$

Then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{s(t)}{h_{0}(t)}=1 \tag{8.12}
\end{equation*}
$$

where $x=h_{0}(t)$ corresponds to the free boundary of the Stefan problem (8.7)-(8.10) with $\eta=0$.

We first establish several lemmas.
Lemma 8.2. For $\psi_{\eta}$ and $h_{\eta}$ defined in (8.7)-(8.10), we have

$$
\begin{equation*}
(1+\eta) h_{\eta}(t) \geq h_{0}(t) \quad \text { for } t>0 \tag{8.13}
\end{equation*}
$$

Proof. Let $w_{\eta}(x, t)$ be defined as

$$
\begin{align*}
w_{\eta}(x, t) & =\int_{h_{\eta}^{-1}(x)}^{t} \psi_{\eta}(x, \tau) d \tau & & \text { for } x<h_{\eta}(t)  \tag{8.14}\\
& \equiv 0 & & \text { for } x \geq h_{\eta}(t)
\end{align*}
$$

$\left(h_{\eta}^{-1}(x)\right.$ exists since $\left.h^{\prime}(t)>0\right)$. Then

$$
\begin{align*}
& \left(w_{\eta}\right)_{t}-\left(w_{\eta}\right)_{x x}=-1-\eta \text { for } 0<x<h_{\eta}(t), \quad t>0  \tag{8.15}\\
& w_{\eta}=\left(w_{\eta}\right)_{x}=0 \quad \text { on } x=h_{\eta}(t), \quad t>0  \tag{8.16}\\
& \left(w_{\eta}\right)_{x}=\int_{0}^{t} g(\tau) d \tau \quad \text { on } x=0, \quad t>0  \tag{8.17}\\
& w_{\eta}=0>-1-\eta \quad \text { for } x>h_{\eta}(t), \quad t>0 \tag{8.18}
\end{align*}
$$

Introducing the change of variables $y=(1+\eta) x$ and $\widetilde{w}_{\eta}(y, t)=(1+\eta) w_{\eta}(x, t)$, we find that (8.15) is equivalent to

$$
\begin{array}{r}
\left(\widetilde{w}_{\eta}\right)_{t}-\left(\widetilde{w}_{\eta}\right)_{y y}=-1+\left((1+\eta)-\frac{1}{1+\eta}\right)\left(w_{\eta}\right)_{t}(x, t)  \tag{8.19}\\
\\
\text { for } 0<y<(1+\eta) h_{\eta}(t), \quad t>0 .
\end{array}
$$

Since $\left(w_{\eta}\right)_{t}(x, t)=\psi_{\eta}(x, t) \geq 0$, it follows from the comparison principle for variational inequalities that

$$
\begin{equation*}
\widetilde{w}_{\eta}(y, t) \geq w_{0}(y, t) \quad \text { for all } y>0, \quad t>0 \tag{8.20}
\end{equation*}
$$

Hence (8.13) holds.
Lemma 8.3. For any $T>0$

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{h_{\eta}(t-T)}{h_{\eta}(t)}=1 \tag{8.21}
\end{equation*}
$$

Proof. We have $h_{\eta}(t) \geq h_{\eta}(t-T)$ since $h_{\eta}^{\prime} \geq 0$. Equation (8.21) is obviously valid if $h_{\eta}(t)$ has a finite limit as $t \rightarrow \infty$. If, however, $\lim _{t \rightarrow \infty} h_{\eta}(t)=\infty$, then

$$
\begin{equation*}
\left|\frac{h_{\eta}(t-T)}{h_{\eta}(t)}-1\right| \leq \frac{T\left|h_{\eta}^{\prime}(\xi)\right|}{h_{\eta}(t)} \tag{8.22}
\end{equation*}
$$

where $\xi=\xi(t) \in(t-T, t)$. It is clear that $h_{\eta}^{\prime}(t)$ is bounded as $t \rightarrow \infty$ since $g(t)$ is bounded. Therefore, the right-hand side of inequality (8.22) converges to zero as $t \rightarrow \infty$.

Proof of Theorem 8.1. First we prove that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} s^{\prime}(t)=0 \tag{8.23}
\end{equation*}
$$

Since $s^{\prime \prime}(t) \leq 0, \lim _{t \rightarrow \infty} s^{\prime}(t)=c_{0}$ exists. If $c_{0}>0$, then

$$
\lim _{t \rightarrow \infty} \frac{s(t)}{t}=c_{0}>0
$$

However, by the mass balance

$$
\begin{equation*}
s(t)=-\int_{0}^{s(t)} u(x, t) d x-\int_{0}^{t} g(\tau) d \tau \tag{8.24}
\end{equation*}
$$

and hence

$$
\frac{s(t)}{t} \leq-\frac{1}{t} \int_{0}^{t} g(\tau) d \tau \longrightarrow 0 \quad \text { as } t \rightarrow \infty
$$

by (8.11), which is a contradiction.
Now, by using (8.23), Lemmas 8.2 and 8.3 , we can proceed in the same proof as in Lemma 3.3 to finish the proof of this theorem.

Having proved Theorem 8.1, we now reduce the asymptotic behavior of $s(t)$ near $\infty$ to that of the corresponding Stefan problem, which is well known. Therefore, using, for example, [6, Thm. 3, Chap. 8], we immediately get the behavior of $s(t)$ near $\infty$ if $g(t)$ is like $t^{-\delta}(1 / 2 \leq \delta<1)$ near $\infty$.
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# THE ONE-DIMENSIONAL WIGNER-POISSON PROBLEM AND ITS RELATION TO THE SCHRÖDINGER-POISSON PROBLEM* 
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#### Abstract

This paper shows the existence of a solution of the Wigner-Poisson problem by expanding the solution into a series of solutions of the Schrödinger equation, and proves the convergence of the solutions of the Wigner-Poisson problem to a generalized solution of the Vlasov-Poisson problem in the classical limit.
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1. Introduction. In this paper we consider the one-dimensional Wigner-Poisson problem

$$
\begin{gather*}
V(x)=\int_{R}|x-y| n(y) d y, \quad n(y)=\int_{R} w(y, v) d v,  \tag{1.1}\\
w_{t}+v \cdot w_{x}-\Theta_{\varepsilon}[V] w=0, \quad x \in R_{x}, \quad v \in R_{v},  \tag{1.2}\\
w(x, v, t=0)=w_{I}(x, v) . \tag{1.3}
\end{gather*}
$$

Equations (1.1)-(1.3) govern the temporal evolution of the Wigner function $w$, defined on the $(x, v)$ phase space under the action of a self-consistent Coulomb potential $V(x)$. The particle density $n(x)$ is the mean value of $w$ with respect to the velocity variable $v$. The pseudodifferential operator $\Theta_{\varepsilon}[V]$ is defined by

$$
\begin{gather*}
\Theta_{\varepsilon}[V] w=\frac{i}{2 \pi \varepsilon} \int_{R} \int_{R}\left(V\left(x+\frac{\varepsilon \eta}{2}\right)-V\left(x-\frac{\varepsilon \eta}{2}\right)\right) w\left(x, v^{\prime}\right)  \tag{1.4}\\
\cdot e^{i \eta\left(v-v^{\prime}\right)} d v^{\prime} d \eta .
\end{gather*}
$$

Note that (1.1)-(1.3) are already in dimensionless form and that the parameter $\varepsilon$ is the scaled (dimensionless) Planck constant. The Wigner function for a pure quantum mechanical state $\phi$ (a solution of the Schrödinger equation) was first introduced by Wigner in 1932 [14] and is defined by

$$
w_{\phi}(x, v, t)=\frac{1}{\sqrt{2 \pi \varepsilon}} \int_{R} \overline{\phi(x+\varepsilon \eta / 2, t)} \phi(x-\varepsilon \eta / 2, t) e^{i \eta v} d \eta .
$$

An easy calculation shows that $w_{\phi}$ solves the Wigner equation (1.2). Therefore the Schrödinger and the Wigner equation are equivalent with respect to the temporal evolution of a pure state.

[^77]The advantage of the Wigner function is that it is defined on the $(x, v)$ phase space and is therefore amenable to a comparison with the phase space formulation of classical mechanics. On the other hand, there are qualitative differences between the quantum and the classical case. While in classical mechanics the distribution function of particles in the phase space evolves according to the Liouville equation

$$
\begin{equation*}
w_{t}+v \cdot w_{x}-V_{x} \cdot w_{v}=0, \tag{1.5}
\end{equation*}
$$

which preserves the positivity of the initial function, the Wigner equation is in general not positivity preserving. That means that the solution $w$ of (1.2) might assume negative values, though the initial function is nonnegative. Therefore the Wigner function cannot be interpreted as a distribution function of particles in the phase space. For a pure quantum state the mean values with respect to $v$ (respectively, $x$ ) of $w_{\phi}$ are the probability densities to find a particle, which is described by its wave function $\phi$ at $x$ (respectively, to have the velocity $v$ ). Therefore the Wigner function is referred as a "quasi distribution."

Note that for a harmonic oscillator (quadratic potential) the Wigner equation is identical to the classical Liouville equation. Considering the classical limit $(\varepsilon \rightarrow 0)$ the Wigner equation tends at least formally to the Liouville equation. The pseudodifferential operator $\Theta_{\varepsilon}[V]$ then becomes the differential operator $V_{x} \partial / \partial v$.

Up to now, we have discussed the Wigner equation only as an equivalent alternative to the one particle Schrödinger equation. But starting with the many-body Schrödinger equation, using the density matrix formulation and an appropriate ansatz to get self-consistent equations we derive the Wigner-Poisson problem (1.1)-(1.3) (see [3]). Taking again the classical limit $(\varepsilon \rightarrow 0)$, the Wigner-Poisson problem becomes at least formally the Vlasov-Poisson problem, which is a coupled system consisting of the Liouville and the Poisson equation.

The recent interest in the Wigner-Poisson problem is motivated by the miniaturization of semiconductor devices, where quantum effects in potential wells near heterojunctions [8] or tunneling effects [7] must be taken into account.

Mathematically the Wigner equation for a prescribed potential was analyzed in [9] and [10], using semigroup theory. In [2] these results are extended to the case of a particle with spin in a prescribed electromagnetic field. The existence of a solution of the coupled Wigner-Poisson problem has been shown for some special cases: periodic boundary conditions [1], and a bounded Brillouin zone [6], [13].

In this paper we will prove the existence of a unique globally defined solution of the Wigner-Poisson problem in the case of one space dimension. Due to the dimension dependence of the Green function of the Laplace operator the higher-dimensional cases have to be treated separately. An existence proof for the two-dimensional problem in the charge neutral case will be given by Arnold and Nier [4] and for the threedimensional case by Brezzi and Markowich [5] in subsequent papers.

A second goal of this paper is the classical limit $\varepsilon \rightarrow 0$ : A sequence of solutions of (1.1)-(1.3) has a subsequence, which converges weakly to a generalized solution of the Vlasov-Poisson problem as $\varepsilon \rightarrow 0$.

The paper is organized as follows. In $\S 2$ we prove the existence of a solution of the one-dimensional Schrödinger-Poisson problem. In § 3 we use the relation between the Schrödinger and the Wigner equation to derive a solution representation of the Wigner equation in terms of the solution operator of the Schrödinger equation. The tools developed in $\S \S 2$ and 3 will be used in $\S 4$ to show the existence and uniqueness of a globally defined solution of the Wigner-Poisson problem. Section 5 is devoted to the classical limit.
2. The Schrödinger-Poisson problem. In this section we will prove the global existence of a solution of the Schrödinger-Poisson problem:

$$
\begin{gather*}
V(x)=\int_{R}|x-y| \overline{\psi(y)} \psi(y) d y  \tag{2.1}\\
i \varepsilon \psi_{t}=-\frac{\varepsilon^{2}}{2} \psi_{x x}+V \psi, \quad x \in R, \quad t>0  \tag{2.2}\\
\psi(x, t=0)=\psi_{I}(x) \tag{2.3}
\end{gather*}
$$

Theorem 2.1. Let $W:=\left\{\psi \in L^{2}(R):\|\psi\|_{W}:=\|\psi\|_{2}+\left\|\psi_{x}\right\|_{2}+\|x \psi\|_{2}<\infty\right\}$. If $\psi_{I} \in \dot{W}$, then the Schrödinger-Poisson problem has a unique mild solution $\psi \in C\left([0, \infty) \rightarrow L^{2}(R)\right)$. If additionally $\psi_{I} \in H_{2}$, then the Schrödinger-Poisson problem has a unique classical solution.

Remark. The term "mild" solution refers to the fact that the Schrödinger equation (2.2) is satisfied in the mild sense (see the definition on [11, p. 106]).

For the proof we first show that the Schrödinger equation (2.2)-(2.3) for a given sufficiently smooth potential, which is bounded by a polynomial of degree one, has a mild solution. Then inserting this solution into (2.1) we obtain a new potential, for which the Schrödinger equation can be solved and we will show that an iteration can be defined that way. Considering a sufficient small time interval this iteration contracts to a unique fixed point, which is a solution of the Schrödinger-Poisson problem. Using a priori estimates this solution can be extended for all positive times $t>0$.

Lemma 2.2. Let $V(x, t)$ satisfy:

$$
\begin{gather*}
|V(x, t)| \leqq \alpha(|x|+1),  \tag{2.4}\\
\left|V_{x}(x, t)\right| \leqq \beta,  \tag{2.5}\\
\left|V_{x x}(x, t)\right| \leqq \gamma,  \tag{2.6}\\
\lim _{s \rightarrow t} \sup _{x \in R} \frac{|V(x, t)-V(x, s)|}{|x|+1}=0 \tag{2.7}
\end{gather*}
$$

for some constants $\alpha, \beta, \gamma$; then there exists a strongly continuous family of unitary operators $U(t, s): L^{2}(R) \rightarrow L^{2}(R)$ with

$$
\begin{gather*}
U(t, r) U(r, s)=U(t, s) \quad \text { for } 0 \leqq s \leqq r \leqq t,  \tag{2.8}\\
\left.\frac{\partial^{+}}{\partial t} U(t, s) \psi\right|_{t=s}=i \frac{\varepsilon}{2} \psi_{x x}-\frac{i}{\varepsilon} V(\cdot, s) \psi \quad \text { for } \psi \in Y,  \tag{2.9}\\
\frac{\partial}{\partial s} U(t, s) \psi=-U(t, s)\left(i \frac{\varepsilon}{2} \psi_{x x}-\frac{i}{\varepsilon} V(\cdot, s) \psi\right) \quad \text { for } \psi \in Y, \tag{2.10}
\end{gather*}
$$

where $Y:=\left\{\psi \in L^{2}\right.$ with $\left.x \psi, \psi_{x x} \in L^{2}\right\}$.
Proof. The conditions for the existence of an evolution system $U(t, s)$ satisfying (2.8)-(2.10) are the following [11]:

- (E1) The operators $H_{s}:=(i \varepsilon / 2)\left(\partial^{2} / \partial x^{2}\right)-(i / \varepsilon) V(\cdot, s)$ form a stable family of generators of $C_{0}$-semigroups. That is, let $0 \leqq s_{1} \leqq s_{2} \leqq \cdots \leqq s_{n}$ be a sequence of real numbers; then the estimate $\left\|\prod_{j=1}^{n}\left(H_{s_{n}}-\lambda\right)^{-1}\right\|_{2} \leqq \lambda^{-n}$ for $\lambda>0$ holds.
- (E2) The subspace $Y \subseteq D\left(H_{s}\right)$ is admissible. In other words, the restriction of $H_{s}$ to $Y$ generates a $C_{0}$-semigroup on $Y$ for every fixed $s$.
- (E3) The mapping $t \rightarrow H_{t}$ is continuous in the norm of bounded operators from $Y$ into $L^{2}$.

The operator $i H_{s}$ is essentially self-adjoint (see the corollary to Theorem X. 38 in [12]) and therefore $H_{s}$ is the generator of a unitary $C_{0}$-group of operators on $L^{2}$.

Let $\lambda>0$ and define $\psi$ as the solution of $\left(H_{s}-\lambda\right) \psi=f$ for $f \in L^{2}$. Taking the inner product with $\bar{\psi}$ and using that $H_{s}$ is skew symmetric yields

$$
\begin{equation*}
\|\psi\|_{2}=\left\|\left(H_{s}-\lambda\right)^{-1} f\right\|_{2} \leqq 1 / \lambda\|f\|_{2} . \tag{2.11}
\end{equation*}
$$

Since (2.11) holds independently of $s$, (E1) immediately follows.
To show (E2) we have to prove that $H_{s}$ generates a $C_{0}$-semigroup on $Y$. We define a norm on $Y$ by

$$
\begin{equation*}
\|\psi\|_{Y}:=\|\psi\|_{2}+\|x \psi\|_{2}+\left\|\psi_{x}\right\|_{2}+\left\|\psi_{x x}\right\|_{2} . \tag{2.12}
\end{equation*}
$$

Since $H_{s}$ is a closed operator on $L^{2}$, its restriction to $Y$ is closed too, and it remains to estimate the resolvent $\left\|\left(H_{s}-\lambda\right)^{-1}\right\|_{Y}$.

Let $f \in Y$ and let $\psi$ be the solution of

$$
\left(H_{s}-\lambda\right) \psi=f, \quad \lambda>0
$$

then $\psi_{x}$ is the solution of

$$
\begin{equation*}
\left(H_{s}-\lambda\right) \psi_{x}=f_{x}+i / \varepsilon V_{x} \psi . \tag{2.13}
\end{equation*}
$$

We take the inner product of (2.13) with $\psi_{x}$, use that $H_{s}$ is skew symmetric, and applying the Schwarz inequality we obtain

$$
\begin{align*}
\left\|\psi_{x}\right\|_{2} & \leqq \frac{1}{\lambda}\left(\left\|f_{x}\right\|_{2}+\frac{\left\|V_{x}\right\|_{\infty}}{\varepsilon}\|\psi\|_{2}\right) \\
& \leqq \frac{1}{\lambda}\left(\left\|f_{x}\right\|_{2}+\frac{\beta}{\lambda \varepsilon}\|f\|_{2}\right) . \tag{2.14}
\end{align*}
$$

Analogously we obtain from

$$
\begin{equation*}
\left(H_{s}-\lambda\right) \psi_{x x}=f_{x x}+2 i / \varepsilon V_{x} \psi_{x}+i / \varepsilon V_{x x} \psi \tag{2.15}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\psi_{x x}\right\|_{2} \leqq \frac{1}{\lambda}\left(\left\|f_{x x}\right\|_{2}+\frac{2 \beta}{\varepsilon \lambda}\left\|f_{x}\right\|_{2}+\left(\frac{2 \beta^{2}}{\varepsilon^{2} \lambda^{2}}+\frac{\gamma}{\varepsilon \lambda}\right)\|f\|_{2}\right) \tag{2.4}
\end{equation*}
$$

In the same way we obtain

$$
\begin{equation*}
\|x \psi\|_{2} \leqq \frac{1}{\lambda}\left(\|x f\|_{2}+\frac{\varepsilon}{\lambda}\left\|f_{x}\right\|_{2}+\frac{\beta}{\lambda^{2}}\|f\|_{2}\right) . \tag{2.17}
\end{equation*}
$$

Summing (2.14)-(2.17) yields

$$
\begin{equation*}
\left\|\left(H_{s}-\lambda\right)^{-1} f\right\|_{Y}=\|\psi\|_{Y} \leqq \frac{1}{\lambda}\left(1+\frac{c}{\lambda}+\frac{c}{\lambda^{2}}\right)\|f\|_{Y} \quad \text { for } \lambda>0 \tag{2.18}
\end{equation*}
$$

with $c>\max \left\{2 \beta / \varepsilon+\gamma / \varepsilon, 2 \beta / \varepsilon+\varepsilon, 2 \beta^{2} / \varepsilon^{2}+\beta\right\}$, which implies

$$
\left\|\left(H_{s}-\lambda\right)^{-n}\right\|_{Y} \leqq \frac{1}{(\lambda-c-1)^{n}} \quad \text { for } \lambda>c+1,
$$

and by the Hille-Yoshida theorem [11] $H_{s}$ generates a $C_{0}$-semigroup on $Y$.
It remains to check condition (E3). Let $\psi \in Y$; then we have

$$
\begin{aligned}
\lim _{t \rightarrow s}\left\|\left(H_{t}-H_{s}\right) \psi\right\|_{2} & =\frac{1}{\varepsilon} \lim _{t \rightarrow s}\|(V(\cdot, t)-V(\cdot, s)) \psi\|_{2} \\
& \leqq \lim _{t \rightarrow s} \sup _{x} \frac{1}{\varepsilon} \frac{|V(\cdot, t)-V(\cdot, s)|}{|x|+1}\|\psi\|_{Y}=0 .
\end{aligned}
$$

Therefore the mapping $t \rightarrow H_{t}, R^{+} \rightarrow \mathscr{B}\left(Y, L^{2}\right)$, where $\mathscr{B}\left(Y, L^{2}\right)$ denotes the space of bounded operators from $Y$ into $L^{2}$, is continuous. Therefore an evolution system $U(t, s)$ satisfying (2.8)-(2.10) exists.

Finally, we show that $U(t, s)$ is unitary. Let $\psi(t)=U(t, s) \psi_{0}$ and $\varphi(t)=U(t, s) \varphi_{0}$ with $\psi_{0}$ and $\varphi_{0} \in Y$. Using the self-adjointness of $i H_{t}$ we have

$$
\begin{aligned}
\frac{d}{d t}(\psi(t), \varphi(t)) & =\left(\frac{d}{d t} \psi, \varphi\right)+\left(\psi, \frac{d}{d t} \varphi\right) \\
& =\left(H_{t} \psi, \varphi\right)+\left(\psi, H_{t} \varphi\right)=\left(H_{t} \psi, \varphi\right)-\left(H_{t} \psi, \varphi\right)=0
\end{aligned}
$$

Since $Y$ is dense in $L^{2}$, we therefore have $(U(t, s) \psi, U(t, s) \varphi)=(\psi, \varphi)$ for $\psi, \varphi \in L^{2}$ and hence $U(t, s)$ is unitary.

Now we can prove the following estimates.
Lemma 2.3. Let $V(x, t)$ satisfy (2.4)-(2.7), and let $\psi(t)=U(t, 0) \psi_{I}$ be the solution of (2.2); then the following estimates hold:

$$
\begin{gather*}
\|\psi(t)\|_{2}=\left\|\psi_{I}\right\|_{2}  \tag{2.19}\\
\left\|\psi_{x}(t)\right\|_{2} \leqq\left\|\psi_{I, x}\right\|_{2}+\frac{t \underline{\beta}}{\varepsilon}\left\|\psi_{I}\right\|_{2}  \tag{2.20}\\
\|x \psi(t)\|_{2} \leqq\left\|x \psi_{I}\right\|_{2}+t \varepsilon\left\|\psi_{I, x}\right\|_{2}+\frac{\beta t^{2}}{2}\left\|\psi_{I}\right\|_{2} . \tag{2.21}
\end{gather*}
$$

Thus the subspace $W$ is invariant under $U(t, s)$.
Proof. To prove (2.20) we differentiate (2.2) with respect to $x$ :

$$
\frac{\partial}{\partial t} \psi_{x}=\frac{i \varepsilon}{2} \frac{\partial^{2}}{\partial x^{2}} \psi_{x}-i / \varepsilon V \psi_{x}-i / \varepsilon V_{x} \psi
$$

Using the method of the variation of the constant we obtain

$$
\begin{gathered}
\psi_{x}=U(t, 0) \psi_{I, x}-i / \varepsilon \int_{0}^{t} U(t, s) V_{x}(\cdot, s) \psi(s) d s \\
\left\|\psi_{x}\right\|_{2} \leqq\left\|\psi_{I, x}\right\|_{2}+t \beta / \varepsilon\left\|\psi_{I}\right\|_{2}
\end{gathered}
$$

which proves (2.20) and (2.21) is obtained similarly.
In the next lemma we will show that the potential $V(x, t)$ satisfies the assumptions (2.4)-(2.7).

Lemma 2.4. Let $V(x)$ be defined in (2.1) with (i) $\psi(t) \in W$ and (ii) the mapping $t \rightarrow \psi(x, t)$ is continuous in $[0, \infty) \rightarrow L^{2}$; then the following estimates hold:

$$
\begin{gather*}
|V(x)| \leqq\left(|x|\|\psi\|_{2}+\|y \psi(y)\|_{2}\right)\|\psi\|_{2},  \tag{2.22}\\
\left|V_{x}(x)\right| \leqq\|\psi\|_{2}^{2},  \tag{2.23}\\
\left|V_{x x}\right| \leqq 2\|\psi\|_{2}\left\|\psi_{x}\right\|_{2},  \tag{2.24}\\
\lim _{s \rightarrow t} \sup _{x \in R} \frac{|V(x, t)-V(x, s)|}{|x|+1}=0 . \tag{2.25}
\end{gather*}
$$

Proof. Statements (2.22) and (2.23) follow immediately from (2.1) and (2.24) is obtained from

$$
\left.\left|V_{x x}\right|=\left.\left|\frac{\partial}{\partial x} \int_{R} \operatorname{sign}(y)\right| \psi(x+y)\right|^{2} d y \right\rvert\, \leqq 2\|\psi\|_{2}\left\|\psi_{x}\right\|_{2}
$$

and (2.25) follows from

$$
\begin{aligned}
& \limsup _{s \rightarrow t} \sup _{x \in R} \frac{|V(x, t)-V(x, s)|}{|x|+1} \\
& \quad \leqq\|\psi(t)-\psi(s)\|_{2}\left(\|(|y|+1) \psi(t)\|_{2}+\|(|y|+1) \psi(s)\|_{2}\right)=0 .
\end{aligned}
$$

Combining the estimates (2.20), (2.21) with (2.22), (2.24) we obtain the following a priori estimates.

Lemma 2.5. A solution $\psi(x, t), V(x, t)$ of the Schrödinger-Poisson problem has to satisfy the a priori estimates

$$
\begin{gather*}
\|\psi(t)\|_{2}=\left\|\psi_{I}\right\|_{2}  \tag{2.26}\\
\left\|\psi_{x}(t)\right\|_{2} \leqq\left\|\psi_{I, x}\right\|_{2}+\frac{t}{\varepsilon}\left\|\psi_{I}\right\|_{2}^{3}  \tag{2.27}\\
\|x \psi(t)\|_{2} \leqq\left\|x \psi_{I}\right\|_{2}+t \varepsilon\left\|\psi_{I, x}\right\|_{2}+\frac{t^{2}}{2}\left\|\psi_{I}\right\|_{2}^{3}, \quad\left|V_{x, t}\right| \leqq\left\|\psi_{I}\right\|_{2} . \tag{2.28}
\end{gather*}
$$

To show the existence of a solution of the Schrödinger-Poisson problem on the time interval $[0, T]$, we define the fixed point operator

$$
\begin{equation*}
F_{T}: C([0, T] \rightarrow W) \rightarrow C\left([0, T] \rightarrow L^{2}\right), \quad F_{T} \psi(t)=U_{V_{\psi}}(t, 0) \psi_{I}, \tag{2.29}
\end{equation*}
$$

where $V_{\psi}:=\int_{R}|x-y||\psi(y)|^{2} d y$ and $U_{V}(t, s)$ is the evolution system associated with the family of operators $H_{t}(V):=(i \varepsilon / 2)\left(d^{2} / d x^{2}\right)-(i / \varepsilon) V(t)$.

We prove the following lemma.
Lemma 2.6. The set
(2.30) $\quad S_{T}:=\left\{\psi \in C([0, T] \rightarrow W): \psi(t=0)=\psi_{I}, \psi\right.$ satisfies $\left.(2.26)-(2.28)\right\}$,
is closed in $C\left([0, T] \rightarrow L^{2}\right)$ and invariant under the action of $F_{T}$.
Proof. Let $\psi_{n} \in S_{T}$ and $\psi_{0} \in C\left([0, T] \rightarrow L^{2}\right)$ with $\lim _{n \rightarrow \infty} \psi_{n}=\psi_{0}$ in the sense of $C\left([0, T] \rightarrow L^{2}\right)$, that is,

$$
\lim _{n \rightarrow \infty} \sup _{t}\left\|\psi_{n}(t)-\psi_{0}(t)\right\|_{2}=0
$$

We have to show that $\psi_{0} \in S_{T}$. Since $\psi_{n}$ converges to $\psi_{0}$ in $L^{2}$ for every fixed $t$, we have $\left\|\psi_{0}(t)\right\|_{2}=\left\|\psi_{I}\right\|_{2}$ and $\psi_{0}(0)=\psi_{I}$. Now consider $t$ fixed. Since $\psi_{n}(t)$ converges in $L^{2}(R), x \psi_{n}(t)$ converges in $L^{2}([-X, X])$ to $x \psi_{0}(t)$ for every $X>0$. Therefore we have

$$
\begin{aligned}
\left\|x \psi_{0}(t)\right\|_{2}^{2} & =\lim _{x \rightarrow \infty} \lim _{n \rightarrow \infty} \int_{-X}^{X} x^{2}\left|\psi_{n}(x, t)\right|^{2} d x \\
& \leqq\left(1+2 \varepsilon t+t^{2}\left\|\psi_{I}\right\|_{2}^{2}\right)^{2}\left\|\psi_{I}\right\|_{W}^{2} .
\end{aligned}
$$

To show that $\psi_{0}(t)$ has a derivative with respect to $x$, which is in $L^{2}$, we define $\psi_{0, x}$ in a distributional sense. Let $\phi \in C_{0}^{\infty}(R)$; then we define

$$
\begin{aligned}
\int_{R} \psi_{0, x}(x, t) \phi(x) d x & =-\int_{R} \psi_{0}(x, t) \phi_{x}(x) d x \\
& =-\lim _{n \rightarrow \infty} \int_{R} \psi_{n}(x, t) \phi_{x} d x \\
& =\lim _{n \rightarrow \infty} \int_{R} \psi_{n, x}(x, t) \phi d x .
\end{aligned}
$$

Using the estimate for $\left\|\psi_{n, x}\right\|_{2}$ we conclude that $\psi_{0, x}$ is a linear functional on $L^{2}$ and therefore a $L^{2}$-function itself with

$$
\left\|\psi_{0, x}(t)\right\|_{2} \leqq\left\|\psi_{I, x}\right\|_{2}+\frac{t}{\varepsilon}\left\|\psi_{I}\right\|_{2}^{3} .
$$

Therefore $S_{T}$ is closed and applying (2.20), (2.21), (2.19), and (2.23) yields that $S_{T}$ is invariant under $F_{T}$.

Now we can prove the existence of a solution of the Schrödinger-Poisson problem.
Lemma 2.7. For $T$ sufficiently small, the operator $F_{T}$ has a unique fixed point in $S_{T}$.
Proof. Since $S_{T}$ is closed, it suffices to show that $F_{T}$ is a contraction. Let $\phi_{1}, \phi_{2} \in$ $S_{T}$; then

$$
F_{T} \phi_{1}-F_{T} \phi_{2}=\frac{i}{\varepsilon} \int_{0}^{t} U_{V_{\phi_{1}}}(t, s)\left(V_{\phi_{1}}-V_{\phi_{2}}\right) F_{T} \phi_{2} d s
$$

We estimate

$$
\begin{aligned}
& \left\|F_{T} \phi_{1}(t)-F_{T} \phi_{2}(t)\right\|_{2} \\
& \quad \leqq \frac{t}{\varepsilon}\left\|(|x|+1) F_{T} \phi_{2}\right\|_{2} \sup _{0 \leqq \tau \leqq T_{, x \in R}} \frac{\left|V_{\phi_{1}}(x, \tau)-V_{\phi_{2}}(x, \tau)\right|}{|x|+1} \\
& \quad \leqq \frac{2 t}{\varepsilon}\left(2+\frac{T}{\varepsilon}+\frac{T^{2}}{\left\|\psi_{I}\right\|_{2}^{2}}\right)^{2}\left\|\psi_{I}\right\|_{W}^{2} \sup _{0 \leqq \tau \leqq T}\left\|\phi_{1}(\tau)-\phi_{2}(\tau)\right\|_{2} .
\end{aligned}
$$

To get the last inequality we made use of

$$
\begin{aligned}
\left|V_{\phi_{1}}-V_{\phi_{2}}\right| & =\int_{R}|x-y|\left(\left|\phi_{1}(y)\right|^{2}-\left|\phi_{2}(y)\right|^{2}\right) d y \\
& \leqq(|x|+1)\left(\left\|(|y|+1) \phi_{1}\right\|_{2}+\left\|(|y|+1) \phi_{2}\right\|_{2}\right)\left\|\phi_{1}-\phi_{2}\right\|_{2} .
\end{aligned}
$$

Choosing $T$ sufficiently small, $F_{T}$ is a contraction on $S_{T}$ and has therefore a unique fixed point, which is a solution of the Schrödinger-Poisson problem. Using the a priori estimates (2.26)-(2.28) this solution can be extended for all positive times $t>0$.
3. The equivalence of the Schrödinger and the Wigner equation. In this section we assume that the potential $V(x, t)$ satisfying (2.4)-(2.7) is prescribed and that $U(t, s)$ is the family of operators defined in Lemma 2.2. We will use the evolution system $U$ of the Schrödinger equation to construct a solution representation for the Wigner equation

$$
\begin{equation*}
w_{t}+v \cdot w_{x}-\Theta_{\varepsilon}[V] w=0, \quad w(t=0)=w_{I} . \tag{3.1}
\end{equation*}
$$

By $\mathscr{F}$ we denote the Fourier transform with respect to the velocity variable $v$ :

$$
\mathscr{F} w(x, \eta, t):=\frac{1}{\sqrt{2 \pi}} \int_{R} w(x, v, t) e^{-i \eta v} d v .
$$

Then $\mathscr{F} w$ satisfies the Fourier transformed Wigner equation

$$
\begin{gather*}
\mathscr{F} w_{t}+i \mathscr{F} w_{x \eta}-i / \varepsilon(V(x+\varepsilon \eta / 2, t)-V(x-\varepsilon \eta / 2, t)) \mathscr{F} w=0,  \tag{3.2}\\
\mathscr{F} w(t=0)=\mathscr{F} w_{I} .
\end{gather*}
$$

By employing the transform

$$
\begin{gather*}
p=x+\varepsilon \eta / 2, \quad q=x-\varepsilon \eta / 2, \\
(C g)(p, q)=\varepsilon^{-1} g(x, \eta), \quad C: L^{2}\left(R_{x} \times R_{\eta}\right) \rightarrow L^{2}\left(R_{p} \times R_{q}\right), \tag{3.3}
\end{gather*}
$$

and setting $z=C \mathscr{F} w, z_{I}=C \mathscr{F} w_{I}$, we obtain an evolution equation for $z$ :

$$
\begin{equation*}
z_{t}:=Q z, \quad z(t=0)=z_{I} \tag{3.4}
\end{equation*}
$$

with

$$
\left.Q z:=\left[i \frac{\varepsilon}{2} \frac{\partial^{2}}{\partial q^{2}}-\frac{i}{\varepsilon} V(q, t)\right)\right] z-\left[i \frac{\varepsilon}{2} \frac{\partial^{2}}{\partial p^{2}}-\frac{i}{\varepsilon} V(p, t)\right] z .
$$

Using the notation of tensor products of Hilbert spaces [12] we can represent the operator $Q$ as

$$
\begin{equation*}
Q=I \otimes H_{t}-H_{t} \otimes I . \tag{3.5}
\end{equation*}
$$

Now we can write the solution operator of (3.4) by using the evolution system $U(t, s)$ defined in Lemma 2.2.

Lemma 3.1. The family of operators

$$
\begin{equation*}
\{T(t, s)=\overline{U(t, s)} \otimes U(t, s) 0 \leqq s \leqq t\} \tag{3.6}
\end{equation*}
$$

is a strongly continuous unitary evolution system with

$$
\begin{gather*}
\left.\frac{\partial^{+}}{\partial t} T(t, s) z\right|_{t=s}=Q z \quad \text { for } z \in Y \otimes Y,  \tag{3.7}\\
\frac{\partial}{\partial s} T(t, s) z=-T(t, s) Q z \quad \text { for } z \in Y \otimes Y . \tag{3.8}
\end{gather*}
$$

The proof runs along the same lines as in [9]. This yields the following solution representation.

Theorem 3.2. Let $w_{I} \in L^{2}\left(R^{2}\right)$ be real valued; then there exists a complete orthonormal system $\varphi_{I, k}, k \in N$ of $L^{2}(R)$ and real numbers $\lambda_{k}, k \in N$, so that the solution of the Wigner equation is given by

$$
\begin{equation*}
w(t)=\mathscr{F}^{-1} C^{-1} \sum_{k \in N} \lambda_{k} \overline{\left(U(t, 0) \varphi_{k}\right)(p)}\left(U(t, 0) \varphi_{k}\right)(q) . \tag{3.9}
\end{equation*}
$$

We associate with the initial condition $z_{I}=C \mathscr{F} w_{I}$ the operator

$$
Z_{I}: L^{2}(R) \rightarrow L^{2}(R), \quad\left(Z_{I} f\right)(p)=\int_{R} z_{I}(p, q) f(q) d q .
$$

Since $w_{I}$ is real valued, $z_{I}(p, q)=\overline{z_{I}(q, p)}$ and thus $Z_{I}$ is self-adjoint. Since $z_{I} \in$ $L^{2}(R \times R), Z_{I}$ is a Hilbert-Schmidt operator and therefore compact. Therefore $Z_{I}$ has a complete orthogonal set of eigenfunctions $\varphi_{I, k}, k \in N$ and real eigenvalues $\lambda_{k}$ with

$$
\begin{equation*}
z_{I}(p, q)=\sum_{k \in N} \lambda_{k} \overline{\varphi_{I, k}(p)} \varphi_{I, k}(q) \tag{3.10}
\end{equation*}
$$

with $\sum_{k \in N} \lambda_{k}^{2}<\infty$. Now (3.10) and (3.6) imply the assertion of the theorem.
In other words, the solution of the Wigner equation (1.2) is equivalent to the solution of a countable series of Schrödinger equations:

$$
\begin{equation*}
i \varepsilon \frac{\partial}{\partial t} \psi_{k}=-\frac{\varepsilon^{2}}{2} \frac{\partial^{2}}{\partial x^{2}} \psi_{k}+V \psi_{k}, \quad \psi_{k}(t=0)=\varphi_{I, k}, \quad k \in N \tag{3.11}
\end{equation*}
$$

where $\left(\lambda_{k}, \varphi_{I, k}\right)$ are eigenvalues and eigenfunctions of the operator $Z_{I}$ associated with the initial condition $z_{I}=C \mathscr{F} w_{I}$.

We define the Hilbert space $\mathscr{H}$ of sequences of $L^{2}$-functions:

$$
\mathscr{H}:=\left\{\psi=\left(\psi_{1}, \psi_{2}, \cdots\right), \psi_{k} \in L^{2}(R), \sum_{k=1}^{\infty} \lambda_{k}\left\|\psi_{k}\right\|_{2}^{2}<\infty\right\},
$$

with the inner product

$$
(\varphi, \psi)_{\mathscr{H}}:=\sum_{k=1}^{\infty} \lambda_{k}\left(\varphi_{k}, \psi_{k}\right) .
$$

We define the sequences $x \psi,(\partial / \partial x) \psi$ elementwise and using Lemma 2.3 we obtain for a solution of (3.11) the following lemma.

Lemma 3.3. Let $\left\|\varphi_{I}\right\|_{\mathscr{H}}<\infty,\left\|x \varphi_{I}\right\|_{\mathscr{H}}<\infty,\left\|(\partial / \partial x) \varphi_{I}\right\|_{\mathscr{H}}<\infty$; then a solution of (3.11) satisfies

$$
\begin{gather*}
\|\psi(t)\|_{\mathscr{H}}=\left\|\varphi_{I}\right\|_{\mathscr{H}}  \tag{3.12}\\
\left\|\psi_{x}(t)\right\|_{\mathscr{H}} \leqq\left\|\frac{\partial}{\partial x} \varphi_{I}\right\|_{\mathscr{H}}+\frac{t \beta}{\varepsilon}\left\|\varphi_{I}\right\|_{\mathscr{H}}  \tag{3.13}\\
\|x \psi(t)\|_{\mathscr{H}} \leqq\left\|\varphi_{I}\right\|_{\mathscr{H}}+t \varepsilon\left\|\frac{\partial}{\partial x} \varphi_{I}\right\|_{\mathscr{H}}+t^{2} \beta / 2\left\|\varphi_{I}\right\|_{\mathscr{H}} \tag{3.14}
\end{gather*}
$$

with $\beta \geqq\left\|V_{x}\right\|_{\infty}$.
The next lemma gives a criterion for $x \varphi_{I},(\partial / \partial x) \varphi_{I} \in \mathscr{H}$ in terms of the initial condition $z_{I}$.

Lemma 3.4. Suppose that the operators $Z_{I}, Z_{I}^{*}, Z_{I}^{\prime}$ with the kernels $z_{I}, p \cdot q \cdot z_{I}$, $\left(\partial^{2} / \partial p \partial q\right) z_{I} \in L^{2}$ are self-adjoint, of trace class, and $\lambda_{k} \geqq 0$; then $\sum_{k=1}^{\infty} \lambda_{k}\left\|x \varphi_{I, k}\right\|_{2}^{2}$, $\sum_{k=1}^{\infty} \lambda_{k}\left\|(\partial / \partial x) \varphi_{I, k}\right\|_{2}^{2}$ converge.

Proof. The trace of $Z_{I}^{\prime}$ is given by

$$
\begin{aligned}
& \operatorname{tr}\left(Z_{I}^{\prime}\right)=\sum_{k=1}^{\infty}\left(\varphi_{I, k}, Z_{I}^{\prime} \varphi_{I, k}\right) \\
& =\sum_{k=1}^{\infty} \int_{R} \int_{R} \varphi_{I, k}(p) \overline{\varphi_{I, k}(q)} \overline{\frac{\partial^{2}}{\partial p \partial q} z_{I}(p, q)} d p d q, \\
& \sum_{k=1}^{\infty} \int_{R} \int_{R} \overline{z_{I}(p, q)} \frac{\partial}{\partial p} \varphi_{I, k}(p) \frac{\partial}{\partial q} \overline{\varphi_{I, k}(q)} d p d q \\
& = \\
& =\sum_{k=1}^{\infty} \int_{R} \int_{R} \sum_{n=1}^{\infty} \lambda_{n} \overline{\varphi_{I, n}(p)} \varphi_{I, n}(q) \frac{\partial}{\partial p} \varphi_{I, k}(p) \frac{\partial}{\partial q} \overline{\varphi_{I, k}(q)} d p d q \\
& =\sum_{k=1}^{\infty} \sum_{n=1}^{\infty} \lambda_{n}\left|\left(\varphi_{I, n}, \frac{\partial}{\partial p} \varphi_{I, k}\right)\right|^{2}=\sum_{n=1}^{\infty} \lambda_{n}\left\|\frac{\partial}{\partial x} \varphi_{I, n}\right\|^{2} .
\end{aligned}
$$

A similar calculation gives

$$
\operatorname{tr}\left(Z_{I}^{*}\right)=\sum_{n=1}^{\infty} \lambda_{n}\left\|x \varphi_{I, n}\right\|_{2}^{2} .
$$

4. The Wigner-Poisson problem. In the previous section we have considered the Wigner equation for a prescribed potential. The goal of this section is to show the existence of a solution of (1.1)-(1.3). To define the potential by the Poisson equation
in integral form (1.1) we need that the particle density $n(x)=\int_{R} w(x, v) d v$ and $x n(x)$ are $L^{1}$-functions. This fact is not guaranteed a priori if we assume that only the initial density $n_{I}$ and $x n_{I}$ are well-defined $L^{1}$ functions. To exploit the equivalence of the Schrödinger and Wigner equations we will define a generalized particle density. Suppose that $w_{I}(x, v)$ is sufficiently smooth and decays sufficiently fast; then we have formally

$$
\begin{align*}
n(x, t) & =\int_{R} w(x, v, t) d v=\frac{1}{\sqrt{2 \pi}} \mathscr{F} w(x, \eta=0, t) \\
& =\frac{\varepsilon}{\sqrt{2 \pi}} z(x, x, t)=\frac{\varepsilon}{\sqrt{2 \pi}} \sum_{k=1}^{\infty} \lambda_{k}\left|U(t, 0) \varphi_{I, k}(x)\right|^{2}, \tag{4.1}
\end{align*}
$$

where $\lambda_{k}$ and $\varphi_{I, k}$ are defined in Theorem 3.2.
We say that an initial function $z_{I}$ is of trace class (positive definite) if the associated operator $Z_{I}$ is of trace class (positive definite). Now we define a generalized particle density in the following lemma.

Lemma 4.1. Let $z_{I}$ be of trace class; then we define the generalized particle density by

$$
n_{g}(\cdot, t):=\frac{\varepsilon}{\sqrt{2 \pi}} \sum_{k=1}^{\infty} \lambda_{k}\left|U(t, s) \varphi_{I, k}(\cdot)\right|^{2} \in L^{1}(R) .
$$

If, additionally, $z_{I}$ is positive definite, $n_{g}$ is not negative.
Proof. Since $z_{I}$ is of trace class, $\sum_{k=1}^{\infty} \lambda_{k}$ converges absolutely and therefore

$$
\begin{aligned}
\left\|n_{g}(t)\right\|_{1} & \left.=\left.\frac{\varepsilon}{\sqrt{2 \pi}} \int_{R}\left|\sum_{k=1}^{\infty} \lambda_{k}\right|\left(U(t, 0) \varphi_{I, k}\right)(x)\right|^{2} \right\rvert\, d x \\
& \leqq \frac{\varepsilon}{\sqrt{2 \pi}} \sum_{k=1}^{\infty}\left|\lambda_{k}\right| .
\end{aligned}
$$

If $Z_{I}$ is positive definite, then the eigenvalues $\lambda_{k}$ of $Z_{I}$ are positive and therefore $n_{g}$ is nonnegative. Note that the positive definiteness of $z_{I}$ is not equivalent with $w_{I} \geqq 0$.

Lemma 4.2. Let $v w$ and $w_{x} \in L^{2}$ and $\sum_{k=1}^{\infty} \lambda_{k}<\infty$; then

$$
n_{g}(x)=n(x)=\int_{R} w(x, v) d v \in L^{1}(R) .
$$

Proof. From $v w, w_{x} \in L^{2}$ we conclude that $z \in H^{1}$, which implies that $n(x, t)=$ $(\varepsilon / \sqrt{2 \pi}) z(x, x, t) \in L_{\text {loc }}^{1}$ and therefore coincides with $n_{g}$ in the $L^{1}$-sense, and by Lemma 4.1 we have $n \in L^{1}(R)$.

Now we can prove the existence theorem.
THEOREM 4.3. Let $w_{I}$ be real valued, so that $z_{I}=C \mathscr{F} w_{I}$ is positive definite and that $z_{I}, p q z_{I},\left(\partial^{2} / \partial p \partial q\right) z \in L^{2}$ are of trace class; then the Wigner-Poisson problem

$$
\begin{gather*}
V(x)=\int_{R}|x-y| n_{g}(y) d y,  \tag{4.2}\\
w_{t}+v \cdot w_{x}-\Theta_{\varepsilon}[V] w=0, \quad x \in R_{x}, \quad v \in R_{v},  \tag{4.3}\\
w(x, v, t=0)=w_{I}(x, v), \tag{4.4}
\end{gather*}
$$

where $n_{g}$ is the generalized particle density, has a unique mild solution.
Remark. The term "mild solution" means that the Wigner equation is satisfied in the mild sense.

Proof. Let $\varphi_{I, k}, \lambda_{k}$ be the eigenfunctions and eigenvalues of $Z_{I}$. Then the WignerPoisson problem is equivalent to

$$
\begin{aligned}
& V(x)=\int_{R}|x-y| \sum_{k=1}^{\infty} \frac{\varepsilon}{\sqrt{2 \pi}} \lambda_{k}\left|\psi_{k}(y)\right|^{2} d y, \\
& i \varepsilon \frac{\partial}{\partial t} \psi_{k}=-\frac{\varepsilon^{2}}{2} \frac{\partial^{2}}{\partial x^{2}} \psi_{k}+V \psi_{k}, \quad \psi_{k}(t=0)=\varphi_{I, k} .
\end{aligned}
$$

We define the set $\mathscr{S}_{T} \subset C([0, T] \rightarrow \mathscr{H})$ :

$$
\begin{align*}
\mathscr{S}_{T}:=\left\{\psi(\cdot, t) \in \mathscr{H} \text { for } 0 \leqq t \leqq T, \text { with } \psi_{k}(t=0)=\varphi_{I, k}, k \in N,\right. \\
\left.\cdot\left\|\frac{\partial}{\partial x} \psi(t)\right\|_{\mathscr{H}} \leqq B(t),\|x \psi(t)\|_{\mathscr{H}} \leqq C(t),\left\|\psi_{k}(t)\right\|_{2}=1\right\}, \tag{4.5}
\end{align*}
$$

where

$$
B(t)=\left\|\frac{\partial}{\partial x} \varphi_{I}\right\|_{\mathscr{H}}+t / \varepsilon\left\|\varphi_{I}\right\|_{\mathscr{H}}^{3} \quad \text { and } \quad C(t)=\left\|\varphi_{I}\right\|_{\mathscr{H}}+t \varepsilon\left\|\frac{\partial}{\partial x} \varphi_{I}\right\|_{\mathscr{H}}+\frac{t^{2}}{2}\left\|\varphi_{I}\right\|_{\mathscr{H}}^{3}
$$

Proceeding analogously as in $\S 2$, it follows that $\mathscr{S}_{T}$ is a closed set invariant under the operator $F_{T}$ :

$$
F_{T}: \mathscr{S}_{T} \rightarrow C([0, T] \rightarrow \mathscr{H}), \quad\left(F_{T} \psi\right)_{k}(t)=U_{V_{\psi}}(t, 0) \varphi_{I, k}, \quad k \in N .
$$

In the next step we show that $F_{T}$ is a contraction for $T$ small enough.
From

$$
\begin{aligned}
& \left\|(F \psi)_{k}(t)-(F \varphi)_{k}(t)\right\|_{2} \\
& \quad \leqq T \sup _{0 \leqq!\leqq T, x \in R} \frac{\left|V_{\psi}(x, t)-V_{\varphi}(x, t)\right|}{|x|+1}\left(\left\|x\left(F_{T} \psi\right)_{k}(t)\right\|_{2}+\left\|\left(F_{T} \varphi\right)_{k}\right\|_{2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\left|\frac{V_{\psi}(x, t)-V_{\varphi}(x, t)}{|x|+1}\right| & =\frac{\varepsilon}{\sqrt{2 \pi}}\left|\int_{R} \frac{|x-y|}{|x|+1} \sum_{k=1}^{\infty} \lambda_{k}\left(\left|\varphi_{k}\right|^{2}-\left|\psi_{k}\right|^{2}\right) d y\right| \\
& \leqq\|\psi-\varphi\|_{\mathscr{H}}\left(\|\psi\|_{\mathscr{H}}+\|x \psi\|_{\mathscr{H}}+\|\varphi\|_{\mathscr{H}}+\|x \varphi\|_{\mathscr{H}}\right),
\end{aligned}
$$

follows the estimate

$$
\begin{aligned}
\| F_{T} \psi & -F_{T} \varphi \|_{\mathscr{H}} \\
& \leqq \frac{\varepsilon}{\sqrt{2 \pi}} T\left(\|\varphi\|_{\mathscr{H}}+\|x \varphi\|_{\mathscr{H}}+\|\psi\|_{\mathscr{H}}+\|x \psi\|_{\mathscr{H}}\right)\left(\left\|F_{T} \varphi\right\|_{\mathscr{H}}+\left\|x F_{T} \psi\right\|_{\mathscr{H}}\right)\|\psi-\varphi\|_{\mathscr{H}} \\
& \leqq \frac{\varepsilon}{\sqrt{2 \pi}} 2 C(T)^{2} T\|\psi-\varphi\|_{\mathscr{H}} .
\end{aligned}
$$

Now choosing $T$ sufficiently small yields that $F_{T}$ is a contraction and therefore has a unique fixed point in $\mathscr{S}_{T}$, which is a mild solution of the Wigner-Poisson problem on the interval $[0, T]$. Due to the a priori estimates (4.5) this solution can be extended to any $t \in R^{+}$.
5. The classical limit. In this section we will prove that solutions of the WignerPoisson problem (1.1)-(1.3) converge (after extracting a subsequence) to a generalized solution of the Vlasov-Poisson problem as $\varepsilon \rightarrow 0$. The analysis in this section is guided by the analysis in the corresponding sections in [13] and [1].

Theorem 5.1. Let $T>0$ and $\left(\varepsilon_{m}\right)_{m \in N}$ be a monotone decaying sequence of positive real numbers with limit zero (in the following we drop the index $m$ ) and let $w^{(\varepsilon)}$ be the solution of the Wigner-Poisson problem:

$$
\begin{gather*}
V^{(\varepsilon)}(x)=\int_{R}|x-y| n^{(\varepsilon)} d y, \quad n^{(\varepsilon)}(x)=\int_{R} w^{(\varepsilon)}(x, v) d v,  \tag{5.1}\\
\frac{\partial}{\partial t} w^{(\varepsilon)}+v \cdot \frac{\partial}{\partial x} w^{(\varepsilon)}-\Theta_{\varepsilon}\left[V^{(\varepsilon)}\right] w^{(\varepsilon)}=0, \quad x \in R, \quad v \in R,  \tag{5.2}\\
w^{(\varepsilon)}(x, v, t=0)=w_{I}^{(\varepsilon)}(x, v) \tag{5.3}
\end{gather*}
$$

with $w_{I}^{(\varepsilon)}$ satisfies the assumption of the existence Theorem 4.3 and the terms

$$
\begin{gather*}
\left\|w_{I}^{(\varepsilon)}\right\|_{2}, \quad\left\|x w_{I}^{(\varepsilon)}\right\|_{2}, \quad\left\|v w_{I}^{(\varepsilon)}\right\|_{2}  \tag{5.4}\\
\left\|w_{I}^{(\varepsilon)}\right\|_{1}, \quad\left\|x^{2} w_{I}^{(\varepsilon)}\right\|_{1}, \quad\left\|v^{2} w_{I}^{(\varepsilon)}\right\|_{1}, \quad \varepsilon^{2}\left\|\frac{\partial^{2}}{\partial x^{2}} w_{I}^{(\varepsilon)}\right\|_{1}, \tag{5.5}
\end{gather*}
$$

are uniformly bounded with respect to $\varepsilon$. Then there exists a subsequence $\varepsilon_{m_{j}}$ (which we denote as the original sequence) and functions $w^{(0)}, w_{I}^{(0)}, V_{x}^{(0)}$ with

$$
\begin{gather*}
\lim _{\varepsilon \rightarrow 0} w^{(\varepsilon)}=w^{(0)} \quad \text { in } L^{2}\left([0, T] \rightarrow L^{2}\left(R^{2}\right)\right) \text { weakly },  \tag{5.6}\\
\lim _{\varepsilon \rightarrow 0} v w^{(\varepsilon)}=v w^{(0)} \quad \text { in } L^{2}\left([0, T] \rightarrow L^{2}\left(R^{2}\right)\right) \text { weakly },  \tag{5.7}\\
\lim _{\varepsilon \rightarrow 0} w_{I}^{(\varepsilon)}=w_{I}^{(0)} \quad \text { in } L^{2}\left([0, T] \rightarrow L^{2}\left(R^{2}\right)\right) \text { weakly },  \tag{5.8}\\
\lim _{\varepsilon \rightarrow 0} V_{x}^{(\varepsilon)}=V_{x}^{(0)} \quad \text { in } L^{\infty}(R \times[0, T]) \text { weak } \tag{5.9}
\end{gather*}
$$

where $w^{(0)}, V^{(0)}$ is a generalized solution of the Vlasov-Poisson problem:

$$
\begin{gather*}
V^{(0)}(x)=\int_{R}|x-y| n^{(0)} d y, \quad n^{(0)}(x)=\int_{R} w^{(0)}(x, v) d v,  \tag{5.10}\\
\frac{\partial}{\partial t} w^{(0)}+v \cdot \frac{\partial}{\partial x} w^{(0)}-V_{x}^{(0)} \frac{\partial}{\partial v} w^{(0)}=0, \quad x \in R, \quad v \in R,  \tag{5.11}\\
w^{(0)}(x, v, t=0)=w_{I}^{(0)}(x, v) . \tag{5.12}
\end{gather*}
$$

In the following two lemmas we will show that certain quantities are bounded uniformly with respect to $\varepsilon$.

Lemma 5.2. Let the assumptions of Theorem 5.1 hold; then there exists a constant $D(T)$ independent of $\varepsilon$ with

$$
\begin{equation*}
\left\|v w^{(\varepsilon)}(t)\right\|_{2} \leqq D\left(\left\|w_{I}^{(\varepsilon)}\right\|_{2}+\left\|v w_{I}^{(\varepsilon)}\right\|_{2}\right) \quad \text { for } 0 \leqq t \leqq T, \tag{5.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|x w^{(\varepsilon)}(t)\right\|_{2} \leqq D\left(\left\|w_{I}^{(\varepsilon)}\right\|_{2}+\left\|x w_{I}^{(\varepsilon)}\right\|_{2}+\left\|v w_{I}^{(\varepsilon)}\right\|_{2}\right) \quad \text { for } 0 \leqq t \leqq T . \tag{5.14}
\end{equation*}
$$

Proof. The function $v w^{(\varepsilon)}$ solves the equation

$$
\begin{aligned}
& \left(v w^{(\varepsilon)}\right)_{t}+v\left(v w^{(\varepsilon)}\right)_{x}-\Theta_{\varepsilon}\left[V^{(\varepsilon)}\right]\left(v w^{(\varepsilon)}\right) \\
& \quad=-\frac{1}{4 \pi} \int_{R} \int_{R}\left(V_{x}^{(\varepsilon)}\left(x-\frac{\varepsilon \eta}{2}\right)+V_{x}^{(\varepsilon)}\left(x+\frac{\varepsilon \eta}{2}\right)\right) e^{i \eta\left(v-v^{\prime}\right)} w^{(\varepsilon)}\left(x, v^{\prime}, t\right) d v^{\prime} d \eta
\end{aligned}
$$

Using $\left\|V_{x}^{(\varepsilon)}\right\|_{\infty} \leqq\left\|n_{I}^{(\varepsilon)}\right\|_{1} \leqq\left\|w_{I}^{(\varepsilon)}\right\|_{1}$ we obtain

$$
\left\|v w^{(\varepsilon)}(t)\right\|_{2} \leqq\left\|v w_{I}^{(\varepsilon)}\right\|_{2}+T\left\|w_{I}^{(\varepsilon)}\right\|_{1}\left\|w_{I}^{(\varepsilon)}\right\|_{2} .
$$

The second inequality is obtained similarly.
Lemma 5.3. Let the assumptions of Theorem 5.1 hold; then there exists a constant $c$ depending only on the quantities in (5.5) with

$$
\begin{equation*}
\|x n(t)\|_{1} \leqq\left(t^{2}+1\right) c \tag{5.15}
\end{equation*}
$$

Proof.

$$
\begin{align*}
\|x n\|_{1} & =\frac{\varepsilon}{\sqrt{2 \pi}} \int_{R}\left|x z^{(\varepsilon)}(x, x)\right| d x \\
& =\frac{\varepsilon}{\sqrt{2 \pi}} \int_{R} \sum_{k=1}^{\infty} \lambda_{k}\left|x U(t, 0) \varphi_{I, k}\right|\left|U(t, 0) \varphi_{I, k}\right| d x \\
& \leqq \frac{\varepsilon}{\sqrt{2 \pi}} \sum_{k=1}^{\infty} \lambda_{k}\left\|x U(t, 0) \varphi_{I, k}\right\|_{2}  \tag{5.16}\\
& \leqq \frac{\varepsilon}{\sqrt{2 \pi}} \sum_{k=1}^{\infty} \lambda_{k}\left(\left\|x \varphi_{I, k}\right\|_{2}+t \varepsilon\left\|\frac{\partial}{\partial x} \varphi_{I, k}\right\|_{2}+\frac{t^{2} \beta}{2}\left\|\varphi_{I, k}\right\|_{2}\right)
\end{align*}
$$

with $\beta=\sup \left|V_{x}\right|=\left\|w_{I}\right\|_{1}$. Using the definition of the generalized particle density we estimate

$$
\begin{aligned}
\frac{\varepsilon}{\sqrt{2 \pi}} \sum_{k=1}^{\infty} \lambda_{k}\left\|x \varphi_{I, k}\right\|_{2} & \leqq \sqrt{\frac{\varepsilon}{\sqrt{2 \pi}} \sum_{k=1}^{\infty} \lambda_{k}\left\|x \varphi_{I, k}\right\|_{2}^{2}} \sqrt{\frac{\varepsilon}{\sqrt{2 \pi}} \sum_{k=1}^{\infty} \lambda_{k}} \\
& \leqq \sqrt{\left\|x^{2} w_{I}\right\|_{1}\|w\|_{1}}
\end{aligned}
$$

and similarly

$$
\frac{\varepsilon^{3}}{\sqrt{2 \pi}} \sum_{k=1}^{\infty} \lambda_{k}\left\|\frac{\partial}{\partial x} \varphi_{I, k}\right\|_{2} \leqq \sqrt{\left\|\frac{\varepsilon^{2}}{4} w_{I, x x}+v^{2} w_{I}\right\|_{1}\left\|w_{I}\right\|_{1}} .
$$

Inserting these estimates into (5.16) yields Lemma 5.3.
Now we are able to prove Theorem 5.1. By (5.13), (5.14), and the assumption of Theorem 5.1 the functions $w^{(\varepsilon)}, v w^{(\varepsilon)}$, and $w_{I}^{(\varepsilon)}$ are uniformly bounded with respect to $\varepsilon$ in the $L^{2}$-norm. Due to the weak compactness of a bounded set in $L^{2}$ there exist subsequences of $w^{(\varepsilon)}, v w^{(\varepsilon)}, w_{I}^{(\varepsilon)}$ which converge weakly to the functions $w^{(0)}, v w^{(0)}$, $w_{I}^{(0)}$. Since the $L^{1}$ norm of $n^{(\varepsilon)}$ is bounded uniformly, $V_{x}^{(\varepsilon)}$ is bounded uniformly and therefore there exist a subsequence of $V_{x}^{(\varepsilon)}$ and a limit function $V_{x}^{(0)}$ with

$$
\lim _{\varepsilon \rightarrow 0} V_{x}^{(\varepsilon)}=V_{I, x}^{(0)} \text { in } L^{\infty}(R \times[0, T]) \text { weak*. }
$$

It remains to show that $w^{(0)}, V_{x}^{(0)}$ satisfy the Vlasov-Poisson equation.
We multiply the Poisson equation by a test function $\sigma \in C_{0}^{\infty}(R \times[0, T])$ and choose a positive constant $A$ :

$$
\begin{aligned}
\int_{0}^{T} \int_{R} V_{x}^{(e)} \sigma d x d t= & \int_{0}^{T} \int_{R} \int_{R} \operatorname{sign}(x-y) n^{(\varepsilon)}(y, t) \sigma(x, t) d y d x d t \\
= & \int_{0}^{T} \int_{-A}^{A} \int_{R}(1+|v|) w^{(\varepsilon)}(y, v, t) \frac{\int \operatorname{sign}(x-y) \sigma(x, t) d x}{1+|v|} d v d y d t \\
& +\int_{0}^{T} \int_{R \backslash[-A, A]} \int_{R} \operatorname{sign}(x-y) n^{(\varepsilon)}(y, v, t) \sigma(x, t) d x d y d t .
\end{aligned}
$$

We can estimate the second term by $\mu(\operatorname{supp}(\sigma))\|\sigma\|_{\infty}\left\|x n^{(\varepsilon)}\right\|_{1} / A$. Note that $\mu$ denotes the Lebesgue measure. Using that $v w^{(\varepsilon)}$ converges weakly to $v w^{(0)}$, we obtain

$$
\begin{aligned}
& \left|\int_{0}^{T} \int_{R}\left(V_{x}^{(0)}-\int_{R} \operatorname{sign}(x-y) n^{(0)}(y, t) d y\right) \sigma(x, t) d x d t\right| \\
& \quad \leqq c\left(1+t^{2}\right) \mu(\operatorname{supp}(\sigma))\|\sigma\|_{\infty} / A
\end{aligned}
$$

Taking the limit $A \rightarrow \infty$, we conclude that $V^{(0)}, n^{(0)}$ satisfy the Poisson equation.
We denote by $\Omega_{A}:=[-A, A]^{2}$ and $\Omega_{A, T}:=[-A, A]^{2} \times[0, T]$. Then we multiply the Fourier transformed Wigner equation by a test function $\varphi \in C_{0}^{\infty}\left(R^{2} \times[0, T]\right)$ with $\operatorname{supp}(\varphi) \subset \Omega_{A, T}$. Integration by parts yields

$$
\begin{array}{rl}
-\int_{\Omega_{A, T}} & \mathscr{F} w^{(\varepsilon)} \varphi_{t} d \eta d x d t+i \int_{\Omega_{A, T}} \mathscr{F} w^{(\varepsilon)} \varphi_{x \eta} d \eta d x d t \\
& -i / \varepsilon \int_{\Omega_{A, T}} \mathscr{F} w^{(\varepsilon)}\left(V^{(\varepsilon)}(x+\varepsilon \eta / 2)-V^{(\varepsilon)}(x-\varepsilon \eta / 2)\right) \varphi d \eta d x d t \\
= & \int_{\Omega_{A}} \mathscr{F} w_{I}^{(\varepsilon)} \pi(t=0) d \eta d x .
\end{array}
$$

Now using the weak convergence of $w^{(\varepsilon)}, w_{I}^{(\varepsilon)}$ we obtain

$$
\begin{aligned}
\int_{\Omega_{A, T}} \mathscr{F} w^{(\varepsilon)} \varphi_{t} d \eta d x d t & \rightarrow \int_{\Omega_{A, T}} \mathscr{F} w^{(0)} \varphi_{t} d \eta d x d t, \\
\int_{\Omega_{A, T}} \mathscr{F} w^{(\varepsilon)} \varphi_{x \eta} d \eta d x d t & \rightarrow \int_{\Omega_{A, T}} \mathscr{F} w^{(0)} \varphi_{x \eta} d \eta d x d t, \\
\int_{\Omega_{A}} \mathscr{F} w_{I}^{(\varepsilon)} \varphi(t=0) d \eta d x & \rightarrow \int_{\Omega_{A}} \mathscr{F} w_{I}^{(0)} \varphi(t=0) d \eta d x
\end{aligned}
$$

Only the third term on the left-hand side has to be taken care of. In the following we set $\delta_{\varepsilon} V=(V(x+\varepsilon \eta / 2)-V(x-\varepsilon \eta / 2)) / \varepsilon$.

$$
\begin{align*}
& \int_{\Omega_{A, T}} \delta_{\varepsilon} V^{(\varepsilon)} \mathscr{F} w^{(\varepsilon)} \varphi d x d \eta d t  \tag{5.17}\\
& =\int_{\Omega_{A, T}} \eta V_{x}^{(0)} \mathscr{F} w_{\varphi}^{(0)} d x d \eta d t \\
& \quad+\int_{\Omega_{A, T}}\left(\eta V_{x}^{(\varepsilon)}-\eta V_{x}^{(0)}\right) \mathscr{F} w^{(0)} \varphi d x d \eta d t  \tag{5.18}\\
& \quad+\int_{\Omega_{A, T}} \eta V_{x}^{(\varepsilon)}\left(\mathscr{F} w^{(\varepsilon)}-\mathscr{F} w^{(0)}\right) \varphi d x d \eta d t  \tag{5.19}\\
& \quad+\int_{\Omega_{A, T}}\left(\delta_{\varepsilon} V^{(\varepsilon)}-\eta V_{x}^{(\varepsilon)}\right) \mathscr{F} w^{(\varepsilon)} \varphi d x d \eta d t \tag{5.20}
\end{align*}
$$

Since $V_{x}^{(\varepsilon)}$ converges in $L^{\infty}(R \times[0, T])$ weak* and $\eta \mathscr{F} w^{(0)} \in L^{1}$, the first term (5.18) converges to zero:

$$
\int_{\Omega_{A, T}}\left(\eta V_{x}^{(\varepsilon)}-\eta V_{x}^{(0)}\right) \mathscr{F} w^{(0)} \varphi d x d \eta d t \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0
$$

Since $\mathscr{F} w_{\eta}^{(\varepsilon)}$ and $\delta_{\varepsilon} V^{(\varepsilon)} \mathscr{F} w^{(\varepsilon)}$ are uniformly bounded in $L^{\infty}\left([0, T] \rightarrow L^{2}\left(\Omega_{A}\right)\right)$ and using

$$
\mathscr{F} w_{t}^{(\varepsilon)}=-i \frac{\partial}{\partial x} \mathscr{F} w_{\eta}^{(\varepsilon)}+\delta_{\varepsilon} V^{(\varepsilon)} \mathscr{F} w^{(\varepsilon)}
$$

we can interpret $\mathscr{F} w^{(\varepsilon)}(t)$ as a functional on $H^{1}\left(\Omega_{A}\right)$ with

$$
\left\|\mathscr{F} w^{(\varepsilon)}\right\|_{w^{1, \infty}\left([0, T] \rightarrow H^{-1}\left(\Omega_{A}\right)\right)} \leqq F
$$

where $F$ is a constant independent of $\varepsilon$. Therefore we can extract a subsequence with

$$
\mathscr{F} w^{(\varepsilon)} \rightarrow \mathscr{F} w^{(0)} \quad \text { strongly in } L^{\infty}\left([0, T] \rightarrow H^{-1}\left(\Omega_{A}\right)\right)
$$

## Since

$$
\left\|V_{x x}^{(\varepsilon)}\right\|_{2}^{2}=\left\|n^{(\varepsilon)}\right\|_{2}^{2} \leqq \text { const. }\left\|(1+|v|) w^{(\varepsilon)}\right\|_{2}^{2}
$$

we conclude that $\eta V_{x}^{(\varepsilon)} \varphi$ is uniformly bounded in $L^{\infty}\left([0, T] \rightarrow H^{1}\left(\Omega_{A}\right)\right)$ as $\varepsilon \rightarrow 0$ and therefore we have

$$
\int_{\Omega_{A, T}} \eta V_{x}^{(\varepsilon)}\left(\mathscr{F} w^{(\varepsilon)}-\mathscr{F} w^{(0)}\right) \varphi d x d \eta d t \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0
$$

To show the convergence of the fourth term (5.20), we estimate

$$
\begin{aligned}
\left|\delta_{\varepsilon} V^{(\varepsilon)}-\eta V_{x}^{(\varepsilon)}\right| & =\int_{R}\left(\frac{|x-y+\varepsilon \eta / 2|-|x-y-\varepsilon \eta / 2|}{\varepsilon}-\eta \operatorname{sign}(x-y)\right) n^{(\varepsilon)} d y \\
& \leqq \int_{x-\varepsilon|\eta| / 2}^{x+\varepsilon|\eta| / 2}(2|x-y| / \varepsilon+|\eta|) n^{(\varepsilon)}(y) d y \\
& \leqq \text { const. } \varepsilon^{1 / 2} \eta^{3 / 2}\left\|(1+|v|) w^{(\varepsilon)}\right\|_{2},
\end{aligned}
$$

and we obtain

$$
\int_{\Omega_{A, T}}\left(\delta_{\varepsilon} V^{(\varepsilon)}-\eta V_{x}^{(\varepsilon)}\right) \mathscr{F} w^{(\varepsilon)} \varphi d x d \eta d t \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0
$$

which concludes the proof of Theorem 5.1.
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# A BOUNDARY INTEGRAL EQUATION FOR THE TWO-DIMENSIONAL FLOATING-BODY PROBLEM* 
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#### Abstract

The time-harmonic two-dimensional finite-depth floating-body problem is reformulated as a boundary integral equation. As a result of choosing a simple kernel function, the integral equation extends over both the wetted portion of the floating body and the free surface. It is also shown that this integral equation suffers no irregular frequencies, that is, it has at most one solution.


Key word. floating-body problem
AMS(MOS) subject classification. 76B15

1. Introduction. In 1950, Fritz John [4] published a paper analyzing timeharmonic motion of a fluid in which an impenetrable body is partially immersed. This floating-body problem was formulated mathematically as a boundary value problem for Laplace's equation in $\mathcal{R}^{3}$ with appropriate boundary and radiation conditions. The two-dimensional problem is formulated in a similar way with slight modification. Using the Green's function suggested by John, the boundary value problem can be reduced to an integral equation over the wetted portion of the floating body. Just as John demonstrated the existence of irregular frequencies for the three-dimensional case, the two-dimensional case also suffers irregular frequencies (e.g., Ursell [7] and Liu [6]). By irregular frequencies is meant frequencies for which the integral equation is not uniquely solvable even though the solution of the original boundary value problem is unique.

Another way to treat this problem is to employ a simpler Green's function, which only satisfies the boundary condition at the bottom of the fluid. Hence the corresponding integral equation is defined over the wetted surface of the floating body and the free surface as well. For both three- and two-dimensional problems, such integral equations have been derived and even solved numerically for certain cases, e.g., Yeung [9] and Bai and Yeung [2]. Numerical evidence indicates that these integral equations do not exhibit irregular frequencies but does not constitute a conclusive analytical argument to support this conjecture. Recently, Angell, Hsiao, and Kleinman [1] presented a proof of the conjecture that the integral equation for the three-dimensional problem has no irregular frequencies provided that the original boundary value problem is uniquely solvable.

The present paper provides a proof of the conjecture that an integral equation for a two-dimensional floating-body problem having no irregular frequencies is available. Making use of a proper Green's function, we arrive at an integral equation which has the same form as the one derived by Angell, Hsiao, and Kleinman. However, the proof of the uniqueness theorem is quite different. The unique solvability of the original boundary value problem is also required.

[^78]

Fig. 1
2. Notation and statement of problem. The geometry of the two-dimensional floating-body problem with finite depth $h$ is described as follows and is illustrated in Fig. 1. We denoted the fluid domain by $\mathbf{D}_{+}$, whose boundary consists of $C_{0}$, the wetted portion of the floating body, the free surface $C_{f}$, and the bottom $C_{B}$, and we denote by $\mathrm{D}_{-}$the domain consisting of the upper half space and the interior of the floating body.

The function $\phi$ solves the floating-body problem if

$$
\begin{align*}
& \nabla^{2} \phi=0 \quad \text { in } \mathbf{D}_{+}, \quad \frac{\partial \phi}{\partial n}=V \quad \text { on } C_{0}, \quad \frac{\partial \phi}{\partial n}=0 \quad \text { on } C_{B},  \tag{1}\\
& \frac{\partial \phi}{\partial n}+k \phi=0 \quad \text { on } C_{f},
\end{align*}
$$

and provided $\phi$ satisfies a radiation condition. Here $\partial / \partial n$ denotes the normal derivative pointing into $\mathbf{D}_{+}$and $V$ is a given function. The radiation condition is specified in the form

$$
\begin{equation*}
\frac{\partial \phi}{\partial|x|}-i k_{0}=o(1) \quad \text { as }|x| \rightarrow \infty \tag{2}
\end{equation*}
$$

where $k_{0}$ is the root with largest real part of the transcendental equation

$$
\begin{equation*}
k=k_{0} \tan h\left(k_{o} h\right) . \tag{3}
\end{equation*}
$$

Condition (2) may be shown to guarantee that

$$
\begin{equation*}
\phi(x, y)=e^{i k_{0}|x|} \cdot a(y)+O\left(e^{-\mu|x|}\right) \quad \text { as }|x| \rightarrow \infty \tag{4}
\end{equation*}
$$

uniformly in $y$, for some complex-valued function $a(y),(x, y)$ being rectangular coordinates and $\mu$ is a positive constant.

We now define the Green's function

$$
\begin{equation*}
\gamma(p, q)=\frac{1}{\pi}\left\{\log \frac{|q|}{|p-q|}+\log \frac{\left|q_{1}\right|}{\left|p-q_{1}\right|}\right\}, \tag{5}
\end{equation*}
$$

where $p=\left(x_{p}, y_{p}\right), q=\left(x_{q}, y_{q}\right)$ and $q=\left(x_{q},-2 h-y_{q}\right)$. With this Green's function, Green's theorem for a solution of Laplace's equation in $\mathbf{D}_{+}$which satisfies the radiation condition (2) then takes the form

$$
\begin{equation*}
\int_{C_{0} \cup C_{f} \cup C_{B}}\left\{\gamma(p, q) \frac{\partial \phi(q)}{\partial n_{q}}-\phi(q) \frac{\partial \gamma(p, q)}{\partial n_{q}}\right\} d S_{q}=\alpha(p) \phi(p), \tag{6}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha(p):=\lim _{\varepsilon \rightarrow 0} \int_{\left[\partial B_{\varepsilon}(p)\right] \cap \mathbf{D}_{+}} \frac{\partial \gamma(p, q)}{\partial n_{q}} d S_{q} \tag{7}
\end{equation*}
$$

where $\partial B_{\varepsilon}(p)$ denotes the boundary of a disc of radius $\varepsilon$ centered at $p$. If $\phi$ satisfies all the boundary conditions in (1) we arrive at the boundary integral equation

$$
\begin{gather*}
\alpha(p) \phi(p)+\int_{C_{0}} \phi(q) \frac{\partial \gamma}{\partial n_{q}}(p, q) d S_{q}+\int_{C_{f}} \phi(q)\left[\frac{\partial \gamma}{\partial n_{q}}(p, q)+k \gamma(p, q)\right] d S_{q} \\
=\int_{C_{0}} \gamma(p, q) V(q) d S_{q} \tag{8}
\end{gather*}
$$

where $p$ lies either on $C_{0}$ or $C_{f}$. The integral on $C_{B}$ vanishes since both $\gamma$ and $\phi$ satisfy the homogeneous Neumann condition there and the integrals over large enough artificial bounds $x=R$ and $x=-R$ can be shown to be of order $O\left(R^{-1}\right)$ (see Liu [6]). This equation has irregular frequencies if there are real values of $k$ for which the corresponding homogeneous equation $(V=0)$ has nontrivial solutions. We shall prove in the following that such irregular frequencies do not exist.
3. Uniqueness. Our result can be summarized as follows.

Theorem. If
(a) $\phi(p)=e^{i k_{0}\left|x_{p}\right|} \cdot a\left(y_{p}\right)+O\left(e^{-\mu\left|x_{p}\right|}\right)$ as $|p| \rightarrow \infty$, uniformly in $y_{p}, \mu>0$;
(b) $\alpha(p) \phi(p)+\int_{C_{0}} \phi(q) \frac{\partial \gamma}{\partial n_{q}}(p, q) d S_{q}+\int_{C_{f}} \phi(q)\left[\frac{\partial \gamma}{\partial n_{q}}(p, q)+k \gamma(p, q)\right] d S_{q}=0$ for all $p \in C_{0} \cup C_{f}$; and
(c) $\phi$ is continuous on $C_{0} \cup C_{f}$,
then $\phi(p)=0$ for all $p \in C_{0} \cup C_{f}$.
Proof. Assume that $\phi$ is a function satisfying (a), (b), and (c) of the theorem and define the functions $u_{+}$and $u_{-}$in $\mathbf{D}_{+}$and $\mathbf{D}_{-}$, respectively, as

$$
\begin{align*}
\left.\begin{array}{c}
u_{+} \\
u_{-}
\end{array}\right\}:= & \int_{C_{0}} \phi(q) \frac{\partial \gamma}{\partial n_{q}}(p, q) d S_{q} \\
& +\int_{C_{f}} \phi(q)\left[\frac{\partial \gamma}{\partial n_{q}}(p, q)+k \gamma(p, q)\right] d S_{q}, \quad p \in\left\{\begin{array}{l}
\mathbf{D}_{+} \\
\mathbf{D}_{-}
\end{array}\right. \tag{9}
\end{align*}
$$

It follows that

$$
\begin{equation*}
\nabla^{2} u_{ \pm}=0, \quad p \in \mathbf{D}_{ \pm} \tag{10}
\end{equation*}
$$

since $p \neq q$ in either case. This property is inherited from the function $\gamma(p, q)$. Using the jump conditions for double layer potentials defined on $C_{0} \cup C_{f}$, we have

$$
\begin{equation*}
\left.\lim _{\substack{p \rightarrow C_{0} \cup C_{f} \\ p \in \mathbf{D}_{ \pm}}} \int_{C_{0} \cup C_{f}} \phi(q) \frac{\partial \gamma}{\partial n_{q}}(p, q) d S_{q}=\underset{\alpha(p)}{(\alpha(p)-2)}\right\} \phi(p)+\int_{C_{0} \cup C_{f}} \phi(q) \frac{\partial \gamma}{\partial n_{q}}(p, q) d S_{q}, \tag{11}
\end{equation*}
$$

Together with the continuity of single layer potenials, this implies that

$$
\begin{align*}
& \lim _{\substack{p \rightarrow C_{0} \cup C_{f} \\
p \in \mathbf{D}_{-}}} u_{-}(p)=\alpha(p) \phi(p)+\int_{C_{0}} \phi(q) \frac{\partial \gamma}{\partial n_{q}}(p, q) d S_{q}  \tag{12}\\
&+\int_{C_{f}} \phi(q)\left[\frac{\partial \gamma}{\partial n_{q}}(p, q)+k \gamma(p, q)\right] d S_{q}
\end{align*}
$$

and hence

$$
\begin{equation*}
\lim _{p \rightarrow C_{0} \cup C_{f}} u_{-}(p)=0, \quad p \in \mathbf{D}_{-} \tag{13}
\end{equation*}
$$

in view of (b). As is established in Appendix A, the growth of the function $u_{-}$in $\mathbf{D}_{-}$ is

$$
\begin{equation*}
u_{-}(p)=O\left(\log r_{p}\right)+O(1)+O\left(r_{p}^{-1}\right) \quad \text { as } r_{p}=|p| \rightarrow \infty \tag{14}
\end{equation*}
$$

for $p \in \mathbf{D}_{-}$. This together with (13) implies that

$$
\begin{equation*}
u_{-}(p) \equiv 0, \quad p \in \mathbf{D}_{-} \tag{15}
\end{equation*}
$$

by the maximum principle (see Appendix B). Consequently, we have

$$
\begin{equation*}
\frac{\partial u_{-}}{\partial n_{-}}=0 \quad \text { on } C_{0} \cup C_{f} \tag{16}
\end{equation*}
$$

where $\partial / \partial n_{-}$indicates the normal derivative from $\mathbf{D}_{-}$. From the definition of $u_{-}$in (9), it follows that

$$
\begin{equation*}
\frac{\partial}{\partial n_{p}} \int_{C_{0} \cup C_{f}} \phi(q) \frac{\partial \gamma}{\partial n_{q}}(p, q,) d S_{q}+k \int_{C_{f}} \phi(q) \frac{\partial \gamma}{\partial n_{p}}(p, q) d S_{q}+\beta(p) \phi(p)=0 \tag{17}
\end{equation*}
$$

with

$$
\beta(p)=\left\{\begin{align*}
0, & p \in C_{o}  \tag{18}\\
-k, & p \in C_{f},
\end{align*}\right.
$$

where the jump condition of simple layer is employed. Note that the existence of the normal derivative of a double layer is not guaranteed for a merely continous density $\phi$. But using the fact that $u_{-} \equiv 0$ in $\mathbf{D}_{-}$and hence $u_{-}$has a ordinary normal derivative, $\partial u_{-} / \partial n_{-} \equiv 0$ on $C_{0} \cup C_{f}$, together with the fact that the single layers have ordinary normal derivatives, we conclude from definition (9) that

$$
\frac{\partial}{\partial n_{p}} \int_{C_{0} \cup C_{f}} \phi(q) \frac{\partial \gamma}{\partial n_{q}}(p, q) d S_{q}
$$

exists in the ordinary sense.
For properties of $u_{+}$, we find that

$$
\begin{align*}
u_{+}(p)= & (\alpha(p)-2) \phi(p)+\int_{C_{0}} \phi(q) \frac{\partial \gamma}{\partial n_{q}}(p, q) d S_{q} \\
& +\int_{C_{f}} \phi(q)\left[\frac{\partial \gamma}{\partial n_{q}}(p, q)+k \gamma(p, q)\right] d S_{q}, \quad p \in C_{0} \cup C_{f} \tag{19}
\end{align*}
$$

from the usual jump conditions. Consequently, using condition (b) we have that

$$
\begin{equation*}
u_{+}(p)=-2 \phi(p), \quad p \in C_{0} \cup C_{f} \tag{20}
\end{equation*}
$$

Equation (20) means that $u_{+}(p)$ has the same growth as $\phi(p)$ on $C_{f}$, which is specified by (a). Taking the normal derivative yields

$$
\begin{align*}
\frac{\partial u_{+}}{\partial n_{+}}(p)= & \frac{\partial}{\partial n_{p}} \int_{C_{0} \cup C_{f}} \phi(q) \frac{\partial \gamma}{\partial n_{q}}(p, q) d S_{q} \\
& +k \int_{C_{f}} \phi(q) \frac{\partial \gamma}{\partial n_{p}}(p, q) d S_{q}-\beta(p) \phi(p) \tag{21}
\end{align*}
$$

Since the normal derivatives of the double layer potential with continuous density are the same from either side provided that one of them exists, we obtain

$$
\begin{equation*}
\frac{\partial u_{+}}{\partial n_{+}}=-2 \beta(p) \phi(p)=\beta(p) u_{+}(p) \tag{22}
\end{equation*}
$$

from (17) and (20), or equivalently

$$
\begin{equation*}
\frac{\partial u_{+}}{\partial n_{+}}=0, \quad p \in C_{0} \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial u_{+}}{\partial n_{+}}=-k u_{+}(p), \quad p \in C_{f} \tag{24}
\end{equation*}
$$

The function $u_{+}$also satisfies

$$
\begin{equation*}
\frac{\partial u_{+}}{\partial n_{+}}=0, \quad p \in C_{B} \tag{25}
\end{equation*}
$$

which is inherited from $\gamma(p, q)$. Thus equations (10), (24), and (25) imply that $u_{+}$ satifies Laplace's equation in $\mathbf{D}_{+}$, together with the homogeneous Neumann and Robin condition on $C_{B}$ and $C_{f}$, respectively. Following Weinstein [8] and Kreisel [5], $u_{+}$has the representation

$$
\begin{equation*}
u_{+}(x, y)=\sum_{n=0}^{\infty} a_{n}(x) \cosh \left[k_{n}(y+h)\right], \quad|x| \geq A \tag{26}
\end{equation*}
$$

where $k_{n}$ 's are the roots of the transcendental equation (3), and $A$ is any number greater than the diameter of the wetted portion of the floating body. That is, $A>$ $\max \left|x_{p}\right|, p \in C_{0}$. Hence the Fourier coefficients $a_{n}(x)$ in (26) are of the form

$$
\begin{equation*}
a_{n}(x)=C_{n} \int_{-h}^{0} u_{+}(x, y) \cosh \left[k_{n}(y+h)\right] d y \tag{27}
\end{equation*}
$$

for some constant $C_{n}$, and they all have the same growth as $u_{+}(x, y)$ when $|x| \geq A$, i.e.,

$$
\begin{equation*}
a_{n}(x)=O(\log |x|)+O(1)+O\left(|x|^{-1}\right) \tag{28}
\end{equation*}
$$

(see Appendix A). Recall that the most general form of $a_{n}(x)$ is

$$
\begin{equation*}
a_{n}(x)=C_{n, 1} e^{i k_{n}|x|}+C_{n, 2} e^{-i k_{n}|x|} \tag{29}
\end{equation*}
$$

since $u_{+}(x, y)$ satisfies Laplace's equation. The fact that $k_{n}$ has positive imaginary part for $n \geq 1$ makes the term $\exp \left(-i k_{n}|x|\right)$ grow exponentially. Computing $a_{n}(x) \exp \left(i k_{n}|x|\right)$ from both (27) and (28), we see that

$$
e^{i k_{n}|x|}\left\{O(\log |x|)+O(1)+O\left(|x|^{-1}\right)\right\}=C_{n, 1} e^{i 2 k_{n}|x|}+C_{n, 2} .
$$

Hence $C_{n, 2}$, being the only term that survives as $|x| \rightarrow \infty$, must be zero for $n \geq 1$. We may then rewrite the expression (26) as

$$
\begin{equation*}
u_{+}(x, y)=\sum_{n=0}^{\infty} C_{n, 1} e^{i k_{n}|x|} \cosh \left[k_{n}(y+h)\right]+C_{n, 2} e^{-i k_{n}|x|} \cosh \left[k_{0}(y+h)\right] . \tag{30}
\end{equation*}
$$

Because $u_{+}(x, 0)$ has the same asymptotic growth as $\phi$, i.e., $0\left(\exp \left(i k_{0}|x|\right)\right)$, we conclude that $C_{0,2}=0$. Then the representation (30) can be further simplified as

$$
\begin{equation*}
u_{+}(x, y)=\sum_{n=0}^{\infty} C_{n} e^{i k_{n}|x|} \cosh \left[k_{n}(y+h)\right] \quad \text { for }|x| \geq A \tag{31}
\end{equation*}
$$

With this representation, it is obvious that $u_{+}$satisfies the radiation condition (2). That is

$$
\begin{equation*}
\frac{\partial u_{+}}{\partial|x|}-i k_{0} u_{+}=o(1) \quad \text { as }|x| \rightarrow \infty \tag{32}
\end{equation*}
$$

for $-h \leq y \leq 0$.
Now the uniqueness theorem for the two-dimensional floating-body problem (Liu [6]) implies that $u_{+} \equiv 0$ in $\mathrm{D}_{+}$and hence on $C_{0} \cup C_{f}$, provided that $C_{0}$ satisfies the geometric restriction. Equation (24) then ensures that $\phi(p)=0$ on $C_{0} \cup C_{f}$. It means that the only solution of (a), (b), and (c) is $\phi \equiv 0$ and the integral equation (8) has no irregular frequencies. This completes the proof.

Appendix A. On the growth of $u \pm$. Here we establish the lemma regarding the growth of the functions $u_{+}$and $u_{-}$defined in the uniqueness theorem. It is restated as follows.

Lemma. If
(a) $\phi(p)=e^{i k_{0}\left|x_{p}\right|} . a(y)+O\left(e^{-\mu\left|x_{p}\right|}\right) \quad$ as $|p| \rightarrow \infty$ uniformly in $y_{p}, \quad \mu>0$;
(b) $\alpha(p) \phi(p)+\int_{C_{0}} \phi(q) \frac{\partial \gamma}{\partial n_{q}}(p, q) d S_{q}+\int_{C_{f}} \phi(q)\left\{\frac{\partial \gamma}{\partial n_{q}}(p, q)+k \gamma(p, q)\right\} d S_{q}=0$

$$
\forall p \in C_{0} \cup C_{f}
$$

(c) $\phi$ is continuous on $C_{0} \cup C_{f}$; and

$$
\begin{gather*}
u_{ \pm}(p)=\int_{C_{0}} \phi(q) \frac{\partial \gamma}{\partial n_{q}}(p, q) d S_{q}+\int_{C_{f}} \phi(q)\left\{\frac{\partial \gamma}{\partial n_{q}}(p, q)+k \gamma(p, q)\right\} d S_{q}  \tag{d}\\
p \in \mathrm{D}_{ \pm}
\end{gather*}
$$

then $u_{-}(p)=O\left(\log r_{p}\right)+O(1)+O\left(r_{p}^{-1}\right)$, and $u_{+}(p)=O\left(\log \left|x_{p}\right|\right)+O(1)+O\left(\left|x_{p}\right|^{-1}\right)$, as $r_{p} \rightarrow \infty$, where $r_{p}=|p|=\left(x_{p}^{2}+y_{p}^{2}\right)^{1 / 2}$.

Proof. With the Green's function $\gamma(p, q)$ defined in (5), we have

$$
\begin{align*}
\gamma(p, q)=\frac{1}{2 \pi} & \left\{\log \frac{\left(x_{q}^{2}+y_{q}^{2}\right)}{\left[\left(x_{p}-x_{q}\right)^{2}+\left(y_{p}-y_{q}\right)^{2}\right]}\right.  \tag{A.1}\\
& \left.+\log \frac{\left[x_{q}^{2}+\left(2 h+y_{q}\right)^{2}\right]}{\left[\left(y_{p}-x_{q}\right)^{2}+\left(y_{p}+2 h+y_{q}\right)^{2}\right]}\right\}
\end{align*}
$$

and

$$
\begin{align*}
\frac{\partial \gamma}{\partial y_{q}}(p, q)=\frac{1}{\pi}\{ & \frac{y_{p}-y_{q}}{\left(x_{p}-x_{q}\right)^{2}+\left(y_{p}-y_{q}\right)^{2}}+\frac{y_{q}}{x_{q}^{2}+y_{q}^{2}} \\
& \left.-\frac{y_{p}+2 h+y_{q}}{\left(x_{p}-x_{q}\right)^{2}+\left(y_{p}+2 h+y_{q}\right)^{2}}+\frac{2 h+y_{q}}{x_{q}^{2}+\left(2 h+y_{q}\right)^{2}}\right\} ; \tag{A.2}
\end{align*}
$$

hence

$$
\begin{equation*}
\int_{C_{0}} \phi(q) \frac{\partial \gamma}{\partial n_{q}}(p, q) d S_{q}=O\left(r_{p}^{-1}\right) \tag{A.3}
\end{equation*}
$$

$$
\begin{equation*}
\int_{C_{f} \cap B_{A}} \phi(q) \frac{\partial \gamma}{\partial n_{q}}(p, q) d S_{q}=O\left(r_{p}^{-1}\right), \tag{A.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{C_{f} \cap B_{A}} \phi(q) k \gamma(p, q) d S_{q}=O\left(\log r_{p}\right)+O\left(r_{p}^{-1}\right), \tag{A.5}
\end{equation*}
$$

where $C_{f} \cap B_{A}$ is that portion on the free surface contained in the disc $B_{A}$ centered at the origin with radius $A, A>\max \left\{\left|x_{p}\right|, p \in C_{0}\right\}$. We also have to establish the growth of

$$
\begin{equation*}
\int_{C_{f} \cap B_{A}^{C}} \phi(q)\left[\frac{\partial \gamma}{\partial n_{q}}(p, q)+k \gamma(p, q)\right] d S_{q} \tag{A.6}
\end{equation*}
$$

with $B_{A}^{C}$ being the complement of $B_{A}$. To examine the growth of the first piece in (A.6), it suffices to establish the growth of the integral

$$
\begin{array}{r}
-\frac{1}{\pi} \int_{A^{\prime}}^{\infty}\left[a(0) e^{i k_{0} x_{q}}+O\left(e^{-\mu\left|x_{q}\right|}\right)\right]\left\{\frac{y_{p}}{\left(x_{p}-x_{q}\right)^{2}+y_{p}^{2}}+\frac{y_{p}+2 h}{x_{q}^{2}+\left(y_{p}+2 h\right)^{2}}\right. \\
\left.-\frac{y_{p}+2 h}{\left(x_{p}-x_{q}\right)^{2}+\left(y_{p}+2 h\right)^{2}}\right\} d x_{q}
\end{array}
$$

where the asymptotic behavior of $\phi$ has been employed, $A^{\prime}$ being a fixed number sufficiently large. Integrating by parts shows that its growth is of $O\left(r_{p}^{-1}\right)$. Hence we conclude that

$$
\begin{equation*}
\int_{C_{f} \cap B_{A}^{C}} \phi(q) \frac{\partial \gamma}{\partial n_{q}}(p, q) d S_{q}=0\left(r_{p}^{-1}\right) \quad \text { as } r_{p} \rightarrow \infty . \tag{A.7}
\end{equation*}
$$

Next we consider the second piece in (A.6). As in the previous estimate, it suffices to examine the growth of

$$
\int_{A^{\prime}}^{\infty}\left[a(0) e^{i k_{o} x_{q}}+O\left(e^{-\mu\left|x_{q}\right|}\right)\right] \log \frac{x_{q}^{2}}{\left(x_{p}-x_{q}\right)^{2}+y_{p}^{2}} d x_{q} .
$$

Integrating by parts twice, we see that

$$
\begin{aligned}
& \int_{A^{\prime}}^{\infty} e^{i k_{o} x_{q}} \log \frac{x_{q}^{2}}{\left(x_{p}-x_{q}\right)^{2}+y_{p}^{2}} d x_{q} \\
& \quad=-\frac{e^{i k_{o} A^{\prime}}}{i k_{o}} \log \frac{A^{\prime 2}}{\left(x_{p}-A^{\prime}\right)^{2}+y_{p}^{2}}-\frac{2}{i k_{o}} \int_{A^{\prime}}^{\infty} e^{i k_{o} x_{q}}\left[\frac{1}{x_{q}}+\frac{x_{p}-x_{q}}{\left(x_{p}-x_{q}\right)^{2}+y_{p}^{2}}\right] d x_{q} \\
& \quad=-\frac{e^{i k_{o} A^{\prime}}}{i k_{o}} \log \frac{A^{\prime 2}}{\left(x_{p}-A^{\prime}\right)^{2}+y_{p}^{2}}-\frac{2}{\left(i k_{o}\right)^{2}} e^{i k_{o} A^{\prime}}\left[\frac{1}{A^{\prime}}+\frac{x_{p}-A^{\prime}}{\left(x_{p}-A^{\prime}\right)^{2}+y_{p}^{2}}\right] \\
& \quad+\frac{2}{\left(i k_{o}\right)^{2}} \int_{A^{\prime}}^{\infty} e^{i k_{o} x_{q}}\left[\frac{-1}{x_{q}^{2}}+\frac{\left(x_{p}-x_{q}\right)^{2}+y_{p}^{2}}{\left[\left(x_{p}-x_{q}\right)^{2}+y_{p}^{2}\right]^{2}}\right] d x_{q} .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\int_{C_{f} \cap B_{A}^{C}} k \phi(q) \gamma(p, q) d S_{q}=O\left(\log r_{p}\right)+O(1)+O\left(r_{p}^{-1}\right) \quad \text { as } r_{p} \rightarrow \infty . \tag{A.8}
\end{equation*}
$$

It follows from (A.3)-(A.5), (A.7), and (A.8) that

$$
\begin{equation*}
u_{-}(p)=O\left(\log r_{p}\right)+O(1)+O\left(r_{p}^{-1}\right) \quad \text { as } r_{p} \rightarrow \infty, \quad p \in \mathbf{D}_{-} \tag{A.9}
\end{equation*}
$$

which is the required growth for the function $u_{-}(p)$ in $\mathbf{D}_{-}$. There are only two places where the estimate of $u_{+}$is different from that of $u_{-}$. The first is that for every p in $\mathbf{D}_{+}, y_{p}$ is always bounded, which results in the fact that $r_{p} \rightarrow \infty$ implies only $\left|x_{p}\right| \rightarrow \infty$. The second is that the normal derivatives on $C_{0} \cup C_{f}$ have opposite sign to those of $u_{-}(p)$, but this will not affect any growth order. Thus we may arrive at

$$
\begin{equation*}
\int_{C_{0}} \phi(q) \frac{\partial \gamma}{\partial n_{q}}(p, q) d S_{q}=O\left(\left|x_{p}\right|^{-1}\right) \tag{A.3}
\end{equation*}
$$

$$
\begin{equation*}
\int_{C_{f} \cap B_{A}} \phi(q) \frac{\partial \gamma}{\partial n_{q}}(p, q) d S_{q}=O\left(\left|x_{p}\right|^{-1}\right) \tag{A.4}
\end{equation*}
$$

$$
\begin{equation*}
\int_{C_{f} \cap B_{A}} \phi(q) k \gamma(p, q) d S_{q}=O\left(\log \left|x_{p}\right|\right)+O\left(\left|x_{p}\right|^{-1}\right) \tag{A.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{C_{f} \cap B_{A}^{C}} \phi(q)\left[\frac{\partial \gamma}{\partial n_{q}}(p, q)+k \gamma(p, q)\right] d S_{q}=O\left(\log \left|x_{p}\right|\right)+O(1)+O\left(\left|x_{p}\right|^{-1}\right) \tag{A.8}
\end{equation*}
$$

Then it follows that

$$
\begin{equation*}
u_{+}(p)=O\left(\log \left|x_{p}\right|\right)+O(1)+O\left(\left|x_{p}\right|^{-1}\right) \quad \text { as } r_{p} \rightarrow \infty, \quad p \in \mathbf{D}_{+} \tag{A.10}
\end{equation*}
$$

and the proof is complete.
Appendix B. Maximum principle on $u_{-}$. We wish to prove that the function $u_{-}(p)$ defined in (9) is a zero function in $\mathbf{D}_{-}$.

Proof. From (13) and (14) we know that $u_{-}=0$ on $C_{0} \cup C_{f}$ and that $u_{-}(p)=$ $O\left(\log r_{p}\right)$ as $r_{p} \rightarrow \infty$ in $\mathbf{D}_{-}$. Choose $r_{0}$ large enough such that $C_{0}$ lies completely inside the circle $r=r_{0}$. Consider the potential $u_{-}$in the domain $\mathbf{D}_{-} \cap\left\{(r, \theta) \mid r>r_{0}\right\}$. Since $u_{-}=0$ on $C_{f}$ it follows that $u_{-}$can be continued, by Schwarz's symmetry principle, into the domain $\mathbf{D}_{+} \cap\left\{(r, \theta) \mid r>r_{0}\right\}$ by the relation $u_{-}(x, y)=-u_{-}(x,-y)$. Because of the fact that $u_{-}(x, y)$ is an odd function of $y$ as $r>r_{0}$, there is an expansion

$$
u_{-}(r \cos \theta, r \sin \theta)=\sum_{m=1}^{\infty} b_{m} r^{m} \sin m \theta+\sum_{m=1}^{\infty} b_{-m} r^{-m} \sin m \theta
$$

for $r>r_{0},-\pi \leq \theta \leq \pi$, where the coefficients $\left\{b_{m}\right\}_{m=1}^{\infty}$ and $\left\{b_{-m}\right\}_{m=1}^{\infty}$ satisfy

$$
b_{m} r^{m}-b_{-m} r^{-m}=\frac{1}{\pi} \int_{-\pi}^{\pi} u_{-}(r \cos \theta, r \sin \theta) \sin m \theta d \theta
$$

Let $r \rightarrow \infty$. We find that (14) requires $b_{m}=0$ for $m \geq 1$, and hence

$$
u_{-}(r \cos \theta, r \sin \theta)=\sum_{m=1}^{\infty} b_{-m} r^{-m} \sin m \theta
$$

We then have

$$
\left|u_{-}(r \cos \theta, r \sin \theta)\right|<M / r
$$

for $r$ sufficiently large, say $r>2 r_{0}$.
Now we consider $u_{-}$in a bounded domain $\mathbf{D}_{-} \cap\{(r, \theta) \mid r<R\}$ where $R>2 r_{0}$. On the boundary we have

$$
\left|u_{-}(R \cos \theta, R \sin \theta)\right|<M / R
$$

when $-\pi<\theta<\pi$, while $u_{-}=0$ on $C_{0} \cup C_{f}$. Thus, for $p \in \mathbf{D}_{-}$and $|p|<R$, we have

$$
\left|u_{-}(p)\right|<M / R
$$

by the maximum principle. Let $R \rightarrow \infty$, keeping $p$ fixed. We obtain $\left|u_{-}(p)\right| \leq 0$, i.e., $u_{-}(p) \equiv 0$ in $\mathbf{D}_{-}$. This is the required result.
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# A PRESCRIBED MEAN CURVATURE PROBLEM ON DOMAINS WITHOUT RADIAL SYMMETRY* 

CHARLES V. COFFMAN $\dagger$ AND WILLIAM K. ZIEMER $\ddagger$

Abstract. The existence is proved of a nontrivial solution to the problem

$$
\operatorname{div}\left(\nabla u / \sqrt{1+|\nabla u|^{2}}\right)-\mu u+\lambda u^{q}=0 \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega,
$$

on a smooth, bounded but not necessarily radially symmetric domain $\Omega$ when $\lambda$ is sufficiently large.
Key words. prescribed mean curvature problem, elliptic boundary value problem
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1. Introduction. This note is concerned with the existence of positive solutions to the Dirichlet problem for the so-called "prescribed mean curvature equation"

$$
\begin{equation*}
\operatorname{div}\left(\nabla u / \sqrt{1+|\nabla u|^{2}}\right)-\mu u+\lambda u^{q}=0 \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega, \tag{1}
\end{equation*}
$$

on a bounded $C^{1,1}$ domain $\Omega \subseteq R^{N}, N \geqq 2$. Here $\mu \geqq 0 ; 1<q<(N+2) /(N-2)$, and $\lambda$ is a real parameter whose value will be assigned in advance. We stress that the domain $\Omega$ is not assumed to be radially symmetric. Our main result is that when $\mu$, $q$, and $\Omega$ are fixed as above then (1) has a smooth positive solution for all sufficiently large $\lambda$.

The problem (1) has been treated in a number of recent works. The papers [1], [4], [5], [9] deal with radially symmetric ground states (positive symmetric solutions on $R^{N}$ which tend to zero at $\infty$ ) in the case $\mu>0$; it is shown in [4] that positive solutions vanishing at $\infty$ must be radially symmetric.

Radial symmetry of positive solutions on a ball is proved in [6]; the case when $\Omega$ is a ball is also treated in [8] and [11]. When $\mu=0$ and $\Omega$ is a ball, Theorem 3.4 of [8] implies nonexistence of nontrivial solutions to (1) for supercritical $q$, i.e., for $q \geqq(N+2) /(N-2)$; a similar nonexistence result is given in [10] for $\mu>0$ and $\Omega$ star-shaped. In [11] it is shown that when $q$ is subcritical and $\Omega$ is a ball, then, independently of the radius of $\Omega$, there is no nontrivial solution to (1) if

$$
\mu>(2(q+1) /(q-1))^{(q-1) /(q+1)} \lambda^{2 /(q+1)} .
$$

Nonexistence is also proved in [11] for $\lambda=1$ and $\mu>0$ when the radius of $\Omega$ is too small; an existence result is given for the case where $\mu$ is sufficiently small and the radius of $\Omega$ sufficiently large.

It is instructive to compare (1) with the analogous semilinear problem in which the mean-curvature operator is replaced by the Laplacian

$$
\begin{equation*}
\Delta u-\mu u+\lambda u^{q}=0 \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega . \tag{2}
\end{equation*}
$$

The nonexistence results quoted above for the case of supercritical $q$ of course apply also to (2), while the nonexistence results quoted from [11] reflect features special to the quasilinear problem (1). In particular, in the case of (2), unlike that of (1), we can limit attention to the case where $\lambda=1$ and $\mu=0$ or 1 .

[^79]Our approach to (1) makes use of variational methods which generalize those that were introduced by Nehari [7] to treat boundary value problems for nonlinear ordinary differential equations; the application of these methods to (2) is described in [2]; see also [3].

We seek solutions to (1) as minima of the functional

$$
\begin{equation*}
H_{\lambda}(u)=\int_{\Omega}\left[2 \sqrt{1+|\nabla u|^{2}}-2+\mu u^{2}-2 \lambda(q+1)^{-1}|u|^{q+1}\right] d x \tag{3}
\end{equation*}
$$

over nonzero functions subject to the constraint

$$
\begin{equation*}
N_{\lambda}(u)=\int_{\Omega}\left[|\nabla u|^{2} / \sqrt{1+|\nabla u|^{2}}+\mu u^{2}-\lambda|u|^{q+1}\right] d x=0 . \tag{4}
\end{equation*}
$$

We first note that (4) is necessarily satisfied by a solution to (1). Secondly, on a ray in $W_{0}^{1,2}(\Omega)$ emanating from the origin, $H_{\lambda}(u)$ achieves its maximum at the unique nonzero $u$ that satisfies (4). Thus minimizing (3) subject to (4) is equivalent to maximizing (3) on rays from the origin and then finding a $u$ that gives the minimum of these maxima.

The feature of (1) that enables one to extend Nehari's method is that the integrand on the right in (3) is concave in $\left(u^{2},|\nabla u|^{2}\right)$. As a consequence, if $u \in W_{0}^{1,2}(\Omega) \backslash\{0\}$ with $N_{\lambda}(u)=0$ and we solve the linear boundary value problem

$$
\begin{equation*}
\operatorname{div}\left(\nabla v / \sqrt{1+|\nabla u|^{2}}\right)-\mu v+\alpha u^{q}=0 \quad \text { in } \Omega, \quad v=0 \quad \text { on } \partial \Omega, \tag{5}
\end{equation*}
$$

adjusting $\alpha>0$ so that $N_{\lambda}(v)=0$, then the mapping

$$
\begin{equation*}
T_{\lambda}: u \rightarrow v \tag{6}
\end{equation*}
$$

reduces $H_{\lambda}$. That is $H_{\lambda}(v) \leqq H_{\lambda}(u)$ and equality holds only if $u$ and $v$ are proportional; if the latter is the case then $u$ satisfies (1) ( $\mu$ and $\lambda$ are assumed to be fixed throughout).

Several difficulties are encountered when one attempts to implement the method suggested above. First, the term

$$
\int_{\Omega}\left(\sqrt{1+|\nabla|^{2}}-1\right) d x
$$

(see (3)) is not coercive on $W_{0}^{1, p}(\Omega)$ for any $p>1$. Second, in contrast to the case of the semilinear analogue (2) (cf. [2]), the set

$$
\left\{u \in W_{0}^{1,2}(\Omega): u \neq 0, N_{\lambda}(u)=0\right\}
$$

is not bounded away from zero. Thus, in fact, the problem (3), (4), as formulated above, does not have a nontrivial global minimizer. We seek, therefore, to minimize $H_{\lambda}$ under additional constraints. Assuming $\mu \geqq 0$ to be fixed, we construct a set

$$
S(\lambda) \subseteq W^{2, r}(\Omega) \cap\left\{u: u \in W_{0}^{1,2}(\Omega) \backslash\{0\}, N_{\lambda}(u)=0\right\} \quad(r>N)
$$

that is bounded in $W^{2, r}(\Omega)$, and such that when $\lambda$ is sufficiently large we have the following: (i) $S(\lambda)$ is nonempty; (ii) $H_{\lambda}$ has a positive lower bound on $S(\lambda)$; (iii) for $u \in S(\lambda)$, problem (5) is solvable and (iv) $S(\lambda)$ is invariant under the mapping $T_{\lambda}$ or some iterate thereof. When $\lambda$ is such that these latter four conditions hold, then $H_{\lambda}$ can be minimized over $S(\lambda)$ and the resulting minimizer is a solution to (1).
2. Preliminaries. We shall actually consider a more general problem than (1), namely,

$$
\begin{equation*}
\operatorname{div}\left(\nabla u / \sqrt{1+|\nabla u|^{2}}\right)-\mu u+\lambda f(u)=0 \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega, \tag{7}
\end{equation*}
$$

where the functional $f \in C[0, \infty)$ is assumed to satisfy the conditions

$$
\begin{equation*}
1<s^{-q} f(s)<C \tag{8}
\end{equation*}
$$

for some $q$ such that

$$
\begin{equation*}
1<q<(N+2) /(N-2) \tag{9}
\end{equation*}
$$

and also to satisfy Nehari's condition, which in our notation takes the following form: for some $\varepsilon>0$,

$$
\begin{equation*}
s^{-1-\varepsilon} f(s)<t^{-1-\varepsilon} f(t) \quad \text { for } 0<s<t \tag{10}
\end{equation*}
$$

In place of (3) and (4) the definitions of $H$ and $N$ are

$$
\begin{equation*}
H_{\lambda}(u)=\int_{\Omega}\left[2\left(\sqrt{1+|\nabla u|^{2}}-1\right)+\mu u^{2}-2 \lambda F(u)\right] d x \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{\lambda}(u)=\int_{\Omega}\left[|\nabla u|^{2} / \sqrt{1+|\nabla u|^{2}}+\mu u^{2}-\lambda u f(u)\right] d x \tag{12}
\end{equation*}
$$

$F$ in (11) is defined by

$$
\begin{equation*}
F(u)=\int_{0}^{u} f(s) d s \tag{13}
\end{equation*}
$$

3. Inequalities. Below $K$ will be used to denote a generic constant that can depend on $N$ and $\Omega$ but not on $f, \mu$, or $\lambda$.

We find readily from (10) that $F$, defined by (13), satisfies

$$
\begin{equation*}
(2+\varepsilon) F(u) \leqq u f(u) . \tag{14}
\end{equation*}
$$

We will make frequent use below of the inequalities

$$
\begin{equation*}
p \geqq 2(\sqrt{1+p}-1) \geqq p / \sqrt{1+p} \tag{15}
\end{equation*}
$$

From (11), (12), and (14) we conclude that for $u \in W_{0}^{1,2}(\Omega) \backslash\{0\}$ we have

$$
\begin{equation*}
H_{\lambda}(u) \geqq \varepsilon(2+\varepsilon)^{-1} \int_{\Omega}\left(2\left[\sqrt{1+|\nabla u|^{2}}-1\right]+\mu u^{2}\right) d x \tag{16}
\end{equation*}
$$

when $u$ is subject to the constraints

$$
\begin{equation*}
N_{\lambda}(u)=0 \quad \text { and } \quad u \neq 0 . \tag{17}
\end{equation*}
$$

Next we observe that

$$
2 \sqrt{1+\|\nabla u\|_{\infty}^{2}} \int_{\Omega}\left[\sqrt{1+|\nabla u|^{2}}-1\right] d x \geqq \int_{\Omega}|\nabla u|^{2} d x
$$

Combining this with (16) we have, when (17) holds,

$$
\begin{equation*}
\sqrt{1+\|\nabla u\|_{\infty}^{2}} H_{\lambda}(u) \geqq \varepsilon(2+\varepsilon)^{-1} \int_{\Omega}\left(|\nabla u|^{2}+\mu u^{2}\right) d x \tag{18}
\end{equation*}
$$

Let $u \in W_{0}^{1,2}(\Omega) \backslash\{0\}$ satisfy (17) and define the formal operator $L=L_{u}$ by

$$
\begin{equation*}
L w=-\operatorname{div}\left(\nabla w / \sqrt{1+|\nabla u|^{2}}\right)+\mu w \tag{19}
\end{equation*}
$$

We note that if $\|\nabla u\|_{\infty}<\infty$ and $h \in L^{2}(\Omega)$, then by the Lax-Milgram theorem, the boundary value problem

$$
L w=h \text { in } \Omega, \quad w=0 \quad \text { on } \partial \Omega
$$

has a unique weak solution in $W_{0}^{1,2}(\Omega)$; for elementary reasons $w$ will be nonnegative if $h$ is.

Lemma 3.1. Let $\lambda$ be fixed and let $u \in W_{0}^{1,2}(\Omega) \backslash\{0\}$ and satisfy (17). Let $v \in W_{0}^{1,2}(\Omega)$ be the weak solution to

$$
\begin{equation*}
L v=\alpha \lambda f(u) \tag{20}
\end{equation*}
$$

for any $\alpha>0$. Then

$$
\begin{equation*}
H_{\lambda}(v) \leqq H_{\lambda}(u), \tag{21}
\end{equation*}
$$

with equality only if $N_{\lambda}(v)=0$ and $u$ is a solution to (7).
Proof. By an elementary concavity inequality we have

$$
H_{\lambda}(v)-H_{\lambda}(u) \leqq \int_{\Omega}\left[v L v-u L u-\lambda\left(v^{2}-u^{2}\right) g(u)\right] d x
$$

where

$$
g(0)=0, \quad g(u)=f(u) / u, \quad u \neq 0 .
$$

From (17) and (20) we have

$$
\begin{equation*}
H_{\lambda}(v)-H_{\lambda}(u) \leqq \lambda \int_{\Omega}\left[\alpha u v-v^{2}\right] g(u) d x . \tag{22}
\end{equation*}
$$

Using (20), the Schwarz inequality, and (17) we get

$$
\begin{align*}
\alpha \lambda \int_{\Omega} u^{2} g(u) d x & =\int_{\Omega} u L v d x \leqq\left(\int_{\Omega} u L u d x\right)^{1 / 2}\left(\int v L v\right)^{1 / 2} \\
& \leqq\left(\lambda \int_{\Omega} u^{2} g(u) d x\right)^{1 / 2}\left(\alpha \lambda \int_{\Omega} v u g(u) d x\right)^{1 / 2} \tag{23}
\end{align*}
$$

We multiply through the last inequality by $\left(\int_{\Omega} \operatorname{vug}(u) d x\right)^{1 / 2}$ and use the Schwarz inequality to get

$$
\alpha \int_{\Omega} v u g(u) d x \leqq \int_{\Omega} v^{2} g(u) d x
$$

which, when substituted in (22), gives (21).
From the way in which the Schwarz inequality was used it is clear that for equality we must have $v$ proportional to $u$; since $H_{\lambda}(v)$ achieves its maximum when $\alpha(>0)$ is chosen so that $N_{\lambda}(v)=0$, the assertion follows.

Henceforth we assume that, in (20), $\alpha>0$ is chosen so that $N_{\lambda}(v)=0$. We seek a bound for this $\alpha$. Using (17) we have from (23)

$$
\alpha\left(\int_{\Omega} u L u d x\right)^{1 / 2} \leqq\left(\int_{\Omega} v L v d x\right)^{1 / 2}
$$

We also have

$$
\sqrt{1+\|\nabla u\|_{\infty}^{2}} \int_{\Omega} u L u d x \geqq H_{\lambda}(u)
$$

and, since $N_{\lambda}(v)=0$,

$$
\int_{\Omega} v L v d x \leqq \varepsilon^{-1}(2+\varepsilon) \sqrt{1+\|\nabla v\|_{\infty}^{2}} H_{\lambda}(v)
$$

and thus, in view of (21),

$$
\begin{equation*}
\alpha \leqq\left(\varepsilon^{-1}(2+\varepsilon) \sqrt{1+\|\nabla v\|_{\infty}^{2}} \sqrt{1+\|\nabla u\|_{\infty}^{2}}\right)^{1 / 2} . \tag{24}
\end{equation*}
$$

If, in addition to the constraint (17), we also require that

$$
\|\nabla u\|_{\infty} \leqq A
$$

then under these conditions $H_{\lambda}(u)$ will have a positive infimum. We seek upper and lower estimates for this infimum; these will be expressed as functions of $\mu$ and $\lambda$ and in the case of the lower estimate also of $A$. Let $w \in C_{0}^{\infty}(\Omega) \backslash\{0\}$ be given and let $\beta=\beta(\lambda)>0$ be such that $N_{\lambda}(\beta w)=0$. Using the definition (12), it follows from (17) and (8) that

$$
\int_{\Omega}\left(|\nabla w|^{2}+\mu w^{2}\right) d x \geqq \lambda \beta^{q-1} \int_{\Omega}|w|^{q+1} d x,
$$

from which we conclude that

$$
\beta \leqq K(1+\mu)^{1 /(q-1)} \lambda^{-1 /(q-1)} .
$$

Thus we have shown the following.
Lemma 3.2. There exists a constant $K$ such that for every $\lambda>0$ there is a $u \in C_{0}^{\infty}(\Omega)$ satisfying (17) and such that

$$
\begin{equation*}
\|u\|_{1,2} \leqq K(1+\mu)^{1 /(q-1)} \lambda^{-1 /(q-1)} \tag{25}
\end{equation*}
$$

(here we are taking $\|u\|_{1,2}=\left(\int_{\Omega}|\nabla u|^{2} d x\right)^{1 / 2}$ ).
From (25) there follows

$$
\begin{equation*}
H_{\lambda}(u) \leqq K^{2}(1+\mu)^{(q+1) /(q-1)} \lambda^{-2 /(q-1)} ; \tag{26}
\end{equation*}
$$

this estimate then holds for the infimum of $H_{\lambda}$ subject to (17).
Finally, if $u$ satisfies (17) then we have

$$
\begin{aligned}
\left(\sqrt{1+\|\nabla u\|_{\infty}^{2}}\right)^{-1} \int_{\Omega}\left(|\nabla u|^{2}+\mu u^{2}\right) d x & \leqq C \lambda \int_{\Omega}|u|^{q+1} d x \\
& \leqq K C \lambda\left(\int\left(|\nabla u|^{2}+\mu u^{2}\right) d x\right)^{(q+1) / 2}
\end{aligned}
$$

from which we have

$$
\left(1+\|\nabla u\|_{\infty}^{2}\right)^{1 /(q-1)} \int_{\Omega}\left(|\nabla u|^{2}+\mu u^{2}\right) d x \geqq K C^{-2 /(q-1)} \lambda^{-2 /(q-1)}
$$

Thus we have the following.
Lemma 3.3. If $m_{\lambda}(A)$ denotes the infimum of $H_{\lambda}$ subject to (17) and

$$
\|\nabla u\|_{\infty} \leqq A,
$$

then

$$
m_{\lambda}(\infty) \leqq K^{2}(1+\mu)^{(q+1) /(q-1)} \lambda^{-2 /(q-1)}
$$

and

$$
m_{\lambda}(A) \geqq K \varepsilon(2+\varepsilon)^{-1}\left(1+A^{2}\right)^{(1-q) / 2(1+q)} C^{-2 /(q-1)} \lambda^{-2 /(q-1)} .
$$

Lemma 3.4. Let $\Omega$ be a region with $C^{1,1}$ boundary, let $r: N<r<\infty$ be given, and let

$$
1<s_{0}<r
$$

Then there is a constant $\delta>0$ and a constant $M$ such that for

$$
s_{0} \leqq s \leqq r
$$

if $u \in W^{2, r}(\Omega)$ and

$$
\|u\|_{2, r}<\delta
$$

then the operator $L_{u}$ defined by (19) acts from $W^{2, s}(\Omega) \cap W_{0}^{1,2}(\Omega)$ to $L^{s}(\Omega)$ and is invertible with inverse

$$
L_{u}^{-1}: L^{s}(\Omega) \rightarrow W^{2, s}(\Omega)
$$

satisfying the norm estimate

$$
\left\|L_{u}^{-1}\right\|<M
$$

4. Determination of $S(\lambda)$. The set $S(\lambda)$ will be taken to be of the form

$$
\begin{array}{r}
S(\lambda)=\left\{u: u \in W^{2, r}(\Omega) \cap W_{0}^{1,2}(\Omega), N_{\lambda}(u)=0, u \geqq 0, \text { a.e. in } \Omega,\right. \\
\left.0<\|u\|_{2, r} \leqq m_{1} \lambda^{-1 /(q-1)}, H_{\lambda}(u) \leqq m_{2}^{2} \lambda^{-2 /(q-1)}\right\},
\end{array}
$$

where $r$ and the constant $m_{1}$ (which depends on $\mu, C, N, \Omega$, and the choice of $r$ ) are to be determined; $m_{2}$ is chosen in accordance with (26), i.e.,

$$
\begin{equation*}
m_{2}=K(1+\mu)^{(q+1) / 2(q-1)} \tag{27}
\end{equation*}
$$

with $K$ as in Lemma 3.2. Note that with the exception of the inequality on the $(2, r)$-norm all of the conditions in the definition are preserved by the operator $T_{\lambda}$.

We first determine the order of the iterate of the operator $T_{\lambda}$ (defined by (5), (6); see also Lemma 3.1) that will leave $S(\lambda)$ invariant. What we actually seek is the number $n$ such that, if we begin with $u \in W_{0}^{1,2}$, then after $n$ iterations the resulting function will belong to $W^{2, r}(\Omega)$ with $r>N$. If $N=2$ then $r>2$ is chosen arbitrarily and we take $s_{0}=r, n=1$. If $N>2$ then we define inductively a finite sequence $s_{0}, s_{1}, \cdots, s_{n-1}$ by putting

$$
\begin{gathered}
s_{0}=p^{*} / q, \quad p^{*}=2 N / N-2, \\
s_{k+1}=N s_{k} / q\left(N-2 s_{k}\right), \quad 0<k<n
\end{gathered}
$$

(note that this sequence is strictly increasing only if (9) holds). We take $n$ to be the least natural number such that

$$
N / 2<s_{n-2} \quad \text { or } \quad N<s_{n-1}<\infty,
$$

we choose a finite $r>N$ arbitrarily in the former case and we take $r=s_{n-1}$ in the latter case. We have $n=1$ only if $N=2$ or $N=3$ and $q<2$.

Let $\lambda>0$ be fixed and let $u=u_{0}$ be an arbitrary element of $S(\lambda)$. Let the finite sequence

$$
u_{0}, u_{1}, \cdots, u_{n}
$$

be determined as follows: $u_{0}$ is as above and

$$
\begin{equation*}
L u_{k+1}=\alpha_{k} \lambda f\left(u_{k}\right) \quad\left(L=L_{v}, v=u_{k}\right), \quad 0<k<n \tag{28}
\end{equation*}
$$

where $\alpha_{k}$ is chosen so that $N\left(u_{k+1}\right)=0$. We want to estimate the norms of the $u_{k}$ simultaneously in $W^{2, s}(\Omega)\left(s=s_{k-1}\right)$ and $W^{2, r}(\Omega)$; more specifically, we shall derive estimates of the form

$$
\begin{gather*}
\left\|u_{k}\right\|_{2, s} \leqq \tau_{k} \lambda^{-1 /(q-1)} \quad\left(s=s_{k-1}\right),  \tag{29}\\
\left\|u_{k}\right\|_{2, r} \leqq \tau_{k} \lambda^{-1 /(q-1)} \tag{30}
\end{gather*}
$$

$k=1,2, \cdots, n$. In the course of this derivation we shall assume

$$
\begin{equation*}
\left\|u_{k}\right\|_{2, r}<\delta, \quad 0 \leqq k \leqq n, \tag{31}
\end{equation*}
$$

where, with $s_{0}$ and $r$ chosen as above, $\delta$ is as in Lemma 3.4; this assumption will be justified subsequently.

First, since $r>N$, (31) gives a uniform bound on the $\left\|\nabla u_{k}\right\|_{\infty}$; through (24) this gives a uniform estimate on the $\alpha_{k}$,

$$
\begin{equation*}
\alpha_{k} \leqq a_{0}, \quad 0 \leqq k<n . \tag{32}
\end{equation*}
$$

We have from $u_{0} \in S(\lambda)$,

$$
H_{\lambda}\left(u_{0}\right) \leqq m_{2}^{2} \lambda^{-2 /(q-1)} ;
$$

thus, in view of (18),

$$
\begin{aligned}
\left\|u_{0}\right\|_{1,2}^{2} & \leqq a_{0} \sqrt{(2+\varepsilon) / \varepsilon} H_{\lambda}\left(u_{0}\right) \\
& \leqq a_{0} \sqrt{(2+\varepsilon) / \varepsilon} m_{2}^{2} \lambda^{-2 /(q-1)},
\end{aligned}
$$

where $a_{0}$ is as in (32) (here we are taking $\|u\|_{1,2}=\left(\int_{\Omega}|\nabla u|^{2} d x\right)^{1 / 2}$ ). From the latter inequality, via (8),

$$
\begin{aligned}
\left\|f\left(u_{0}\right)\right\|_{s_{0}} & \leqq C\left\|u_{0}\right\|_{p^{*}}^{q} \\
& \leqq K C m_{2}^{q}\left(a_{0}^{2}(2+\varepsilon) / \varepsilon\right)^{q / 4} \lambda^{-q /(q-1)},
\end{aligned}
$$

and hence from (28), (32)

$$
\begin{equation*}
\left\|u_{1}\right\|_{2, s_{0}} \leqq K M C a_{0}^{1+q / 2} m_{2}^{q}((2+\varepsilon) / \varepsilon)^{q / 4} \lambda^{-1 /(q-1)} \leqq \tau_{1} \lambda^{-1 /(q-1)} \tag{33}
\end{equation*}
$$

(here $K$ incorporates an imbedding constant and $M$ is as in Lemma 3.4).
Similarly we have

$$
\begin{aligned}
\left\|f\left(u_{0}\right)\right\|_{r} & \leqq C K\left\|u_{0}\right\|_{\infty}^{q} \\
& \leqq K C m_{1}^{q} \lambda^{-q /(q-1)} ;
\end{aligned}
$$

hence

$$
\left\|u_{1}\right\|_{2, r} \leqq K M C a_{0} m_{1}^{q} \lambda^{-1 /(q-1)} \leqq \bar{\tau}_{1} \lambda^{-1 /(q-1)} .
$$

Proceeding inductively we get, for $1 \leqq k \leqq n$,

$$
\left\|f\left(u_{k}\right)\right\|_{s_{k}} \leqq C\left\|u_{k}\right\|_{q_{s_{k}}}^{q} \leqq C K^{q}\left\|u_{k}\right\|_{2, s_{k-1}}^{q} \leqq C K^{q} \tau_{k}^{q} \lambda^{-q /(q-1)},
$$

and hence

$$
\left\|u_{k+1}\right\|_{2, s_{k}} \leqq C M K^{q} a_{0} \tau_{k}^{q} \lambda^{-1 /(q-1)} \leqq \tau_{k+1} \lambda^{-1 /(q-1)} .
$$

Thus, with $\tau_{1}$ defined implicitly by (33), the $\tau_{k}$ are determined recursively by

$$
\tau_{k+1}=C M K^{q} a_{0} \tau_{k}^{q},
$$

where $K$ is an embedding constant that depends on $k$. The $\bar{\tau}_{k}$ satisfy a similar recursive relation with different values for $K$. The $\tau_{k}$ are completely determined and we now choose $m_{1}$ so that

$$
\begin{equation*}
m_{2}, \tau_{n}<m_{1} . \tag{34}
\end{equation*}
$$

The $\bar{\tau}_{k}$ now also can be determined and we shall assume, as we can, that they are nondecreasing with $m_{1} \leqq \bar{\tau}_{1}$.

Let $\Lambda>0$ be such that

$$
\bar{\tau}_{n} \Lambda^{-1 /(q-1)}<\delta .
$$

We easily see then that the assumption (31) is justified provided that $\lambda \geqq \Lambda$. Thus if $u_{0}, \cdots, u_{n}$ are as above then the inequalities (29) and (30) will hold provided $\lambda \geqq \Lambda$.

It follows from (34), (27), Lemma 3.2, and (25) that $S(\lambda) \neq \varnothing$. Let $\lambda \geqq \Lambda$, let $u=u_{0} \in S(\lambda)$ be chosen arbitrarily and let $u_{n}$ be related to $u$ as above, i.e., let $u_{n}=T^{n} u$. Then we easily see that $u_{n} \in S(\lambda)$. Indeed $N_{\lambda}\left(u_{n}\right)=0$ by the definition of $T_{\lambda}, H_{\lambda}\left(u_{n}\right) \leqq$ $H_{\lambda}(u) \leqq m_{2}^{2} \lambda^{2 /(q-1)}$ by Lemma 3.1, $u_{n} \geqq 0$ almost everywhere for elementary reasons, and finally we have

$$
\left\|u_{n}\right\|_{2, r} \leqq \tau_{n} \lambda^{-1 /(q-1)} \leqq m_{1} \lambda^{-1 /(q-1)}
$$

by (34). Thus, as claimed, $T^{n}$ maps $S(\lambda)$ into itself provided $\lambda \geqq \Lambda$.
5. Statement of results. From the preceding section we deduce the following result. Theorem 5.1. Let $\Omega$ be a bounded domain in $\mathbb{R}^{N}$ with $C^{1,1}$ boundary. Let $f \in C[0, \infty)$ satisfy (8), where (9) holds, and (10). Then there is a function $\Lambda=\Lambda(\Omega, \mu, f)$, monotone nondecreasing in $\mu$ for $\Omega, f$ fixed, such that for all $\lambda \geqq \Lambda(\Omega, \mu, f)$, the problem (7) has a nontrivial, nonnegative $C^{1}$-solution.

Remarks. 1. It is clear from the proof that $f$ need only be defined and/or satisfy (8), (10) on some interval $[0, c)$.
2. Explicit dependence of $f$ on $x$ can be allowed provided (8), (9) hold with the constant $C$ independent of $x$ and (10) is satisfied.
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#### Abstract

In this paper, weighted Sobolev spaces and the method of limiting absorption are used to settle questions of existence and uniqueness of solutions to transmission problems for the Schrödinger equation. The methods used here are suitable for problems in which there are inhomogeneous terms and variable coefficients that vanish asymptotically at infinity. Furthermore, it is shown that transmission solutions


 which satisfy the radiation condition$$
(1+r)^{-\mu / 2}\left(\frac{\partial u_{2}}{\partial r}-i k u_{2}\right) \in L_{2}\left(\Omega_{2}\right), \quad r=|x|, \quad x \in \mathbf{R}^{n}, \quad 0 \leqq \mu \leqq 1
$$

also satisfy an integrability condition at infinity of the form

$$
(1+r)^{-1 / 2}(\ln (e+r))^{-1 / 2-\delta / 2} u_{2} \in L_{2}\left(\Omega_{2}\right), \quad \delta>0
$$
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1. Introduction. Exterior boundary value problems involving compact boundaries associated with the Helmholtz equation

$$
\begin{equation*}
\left(\Delta+k^{2}\right) u=f, \quad k^{2}>0 \tag{1.1}
\end{equation*}
$$

have already been investigated by many authors. In these investigations a crucial role is played by the Sommerfeld radiation conditions. These were obtained by A. Sommerfeld from physical consideration and require that solutions should have the behaviour

$$
\begin{gather*}
u=O\left(r^{-(n-1) / 2}\right),  \tag{1.2}\\
\frac{\partial u}{\partial r}-i k u=o\left(r^{-(n-1) / 2}\right), \tag{1.3}
\end{gather*}
$$

as $r=|x| \rightarrow \infty$. Examples of corresponding existence and uniqueness theorems can be found in the book by Kupradze [13]. Vekua [22] has shown that (1.2) is superfluous since (1.3) on its own guarantees uniqueness, while Rellich [19] has shown that (1.3) can be weakened to the following integral form:

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \int_{s(R)}|\partial u / \partial r-i k u|^{2} d s=0 \tag{1.4}
\end{equation*}
$$

where $s(R)$ is a sphere of radius $R$. The existence of radiating solutions to (1.1) has been settled using, for instance, integral equation methods (see, for example, Jager [5]). Similar problems involving differential equations of more general elliptic type in the limiting case where the losses vanish have been studied by a number of Russian authors [2], [3], [21].

The existence and uniqueness of a radiating solution for boundary value problems involving an infinite boundary for general elliptic differential equations has been

[^80]considered by Vogelsang [23] and Saranen [20]. These authors require that radiating solutions should satisfy the following conditions: a finiteness condition
\[

$$
\begin{equation*}
\left(1+|x|^{2}\right)^{-1 / 4-\delta / 2} u \in L_{2}(\Omega) \tag{1.5}
\end{equation*}
$$

\]

and a radiating condition

$$
\begin{equation*}
\left(1+|x|^{2}\right)^{-\delta / 2} \nabla\left(e^{-i k r} u\right) \in\left(L_{2}(\Omega)\right)^{n} \tag{1.6}
\end{equation*}
$$

In Neittaanmaki and Roach [15] it is shown that under the assumption $(1+|x|) \times$ $(\ln (e+|x|))^{\delta / 2} f \in L_{2}(\Omega)$ there exists a unique solution $u$ of (1.1) satisfying the radiation condition

$$
\begin{equation*}
\frac{\partial u}{\partial r}-i k u \in L_{2}(\Omega) \tag{1.7}
\end{equation*}
$$

In [15] it is also shown that the radiation solution has the following integrability property:

$$
\begin{equation*}
(1+|x|)^{-1 / 2}(\ln (e+|x|))^{-1 / 2-\delta / 2} u \in L_{2}(\Omega) \tag{1.8}
\end{equation*}
$$

where $\delta$ is some fixed number satisfying $0<\delta<\frac{1}{2}$.
Transmission problems for the Helmholtz equation (1.1) have also been studied. In [11] Kress and Roach considered the existence and uniqueness of transmission solutions for (1.1), (1.2), and (1.3), with $f=0$ and established existence and uniqueness theorems using integral equation methods. In this connection we also mention the works of Kittappa and Kleinman [9], Kleinman and Martin [10], Kupradze [13], Ramm [18], and Werner [25], [26]. In particular, we remark that in [25] and [26] Werner used integral equation methods to study the existence and uniqueness of transmission solutions to the reduced wave equation in which the smooth coefficients and inhomogeneous terms are assumed to be constants and zero, respectively, outside a sphere of sufficiently large radius. Jones [6] established a uniqueness theorem for elastodynamics, with spatially varying parameters, by making extensive use of the properties of the spherical harmonics. Kristensson [12] obtained a uniqueness theorem for Helmholtz equation in penetrable media with an infinite interface in the lossless case, and in this connection we also mention the results of Odeh [16]. Beck [1] studied a transmission problem for a second-order uniformly elliptic differential operator of Helmholtz type in the case of a more general geometry compared to [12]. Here he derived a Rellich-type estimate for the transmission solutions and established the uniqueness theorem using this estimate in the case where the field $u$ and its covariant derivative are continuous on the interface.

In the present paper we study the uniqueness and existence of transmission solutions to a non-selfadjoint differential equation of Schrödinger type. In [4] Eidus proved that under certain conditions the non-selfadjoint differential operator in $L_{2}\left(\mathbf{R}^{n}\right)$ defined by

$$
\begin{equation*}
L:=-\Delta+B(x) \nabla+q(x) \tag{1.9}
\end{equation*}
$$

has no positive eigenvalues. Using this result of Eidus and a radiation condition of the form

$$
\begin{equation*}
(1+r)^{-\mu / 2}\left(\frac{\partial u_{2}}{\partial r}-i k u_{2}\right) \in L_{2}\left(\Omega_{2}\right), \quad 0 \leqq \mu \leqq 1 \tag{1.10}
\end{equation*}
$$

we can obtain a uniqueness theorem for transmission problems for the Schrödinger equation

$$
\begin{equation*}
-\Delta u+B(x) \nabla u+q(x) u-k^{2} u=f, \quad k^{2}>0 \tag{1.11}
\end{equation*}
$$

This is achieved by imposing suitable conditions on the coefficients and by using the unique continuation principle [14]. Weighted Sobolev spaces are then used to prove the limiting absorption principle, from which an existence theorem for transmission solutions can be derived. Furthermore, it is shown that transmission solutions satisfy the integrability property

$$
\begin{equation*}
(1+|x|)^{-1 / 2}(\ln (e+|x|))^{-1 / 2-\delta / 2} u_{2} \in L_{2}\left(\Omega_{2}\right), \tag{1.12}
\end{equation*}
$$

where $\delta$ is some fixed number and $0<\delta \leqq 1$.
2. Statement of the problem and notation. Let $\Omega_{1} \subset \mathbf{R}^{n}$ be a bounded domain and $\Omega_{2}$ be the exterior. The interface boundary $\Gamma:=\partial \Omega_{1}=\partial \Omega_{2}$ is assumed to be of class $C^{2}$. We denote by $\nu=\left(\nu_{1}, \nu_{2}, \cdots, \nu_{n}\right)$ the unit normal to $\Gamma$ drawn in the direction from $\Omega_{1}$ to $\Omega_{2}$.

We are concerned with the uniqueness and existence of solutions to the following problem.

Transmission problem. Find $u=\left(u_{1}, u_{2}\right) \in C^{2}\left(\Omega_{1}\right) \times C^{2}\left(\Omega_{2}\right)$ such that

$$
\begin{gather*}
-\Delta u_{j}+B_{j} \nabla u_{j}+q_{j} u_{j}-k^{2} u_{j}=f_{j} \quad \text { in } \Omega_{j}, \quad j=1,2, \\
\alpha u_{1}-u_{2}=g_{1} \quad \text { on } \Gamma, \\
\beta \partial u_{1} / \partial \nu-\partial u_{2} / \partial \nu=g_{2} \quad \text { on } \Gamma,  \tag{2.1}\\
(1+r)^{-\mu / 2}\left(\frac{\partial u_{2}}{\partial r}-i k u_{2}\right) \in L_{2}\left(\Omega_{2}\right), \quad 0 \leqq \mu \leqq 1,
\end{gather*}
$$

where $B_{j}, q_{j}, f_{j}$, and $u_{j}$ are complex-valued functions on $\Omega_{j}, j=1,2, g_{j}, j=1,2$ are complex-valued functions on $\Gamma, k^{2}>0, \alpha, \beta \in \mathbf{C} \backslash\{0\}$ are constants. In $\Omega_{j}, j=1,2$, we assume that the following relations hold:

$$
\begin{gather*}
\left|B_{j}\right|+\left|q_{j}\right| \leqq C, \quad j=1,2,  \tag{2.2}\\
q_{1}, B_{1} \in C\left(\Omega_{1}\right), \quad q_{2}, B_{2} \in C\left(\Omega_{2}\right),  \tag{2.3}\\
\left|q_{2}\right|+\left|B_{2}\right|=O\left(r^{-2}(\ln r)^{-1-\delta}\right), \quad 0<\delta \leqq 1, \quad r \rightarrow \infty,  \tag{2.4}\\
f_{j} \in L_{2}\left(B(R) \cap \Omega_{j}\right) \quad \forall R>0, \quad j=1,2, \quad g_{1} \in H^{1 / 2}(\Gamma), \quad g_{2} \in H^{-1 / 2}(\Gamma) .
\end{gather*}
$$

With $D \subset \mathbf{R}^{n}$ an open set, we introduce complex Sobolev spaces $H^{k}(D), k=0,1,2, \cdots$, and $H^{l}(\Gamma), l \in \mathbf{R}$. The inner product on $H^{k}(D)$ is denoted by

$$
(u, v)_{k, D}=\sum_{|\alpha| \leqq k} \int_{D} \partial^{\alpha} u \partial^{\alpha} \bar{v} d x,
$$

where $\partial^{\alpha}=\partial_{1}^{\alpha_{1}} \cdots \partial_{n}^{\alpha_{n}}, \partial_{i}=\partial / \partial x_{i}$, and the corresponding norm by $\|u\|_{k, D}=\sqrt{(u, u)_{k, D}}$. The duality relation between $H^{l}(\Gamma)$ and $H^{-l}(\Gamma)$ will be denoted by $\langle\circ, \circ\rangle$. By $\mathscr{D}(D)$ we denote the space of infinitely continuously differential functions having compact support in $D$.

It is convenient to introduce the following weight functions:

$$
\begin{align*}
& P_{\delta}(x):=(1+|x|)^{-1 / 2}(\ln (e+|x|))^{-1 / 2-\delta / 2}, \\
& q_{\delta}(x):=(\ln (e+|x|))^{-\delta / 2},  \tag{2.5}\\
& \rho(x):=(1+|x|)(\ln (e+|x|))^{\delta / 2},
\end{align*}
$$

and for any weight function $g$ the following weighted Sobolev spaces:

$$
\begin{gathered}
L_{g}^{2}(D):=\left\{u \in L_{2}(D \cap B(R)) \forall R>0 \mid g u \in L_{2}(D)\right\}, \\
H_{g}^{k}(D):=\left\{u \in H^{k}(D \cap B(R)) \forall R>0\left|g \partial^{\alpha} u \in L_{2}(D),|\alpha| \leqq k\right\},\right.
\end{gathered}
$$

with the weighted norm

$$
\|u\|_{k, g, D}:=\left(\sum_{|\alpha| \leqq k} \int_{D} g^{2}\left|\partial^{\alpha} u\right|^{2} d x\right)^{1 / 2}
$$

and the Sobolev space

$$
L_{g}^{2}(\Omega):=L_{g}^{2}\left(\Omega_{1}\right) \times L_{g}^{2}\left(\Omega_{2}\right)
$$

with the norm

$$
\|u\|_{0, g, \Omega}:=\left(\sum_{j=1}^{2}\left\|u_{j}\right\|_{0, g, \Omega_{j}}^{2}\right)^{1 / 2}
$$

where $\Omega=\Omega_{1} \cup \Omega_{2}$.
Let $r=|x|, \hat{x}=x / r$, and $\partial_{r} u=\partial u / \partial r=\hat{x} \nabla u$, where $\nabla u=\left(\partial_{1} u, \cdots, \partial_{n} u\right)$. We introduce the abbreviations

$$
\begin{aligned}
& E(R):=\left\{x \in \mathbf{R}^{n}| | x \mid>R\right\}, \\
& B(R):=\left\{x \in \mathbf{R}^{n}| | x \mid<R\right\}, \\
& S(R):=\left\{x \in \mathbf{R}^{n}| | x \mid=R\right\}, \\
& D(R):=\left\{x \in \Omega_{2}| | x \mid \leqq R\right\} .
\end{aligned}
$$

For convenience, we suppose that $0 \in \Omega_{1}$ and that $R_{0}$ is a fixed number such that $\bar{\Omega}_{1} \subset B\left(R_{0}\right)$. Thus, let

$$
\begin{aligned}
& \Omega(R):=\left\{x \in E\left(R_{0}\right)| | x \mid<R\right\} \\
& \Omega\left(R_{1}, R_{2}\right):=\left\{x \in E\left(R_{0}\right)\left|R_{1}<|x|<R_{2}\right\} .\right.
\end{aligned}
$$

To give a definition of a weak formulation of (2.1) we introduce the following bounded, bilinear, and linear functionals:

$$
\begin{align*}
& a_{j}\left(u_{j}, v_{j}\right):=\int_{\Omega_{j}}\left(\nabla u_{j} \nabla \bar{v}_{j}+B_{j} \nabla u_{j} \bar{v}_{j}+q_{j} u_{j} \bar{v}_{j}-k^{2} u_{j} \bar{v}_{j}\right) d x  \tag{2.6}\\
& \forall u_{j}, v_{j} \in H^{1}\left(\Omega_{j}\right), \quad j=1,2, \\
& a(u, v):=\bar{\alpha} \beta a_{1}\left(u_{1}, v_{1}\right)+a_{2}\left(u_{2}, v_{2}\right),  \tag{2.7}\\
& \forall u=\left(u_{1}, u_{2}\right), \quad v=\left(v_{1}, v_{2}\right) \in H^{1}\left(\Omega_{1}\right) \times H^{1}\left(\Omega_{2}\right), \\
& F(v):=\bar{\alpha} \beta \int_{\Omega_{1}} f_{1} \bar{v}_{1} d x+\int_{\Omega_{2}} f_{2} \bar{v}_{2} d x+\int_{\Gamma} g_{2} \bar{v}_{2} d s  \tag{2.8}\\
& \forall v=\left(v_{1}, v_{2}\right) \in H^{1}\left(\Omega_{1}\right) \times H^{1}\left(\Omega_{2}\right),
\end{align*}
$$

together with the sets

$$
H_{E}:=\left\{v=\left(v_{1}, v_{2}\right) \mid v_{j} \in H^{1}\left(B(R) \cap \Omega_{j}\right) \forall R>0, j=1,2, \alpha v_{1}=v_{2} \text { on } \Gamma\right\}
$$

and

$$
H_{E}^{*}:=\left\{v=\left(v_{1}, v_{2}\right) \mid v_{j} \in H^{1}\left(B(R) \cap \Omega_{j}\right) \forall R>0, j=1,2, \alpha v_{1}-v_{2}=g_{1} \text { on } \Gamma\right\} .
$$

With the above notation, a weak formulation of (2.1) is given:
Find $u=\left(u_{1}, u_{2}\right) \in H_{E}^{*} \quad$ such that $a(u, \phi v)=F(\phi v) \quad \forall v \in H_{E}, \quad \phi \in \mathscr{D}\left(\mathbf{R}^{n}\right)$, $(1+r)^{-\mu / 2}\left(\partial u_{2} / \partial r-i k u_{2}\right) \in L_{2}\left(\Omega_{2}\right)$.

Solutions of (2.9) are called weak solutions of (2.1). In what follows we are concerned with showing that weak solutions of the transmission problem (2.1) exist and, moreover, are unique.
3. On the uniqueness of the transmission solutions. To establish the required uniqueness of the solutions to (2.9), we make use of the following result due to Eidus [4, Thm. 3.2].

Lemma 3.1 [4]. Under the assumptions (2.2)-(2.4), every solution $u \in$ $H^{2}\left(E\left(R_{1}\right) \cap B(R)\right)$ for all $R>R_{1}$ of the equation

$$
-\Delta u+B_{2} \nabla u+q_{2} u=k^{2} u, \quad k^{2}>0 \quad \text { in } E\left(R_{1}\right), \quad R_{1} \geqq R_{0}
$$

is equal to zero almost everywhere in $E\left(R_{1}\right)$ if $u \in L_{2}\left(E\left(R_{1}\right)\right)$.
Theorem 3.1. The transmission problem (2.9) has at most one solution.
Proof. Let $u=\left(u_{1}, u_{2}\right) \in H_{E}$ be such that

$$
\begin{equation*}
a(u, \phi v)=0 \quad \forall v \in H_{E}, \quad \phi \in \mathscr{D}\left(\mathbf{R}^{n}\right) \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
(1+r)^{-\mu / 2}\left(\frac{\partial u_{2}}{\partial r}-i k u_{2}\right) \in L_{2}\left(\Omega_{2}\right) \tag{3.2}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
u_{j} \in H^{1}\left(B(R) \cap \Omega_{j}\right) \quad \forall R>0, \quad a_{j}\left(u_{j}, \phi\right)=0 \quad \forall \phi \in \mathscr{D}\left(\Omega_{j}\right), \quad j=1,2 . \tag{3.3}
\end{equation*}
$$

Furthermore, by the coerciveness estimates [14, Thm. 2.7], we see that

$$
\begin{equation*}
u_{j} \in H^{2}\left(B(R) \cap \Omega_{j}\right) \quad \forall R>0, \tag{3.4}
\end{equation*}
$$

and that for any $R>0$ there is a constant $C_{R}$ such that

$$
\begin{equation*}
\left|\Delta u_{j}\right| \leqq C_{R}\left(\left|u_{j}\right|+\left|\nabla u_{j}\right|\right) \quad \text { a.e. in } B(R) \cap \Omega_{j} \quad \forall R>0, \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
-\Delta u_{j}+B_{j} \nabla u_{j}+q_{j} u_{j}-k^{2} u_{j}=0 \quad \text { a.e. in } B(R) \cap \Omega_{j} \quad \forall R>0, \quad j=1,2 . \tag{3.6}
\end{equation*}
$$

Hence we can obtain from the definition of $H_{E}$ and (3.1) the transmission conditions

$$
\begin{array}{ll}
\alpha u_{1}=u_{2} & \text { on } \Gamma, \\
\frac{\beta \partial u_{1}}{\partial n}=\frac{\partial u_{2}}{\partial \nu} & \text { on } \Gamma . \tag{3.8}
\end{array}
$$

Bearing in mind Lemma 3.1 and (3.6), it remains to prove that $u_{2} \in L_{2}\left(\Omega_{2}\right)$.
Step 1. We prove that

$$
(1+r)^{-1 / 2}(\ln (e+r))^{-1 / 2-\delta / 2}\left(\left|u_{2}\right|+\left|\nabla u_{2}\right|\right) \in L_{2}\left(\Omega_{2}\right)
$$

and

$$
(1+r)^{-1 / 2}\left|\nabla\left(e^{-i k r} u_{2}\right)\right| \in L_{2}\left(\Omega_{2}\right)
$$

Let $R>R_{1}>R_{0}+1, \eta(r)=r^{-1 / 2}(\ln r)^{-1 / 2-\delta / 2}$ and $g(r)=r^{-1 / 2}$ for $r>1$. By direct calculation with $w=e^{-i k r} u_{2}$, we see from (3.6) that

$$
\begin{equation*}
\left(-\Delta-i k\left(2 \partial_{r}+(n-1) r^{-1}\right)+B_{2} \nabla+q_{2}+i k B_{2} \hat{x}\right) w=0 \quad \text { a.e. in } \Omega_{2} . \tag{3.9}
\end{equation*}
$$

On multiplying the equation (3.9) by $(\ln r)^{-\delta} \bar{w}$, integrating over $\Omega\left(R_{1}, R\right)$, and taking the imaginary part of both sides of the equation thus obtained, we get by appropriate partial integration that

$$
\begin{align*}
& \delta k\left\|u_{2}\right\|_{0, \eta, \Omega\left(R_{1}, R\right)}^{2}+k(\ln R)^{-\delta}\left\|u_{2}\right\|_{0, s(R)}^{2} \\
& =\operatorname{Im} \int_{\Omega\left(R_{1}, R\right)}\left[B_{2} \nabla w \bar{w}+q_{2}|w|^{2}+i k B_{2} \hat{x}|w|^{2}-\delta(r \ln r)^{-1} \partial_{r} w \bar{w}\right](\ln r)^{-\delta} d x  \tag{3.10}\\
& \quad-(\ln R)^{-\delta} \operatorname{Im}\left(\partial_{r} w, w\right)_{0, s(R)}+K_{R_{1}}(w),
\end{align*}
$$

where $\left|K_{R_{1}}(w)\right| \leqq C\|w\|_{1, s\left(R_{1}\right)}^{2}<+\infty$. By (2.4) and Cauchy's inequality we obtain from (3.10) that

$$
\begin{align*}
& \delta k\left\|u_{2}\right\|_{0, \eta, \Omega\left(R_{1}, R\right)}^{2}+k(\ln R)^{-\delta}\left\|u_{2}\right\|_{0, s(R)}^{2} \\
& \quad \leqq C\left(\ln R_{1}\right)^{-\delta}\left\{\|\nabla w\|_{0, g, \Omega\left(R_{1}, R\right)}^{2}+\left\|u_{2}\right\|_{0, \eta, \Omega\left(R_{1}, R\right)}^{2}+(\ln R)^{-\delta}\left\|u_{2}\right\|_{0, s(R)}^{2}\right\}  \tag{3.11}\\
& \quad+\left\|\partial_{r} w\right\|_{0, s(R)}^{2}+K_{R_{1}}(w) .
\end{align*}
$$

On the other hand, multiply (3.9) by $2 g^{2}\left(r \partial_{r} \bar{w}+(n-1) / 2 \bar{w}\right)$, integrate over $\Omega\left(R_{1}, R\right)$, and make use of the basic identity

$$
\begin{align*}
2 \operatorname{Re}\left[\Delta w r h(r) \partial_{r} \bar{w}\right]=\operatorname{div} & {\left[2 \operatorname{Re} \nabla w r h(r) \partial_{r} \bar{w}-h(r)|\nabla w|^{2} x\right]+(n-2) h(r)|\nabla w|^{2} } \\
+ & r \partial_{r} h(r)\left(|\nabla w|^{2}-2\left|\partial_{r} w\right|^{2}\right) \quad \text { a.e. in } E\left(R_{0}\right), \tag{3.12}
\end{align*}
$$

with $h(r)=g^{2}=r^{-1}$ to obtain, after integrating by parts, the result

$$
\begin{align*}
& 2\|\nabla w\|_{0, g, \Omega\left(R_{1}, R\right)}^{2}-2\left\|\partial_{r} w\right\|_{0, g, \Omega\left(R_{1}, R\right)}^{2}-(n-1) \operatorname{Re}\left(\partial_{r} w, r^{-2} w\right)_{0, \Omega\left(R_{1}, R\right)} \\
&+2 \operatorname{Re}\left(\left(B_{2} \nabla+q_{2}+i k B_{2} \hat{x}\right) w, g^{2}\left(r \partial_{r}+(n-1) / 2\right) w\right)_{0, \Omega\left(R_{1}, R\right)} \\
&-\int_{s(R)}\left(2\left|\partial_{r} w\right|^{2}-|\nabla w|^{2}\right) d s-(n-1) R^{-1} \operatorname{Re} \int_{s(R)} \bar{w} \partial_{r} w d s  \tag{3.13}\\
& \quad+\int_{s\left(R_{1}\right)}\left(2\left|\partial_{r} w\right|^{2}-|\nabla w|^{2}\right) d s+(n-1) R_{1}^{-1} \operatorname{Re} \int_{s\left(R_{1}\right)} \bar{w} \partial_{r} w d s=0 .
\end{align*}
$$

Taking into account (2.4) and the fact that $|\nabla w|^{2}-\left|\partial_{r} w\right|^{2} \geqq 0$, we obtain from (3.13) that

$$
\begin{gather*}
\|\nabla w\|_{0, g, \Omega\left(R_{1}, R\right)}^{2} \leqq C R_{1}^{-1 / 2}\left\{\|\nabla w\|_{0, g, \Omega\left(R_{1}, R\right)}^{2}+\left\|u_{2}\right\|_{0, \eta, \Omega\left(R_{1}, R\right)}^{2}\right. \\
\left.+(\ln R)^{-\delta}\left\|u_{2}\right\|_{0, s(R)}^{2}\right\}+\left\|\partial_{r} w\right\|_{0, s(R)}^{2}  \tag{3.14}\\
+\left\|\partial_{r} w\right\|_{0, g, \Omega\left(R_{1}, R\right)}^{2}+K_{R_{1}}(w) .
\end{gather*}
$$

Thus for $R_{1}$ sufficiently large we get from (3.11) and (3.14) that

$$
\left\|u_{2}\right\|_{0, \eta, \Omega\left(R_{1}, R\right)}^{2}+\|\nabla w\|_{0, g, \Omega\left(R_{1}, R\right)}^{2} \leqq C\left(R_{1}\right)\left\{\left\|\partial_{r} w\right\|_{0, s(R)}^{2}+\left\|\partial_{r} w\right\|_{0, g, \Omega\left(R_{1}, R\right)}^{2}\right\}+K_{R_{1}}(w) .
$$

As $(1+r)^{-\mu / 2} \partial_{r} w \in L_{2}\left(\Omega_{2}\right)$ and $0 \leqq \mu \leqq 1$, there is a sequence $R_{j} \rightarrow \infty$ such that $\left\|\partial_{r} w\right\|_{0, s\left(R_{j}\right)}^{2}$ tends to zero. Thus, we get

$$
\left\|u_{2}\right\|_{0, \eta, E\left(R_{1}\right)}^{2}+\|\nabla w\|_{0, g, E\left(R_{1}\right)}^{2} \leqq C\left(R_{1}\right)\left\|\partial_{r} w\right\|_{0, g, E\left(R_{1}\right)}^{2}+K_{R_{1}}(w)<+\infty .
$$

Consequently, $(1+r)^{-1 / 2}(\ln (e+r))^{-1 / 2-\delta / 2} u_{2} \in L_{2}\left(\Omega_{2}\right) \quad$ and $(1+r)^{-1 / 2}\left|\nabla\left(e^{-i k r} u_{2}\right)\right| \epsilon$ $L_{2}\left(\Omega_{2}\right)$. This, combined with (3.6), implies that $(1+r)^{-1 / 2}(\ln (e+r))^{-1 / 2-\delta / 2}\left|\nabla u_{2}\right| \in$ $L_{2}\left(\Omega_{2}\right)$.

Step 2. To show that $|\nabla w| \in L_{2}\left(\Omega_{2}\right)$, we need the following.
In the equation (3.13), integrating

$$
\operatorname{Re} \int_{\Omega\left(R_{1}, R\right)} r^{-2} \bar{w} \partial_{r} w d x
$$

by parts and letting $R \rightarrow \infty$, we get

$$
\begin{aligned}
2 \int_{E\left(R_{1}\right)} & r^{-1}\left\{|\nabla w|^{2}-\left|\partial_{r} w\right|^{2}\right\} d x+\int_{s\left(R_{1}\right)}\left\{2\left|\partial_{r} w\right|^{2}-|\nabla w|^{2}+(n-1) R_{1}^{-1} \operatorname{Re} \bar{w} \partial_{r} w\right\} d s \\
= & -(n-1) / 2\left\{(n-3) \int_{E\left(R_{1}\right)} r^{-3}\left|u_{2}\right|^{2} d x+\int_{s\left(R_{1}\right)} r^{-2}\left|u_{2}\right|^{2} d s\right\} \\
& -\operatorname{Re}\left(\left(B_{2} \nabla+q_{2}+i k B_{2} \hat{x}\right) w,\left(2 \partial_{r} w+(n-1) r^{-1} w\right)\right)_{0, E\left(R_{1}\right)} .
\end{aligned}
$$

From the assumption (2.4) and Step 1 we infer that the right-hand side of the above equality is integrable with respect to $R_{1}$ from $R$ to $\infty$ and, therefore, so is the left-hand side. Integrating both sides of the above equality with respect to $R_{1}$ from $R$ to $\infty$ and denoting the left-hand side and the right-hand side of the equality thus obtained by $L H(R)$ and $R H(R)$, respectively, we then have $R H(R)<+\infty$, while

$$
\begin{aligned}
L H(R)= & \liminf _{R_{2} \rightarrow \infty}\left\{\int_{\Omega\left(R, R_{2}\right)}\left[|\nabla w|^{2}+(n-1) r^{-1} \operatorname{Re} \bar{w} \partial_{r} w\right] d x\right. \\
& +2 R_{2} \int_{E\left(R_{2}\right)} r^{-1}\left[|\nabla w|^{2}-\left|\partial_{r} w\right|^{2}\right] d x \\
& \left.-2 R \int_{E(R)} r^{-1}\left[|\nabla w|^{2}-\left|\partial_{r} w\right|^{2}\right] d x\right\} \\
\geqq & \liminf _{R_{2} \rightarrow \infty}\left\{\frac{1}{2} \int_{\Omega\left(R, R_{2}\right)}|\nabla w|^{2} d x-(n-1)^{2} / 2 \int_{\Omega\left(R, R_{2}\right)} r^{-2}\left|u_{2}\right|^{2} d x\right. \\
& \left.-2 R \int_{E(R)} r^{-1}\left[|\nabla w|^{2}-\left|\partial_{r} w\right|^{2}\right] d x\right\},
\end{aligned}
$$

where we have used Young's inequality and the fact that

$$
|\nabla w|^{2}-\left|\partial_{r} w\right|^{2} \geqq 0 .
$$

Hence, from the above inequality and Step 1 it follows immediately that $|\nabla w| \in L_{2}\left(\Omega_{2}\right)$.
Step 3. To show that $\lim \inf _{R \rightarrow \infty} \int_{s(R)}\left(\left|u_{2}\right|^{2}+\left|\nabla u_{2}\right|^{2}\right) d s=0$, we need the following.
Let $R>R_{0}$ and $j$ be an arbitrary integer with $j>R$. Choose $\phi_{j}(r) \in \mathscr{D}\left(\mathbf{R}^{n}\right)$, satisfying

$$
\begin{gather*}
\phi_{j}(r)=1, \quad r \leqq R, \quad \phi_{j}(r)=0, \quad r \leqq j, \quad 0 \leqq \phi_{j} \leqq 1 \quad \text { in } \mathbf{R}^{n},  \tag{3.15}\\
\left|\partial_{r} \phi_{j}\right| \leqq C(j-R)^{-1}, \quad \partial_{r} \phi_{j} \leqq 0, \quad R<r<j, \tag{3.16}
\end{gather*}
$$

where $C$ is a constant independent of $r, R, j$, and $\phi_{j}$. The existence of suitable $\phi_{j}$ is indicated in Remark 3.1 below. On multiplying (3.9) by $\phi_{j} \bar{w}$ and integrating it over $\Omega(R, j)$, we have

$$
\begin{align*}
& \operatorname{Im}\left(\partial_{r} u_{2}, u_{2}\right)_{0, s(R)}=- \operatorname{Im} \\
& \int_{\Omega(R, j)}\left\{\left[B_{2} \nabla w+q_{2} w+i k B_{2} \hat{x} w\right] \phi_{j} \bar{w}+\partial_{r} \phi_{j} \partial_{r} w \bar{w}\right\} d x  \tag{3.17}\\
&-k \int_{\Omega(R, j)} \partial_{r} \phi_{j}\left|u_{2}\right|^{2} d x .
\end{align*}
$$

By assumption (2.4), Step 1, Step 2, (3.15), and (3.16), we see that the first term of the right-hand side of (3.17) remains finite as $j \rightarrow \infty$ and therefore the second one is finite as well. Define

$$
f_{j}(r):=k\left|\partial_{r} \phi_{j}\right|\left\|u_{2}\right\|_{0, s(r)}^{2} \quad \text { for all } r \geqq R ;
$$

then $f_{j}(r) \rightarrow 0$ almost everywhere in [ $R, \infty$ ) as $j \rightarrow \infty$ from (3.15) and (3.16) and

$$
I_{j}(R):=-k \int_{\Omega(R, j)} \partial_{r} \phi_{j}\left|u_{2}\right|^{2} d x=\int_{R}^{\infty} f_{j}(r) d r
$$

is uniformly bounded for $j \geqq R$ and is convergent as $j \rightarrow \infty$ from (3.17). For all $j>R$ let $g_{j}=\sup \left\{f_{j}, f_{j+1}, \cdots\right\}$. Then $g_{j}$ is integrable. In fact, $M f_{j k}:=\max \left\{f_{j}, f_{j+1}, \cdots, f_{j+k}\right\}$ is integrable. Moreover, $M f_{j k} \rightarrow g_{j}$ as $k \rightarrow \infty$ and for any $j>R$ there is a constant $A(j)>0$, independent of $k$ and $M f_{j k}$, such that

$$
\begin{equation*}
\int_{R}^{\infty} M f_{j k} d r \leqq A(j) \quad \text { for all positive integer } k \tag{3.18}
\end{equation*}
$$

for $G_{j}(x):=\sup _{k} \int_{x}^{\infty} M f_{j k} d r$ with $x \geqq R$ is a nonincreasing positive function of $x$, and thus for any $j>R, G_{j}(x)$ tends to $M_{j}$, with $0 \leqq M_{j}<\infty$ as $x \rightarrow \infty$. Therefore the function $g_{j}$ is indeed integrable by Levi's theorem (see [24, p.368]). The sequence $\left\{g_{j}\right\}$ is nonincreasing, the integrals $\int g_{j} d r \geqq 0$ and $g_{j} \rightarrow 0$ almost everywhere in $[R, \infty)$. Hence,

$$
\begin{equation*}
\int_{R}^{\infty} g_{j} d r \rightarrow 0 \tag{3.19}
\end{equation*}
$$

as $j \rightarrow \infty$ by Levi's theorem. The inequalities $f_{j} \leqq g_{j}$ for all $j>R$ imply that $I_{j}(R) \rightarrow 0$ as $j \rightarrow \infty$. This combined with (3.17) yields

$$
\operatorname{Im}\left(\partial_{r} u_{2}, u_{2}\right)_{0, s(R)} \rightarrow 0
$$

as $R \rightarrow \infty$. From this and the fact that

$$
|\nabla w|^{2}=\left|\nabla u_{2}\right|^{2}+k^{2}\left|u_{2}\right|^{2}-2 k \operatorname{Im} \partial_{r} u_{2} \bar{u}_{2}, \quad|\nabla w| \in L_{2}\left(\Omega_{2}\right),
$$

the required result follows.
Step 4. We prove that $u_{2} \in L_{2}\left(\Omega_{2}\right)$ and $u_{j}=0$ almost everywhere in $\Omega_{j}, j=1,2$.
Multiply the equation (3.6) by $2 \partial_{r} \bar{u}_{2}+(n-1) r^{-1} \bar{u}_{2}$, integrate it over $E(R)$, and take the real part of both sides of the equality thus obtained to get

$$
\begin{aligned}
& 2\left(\left\|\nabla u_{2}\right\|_{0, g, E(R)}^{2}-\left\|\partial_{r} u_{2}\right\|_{0, g, E(R)}^{2}\right)-(n-1) \operatorname{Re}\left(\partial_{r} u_{2}, r^{-2} u_{2}\right)_{0, E(R)} \\
& \quad+\operatorname{Re}\left(\left(B_{2} \nabla+q_{2}\right) u_{2}, 2 \partial_{r} u_{2}+(n-1) r^{-1} u_{2}\right)_{0, E(R)} \\
& \quad+\int_{s(R)}\left\{2\left|\partial_{r} u_{2}\right|^{2}+k^{2}\left|u_{2}\right|^{2}-\left|\nabla u_{2}\right|^{2}\right\} d s \\
& \quad+(n-1) \operatorname{Re} \int_{s(R)} r^{-1} \bar{u}_{2} \partial_{r} u_{2} d s=0 .
\end{aligned}
$$

From this equality, (2.4), Step 1, and Step 2 we are able to obtain $u_{2} \in L_{2}\left(\Omega_{2}\right)$ by following the same argument used in Step 2. Consequently, we have $u_{2}=0$ almost everywhere in $E(R)$ for some fixed $R>R_{0}$ by Lemma 3.1. The unique continuation principle [14, p.65] and the transmission conditions (3.7) and (3.8) imply that $u_{1}=0$ almost everywhere in $\Omega_{1}$ and $u_{2}=0$ almost everywhere in $\Omega_{2}$. The theorem is proved.

Remark 3.1. Define $\phi_{j} \in \mathscr{D}\left(\mathbf{R}^{n}\right)$ as follows:

$$
\phi_{j}(r)=\left\{\begin{array}{ll}
1, & r \leqq R, \\
0, & r \geqq j,
\end{array} \quad \phi_{j}(r)=\exp \left\{1-(j-R)^{2}\left[(j-R)^{2}-(r-R)^{2}\right]^{-1}\right\}, \quad R<r<j .\right.
$$

Then $\phi_{j}$ satisfies (3.15) and (3.16).
4. On the existence of the transmission solutions. The existence of the transmission solutions will be established by the principle of limiting absorption as given by Eidus [2], [3]. To this end, we introduce the following bilinear functionals:

$$
\begin{aligned}
& a_{2 \varepsilon}\left(u_{2}, v_{2}\right)=a_{2}\left(u_{2}, v_{2}\right)-i \varepsilon\left(u_{2}, v_{2}\right)_{0, \Omega_{2}} \quad \forall u_{2}, v_{2} \in H^{1}\left(\Omega_{2}\right), \\
& a_{\varepsilon}(u, v)=\bar{\alpha} \beta a_{1}\left(u_{1}, v_{1}\right)+a_{2 \varepsilon}\left(u_{2}, v_{2}\right) \quad \forall u, v \in H^{1}\left(\Omega_{1}\right) \times H^{1}\left(\Omega_{2}\right), \quad 0<\varepsilon \leqq 1,
\end{aligned}
$$

the Hilbert space

$$
H:=\left\{v=\left(v_{1}, v_{2}\right) \mid v_{i} \in H^{1}\left(\Omega_{i}\right), i=1,2, \alpha v_{1}-v_{2}=0, \text { on } \Gamma\right\},
$$

with the inner product

$$
(u, v)_{1, \Omega}:=\sum_{i=1}^{2}\left(u_{i}, v_{i}\right)_{1, \Omega_{i}},
$$

and the set

$$
H^{*}:=\left\{v=\left(v_{1}, v_{2}\right) \mid v_{i} \in H^{1}\left(\Omega_{i}\right), i=1,2, \alpha v_{1}-v_{2}=g_{1} \text { on } \Gamma\right\} .
$$

In this section we will consider the following problem:

$$
\begin{align*}
& \text { Find } u_{\varepsilon}=\left(u_{1 \varepsilon}, u_{2 \varepsilon}\right) \in H^{*} \quad \text { such that }  \tag{4.1}\\
& a_{\varepsilon}\left(u_{\varepsilon}, v\right)=F(v) \quad \forall v \in H .
\end{align*}
$$

We will prove that (4.1) has a unique solution $u_{\varepsilon} \in H^{*}$ and, with respect to some suitable weighted norm, the limit

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} u_{\varepsilon}=u \tag{4.2}
\end{equation*}
$$

exists. The limit function $u$ will turn out to be the solution of the transmission problem (2.9) and will be seen to possess certain integrability properties. Finally, we introduce the bounded linear operator $A_{\varepsilon}: H \rightarrow H$ as follows:

$$
\begin{equation*}
\left(A_{\varepsilon} u, v\right)_{1, \Omega}=a_{\varepsilon}(u, v) \quad \forall u, v \in H . \tag{4.3}
\end{equation*}
$$

To settle the existence and uniqueness of solutions to (4.1), we shall need the following lemmas.

Lemma 4.1. If either $\operatorname{Re}(\bar{\alpha} \beta)>0$ or $\operatorname{Im}(\bar{\alpha} \beta) \neq 0$, then there is a constant $C>0$ such that for every $u \in H$

$$
\begin{equation*}
\|u\|_{1, \Omega} \leqq C\left(\left\|A_{\varepsilon} u\right\|_{1, \Omega}+(1+\varepsilon)\|u\|_{0, \Omega}\right), \tag{4.4}
\end{equation*}
$$

where $C$ is independent of $\varepsilon, u$, and $A_{\varepsilon}$.
Proof. Let $a=\operatorname{Re}(\bar{\alpha} \beta)$ and $b=\operatorname{Im}(\bar{\alpha} \beta)$. We distinguish the following two cases: Case 1. $a>0$. Since

$$
\begin{aligned}
\bar{\alpha} \beta\|u\|_{1, \Omega}^{2}= & \left(A_{\varepsilon} u, u\right)_{1, \Omega}+\bar{\alpha} \beta \int_{\Omega_{1}}\left(1+k^{2}-q_{1}\right)\left|u_{1}\right|^{2} d x-\bar{\alpha} \beta \int_{\Omega_{1}} B_{1} \nabla u_{1} \bar{u}_{1} d x \\
& +(\bar{\alpha} \beta-1) \int_{\Omega_{2}}\left|\nabla u_{2}\right|^{2} d x+\int_{\Omega_{2}}\left(\bar{\alpha} \beta+k^{2}+i \varepsilon-q_{2}\right)\left|u_{2}\right|^{2} d x \\
& -\int_{\Omega_{2}} B_{2} \nabla u_{2} \bar{u}_{2} d x,
\end{aligned}
$$

by taking the real part in the above equality and using Cauchy's and Young's inequalities, we obtain

$$
\begin{equation*}
\|u\|_{1, \Omega}^{2} \leqq C\left(\left|\left(A_{\varepsilon} u, u\right)_{1, \Omega}\right|+\|u\|_{0, \Omega}^{2}\right) . \tag{4.5}
\end{equation*}
$$

The estimate (4.4) follows from (4.5) and Cauchy's inequality.
Case 2. $b \neq 0$. From the equality

$$
\begin{aligned}
\|u\|_{1, \Omega}^{2}= & \left(A_{\varepsilon} u, u\right)_{1, \Omega}+(1-\bar{\alpha} \beta) \int_{\Omega_{1}}\left|\nabla u_{1}\right|^{2} d x+\int_{\Omega_{1}}\left(1+\bar{\alpha} \beta k^{2}-\bar{\alpha} \beta q_{1}\right)\left|u_{1}\right|^{2} d x \\
& -\bar{\alpha} \beta \int_{\Omega_{1}} B_{1} \nabla u_{1} \bar{u}_{1} d x+\int_{\Omega_{2}}\left(1+k^{2}+i \varepsilon-q_{2}\right)\left|u_{2}\right|^{2} d x \\
& -\int_{\Omega_{2}} B_{2} \nabla u_{2} \bar{u}_{2} d x
\end{aligned}
$$

we obtain, by multiplying the imaginary part by $b^{-1} a$, adding the result to the real part of (4.6), and using the Young's inequality, that

$$
\begin{equation*}
\|u\|_{1, \Omega}^{2} \leqq C\left[\left|\left(A_{\varepsilon} u, u\right)_{1, \Omega}\right|+(1+\varepsilon)\|u\|_{0, \Omega}^{2}\right], \tag{4.7}
\end{equation*}
$$

which gives the estimate (4.4).
Lemma 4.2. If either $\operatorname{Re}(\bar{\alpha} \beta)>0$ or $\operatorname{Im}(\bar{\alpha} \beta) \neq 0$, then for any $R \geqq R_{0}$ there exists a constant $C>0$ such that for every $u \in H$

$$
\begin{equation*}
\|u\|_{1, B(R)} \leqq C\left(\left\|A_{\varepsilon} u\right\|_{1, B(R+1)}+(1+\varepsilon)\|u\|_{0, B(R+1)}\right), \tag{4.8}
\end{equation*}
$$

where $C$ is independent of $\varepsilon$, $u$, and $A_{\varepsilon}$.
Proof. For any $R \geqq R_{0}$ let $\phi(r) \in \mathscr{D}\left(\mathbf{R}^{n}\right)$ be such that

$$
\phi(r)=\left\{\begin{array}{ll}
1, & r \leqq R,  \tag{4.9}\\
0, & r \leqq R+1,
\end{array} \quad 0 \leqq \phi(r) \leqq 1, \quad\left|\partial_{r} \phi\right| \leqq C \phi^{1 / 2}, \quad R<r<R+1,\right.
$$

where $C$ is a constant independent of $R, r$, and $\phi$. From (4.5) and (4.7) we have

$$
\begin{equation*}
\|\phi u\|_{1, B(R+1)}^{2} \leqq C\left[\left|\left(A_{\varepsilon}(\phi u), \phi u\right)_{1, B(R+1)}\right|+(1+\varepsilon)\|\phi u\|_{0, B(R+1)}^{2}\right] . \tag{4.10}
\end{equation*}
$$

By making use of (4.3), (4.10), Cauchy's inequality and a direct calculation, the required inequality (4.8) follows from (4.10).

Remark 4.1. The same arguments used to prove (4.4) and (4.8) can also be used to obtain similar results when $A_{\varepsilon}$ is replaced by $A_{\varepsilon}+\lambda I$ with $\operatorname{Re} \lambda \geqq 0$ and $\operatorname{Im} \lambda \geqq 0$, where $I$ denotes the identity operator on $H$.

To deal with nonhomogeneous data we reduce (4.1) to an equivalent problem involving homogeneous data as follows. First, we note that for $g_{1} \in H^{1 / 2}(\Gamma)$ there is a $w_{0} \in H^{1}\left(\Omega_{1}\right)$ such that $w_{0}=g_{1}$ on $\Gamma$ and $\left\|w_{0}\right\|_{1, \Omega_{1}} \leqq C\left\|g_{1}\right\|_{1 / 2, \Gamma}$ [17, p. 141]. We then set

$$
u_{1 \varepsilon}^{\prime}=u_{1 \varepsilon}-w_{0} / \alpha
$$

and

$$
F^{\prime}(v)=F(v)-(\bar{\alpha} \beta / \alpha) a_{1}\left(w_{0}, v_{1}\right) \quad \forall v=\left(v_{1}, v_{2}\right) \in H .
$$

Consequently, (4.1) is equivalent to the following problem:

$$
\begin{align*}
& \text { Find } u_{\varepsilon}^{\prime}=\left(u_{1 \varepsilon}^{\prime}, u_{2 \varepsilon}^{\prime}\right) \in H \quad \text { such that } \\
& a_{\varepsilon}\left(u_{\varepsilon}^{\prime}, v\right)=F^{\prime}(v) \quad \forall v \in H \tag{4.11}
\end{align*}
$$

and

$$
\begin{equation*}
u_{\varepsilon}=\left(u_{1 \varepsilon}, u_{2 \varepsilon}\right)=\left(u_{1 \varepsilon}^{\prime}+w_{0} / \alpha, u_{2 \varepsilon}^{\prime}\right) \tag{4.12}
\end{equation*}
$$

If $u_{\varepsilon}^{\prime}$ are solutions of (4.11) with $f_{2} \in L_{2}\left(\Omega_{2}\right)$, then it follows from the fact that $\left|F^{\prime}(v)\right| \leqq C\left(\sum_{j=1}^{2}\left\|f_{j}\right\|_{0, \Omega_{j}}+\left\|g_{1}\right\|_{1 / 2, \Gamma}+\left\|g_{2}\right\|_{-1 / 2, \Gamma}\right)\|v\|_{1, \Omega}$ for all $v \in H$, the definition of $A_{\varepsilon}$, (4.3), and (4.11) that

$$
\begin{equation*}
\left\|A_{\varepsilon} u_{\varepsilon}^{\prime}\right\|_{1, \Omega} \leqq C\left(\sum_{j=1}^{2}\left\|f_{j}\right\|_{0, \Omega_{j}}+\left\|g_{1}\right\|_{1 / 2, \Gamma}+\left\|g_{2}\right\|_{-1 / 2, \Gamma}\right) . \tag{4.13}
\end{equation*}
$$

To prove that (4.1), or equivalently, (4.11), has a unique solution and that (4.2) exists in an appropriate weighted Sobolev space, we need the following a priori estimate for solutions to (4.1).

Lemma 4.3. Let $u_{\varepsilon} \in H^{*}, 0<\varepsilon \leqq 1$, be a solution of (4.1) with $f_{2} \in L_{\rho}^{2}\left(\Omega_{2}\right)$. If either $\operatorname{Re}(\bar{\alpha} \beta)>0$ or $\operatorname{Im}(\bar{\alpha} \beta) \neq 0$, then

$$
\begin{align*}
& \left\|\nabla\left(e^{-i k r} u_{\varepsilon}\right)\right\|_{0, \Omega}+\left\|u_{\varepsilon}\right\|_{0, P_{\delta}, \Omega}  \tag{4.14}\\
& \quad \leqq C\left(\sum_{j=1}^{2}\left\|f_{j}\right\|_{0, \rho, \Omega_{j}}+\left\|g_{1}\right\|_{1 / 2, \Gamma}+\left\|g_{2}\right\|_{-1 / 2, \Gamma}+\left\|u_{\varepsilon}\right\|_{0, B\left(R_{2}\right)}\right)
\end{align*}
$$

for some fixed $R_{2}>R_{0}$ and $C>0$ independent of $\varepsilon, u_{\varepsilon}, f_{j}$, and $g_{j}, j=1,2$.
Proof. We first note that, by coerciveness estimates [14, Thm. 2.7], we have

$$
u_{2} \in H^{2}\left(B(R) \cap \Omega_{2}\right) \quad \forall R>0
$$

and

$$
\left(-\Delta+B_{2} \nabla+q_{2}-k^{2}-i \varepsilon\right) u_{2}=f_{2} \quad \text { a.e. in } \Omega_{2} .
$$

Lemma 4.3 is proved in several steps following [15] and [23]. For $R_{1}>R_{0}$ set $\phi \in C^{\infty}\left(\mathbf{R}^{n}\right)$ be such that $\phi(x)=0,|x| \leqq R_{1}, \phi(x)=1,|x| \geqq 2 R_{1}$, and $0 \leqq \phi \leqq 1$, $R_{1}<|x|<2 R_{1}$. Let $w=\left(w_{1}, w_{2}\right)=e^{-i k r} \phi\left(u_{1 \varepsilon}, u_{2 \varepsilon}\right)$. Then $w \in H$ and by a direct calculation we find that $w_{2}$ satisfies

$$
\begin{equation*}
\left(A_{1}+A_{2}+A_{3}+B_{2} \nabla\right) w_{2}=\tilde{f}, \tag{4.15}
\end{equation*}
$$

where $A_{1}=-\Delta, A_{2}=-i k\left(2 \partial_{r}+(n-1) / r\right), A_{3}=q_{2}+i k B_{2} \hat{x}-i \varepsilon, \tilde{f}=e^{-i k r}\left[-\Delta\left(\phi u_{2 \varepsilon}\right)+\right.$ $\left.B_{2} \nabla\left(\phi u_{2 \varepsilon}\right)+q_{2} \phi u_{2 \varepsilon}-\left(k^{2}+i \varepsilon\right) \phi u_{2 \varepsilon}\right]$.

Step 1. We show that there exists a constant $C_{1}>0$, independent of $\varepsilon, w_{2}, \tilde{f}$, and $R$, such that for $R>R_{1}$

$$
\begin{align*}
& k\left\|\nabla w_{2}\right\|_{0, \Omega(R)}^{2}+\varepsilon\left\|\sqrt{r} \nabla w_{2}\right\|_{0, \Omega(R)}^{2} \\
& \leqq C_{1}\left\{\left(\ln R_{1}\right)^{\delta / 2}\|\tilde{f}\|_{0, \rho, \Omega(R)}^{2}+\left(\ln R_{1}\right)^{-\delta / 2}\left(\left\|\nabla w_{2}\right\|_{0, \Omega(R)}^{2}+\left\|w_{2}\right\|_{0, P_{\delta}, \Omega(R)}^{2}\right)\right.  \tag{4.16}\\
& \left.\quad+\varepsilon\left(\ln R_{1}\right)^{-\delta / 2}\left(\left\|\sqrt{r} \nabla w_{2}\right\|_{0, \Omega(R)}^{2}+\left\|w_{2}\right\|_{0, q_{\delta}, \Omega(R)}^{2}\right)\right\}+K_{R}\left(w_{2}\right),
\end{align*}
$$

where $K_{R}\left(w_{2}\right)$ denotes a functional satisfying

$$
\left|K_{R}\left(w_{2}\right)\right| \leqq C R\left(\left\|\nabla w_{2}\right\|_{0, s(R)}^{2}+\left\|w_{2}\right\|_{0, s(R)}^{2}\right) .
$$

Step 2. We show that for $R_{2}>R_{1}$, arbitrarily, the following estimate holds:

$$
\begin{align*}
& k\left\|w_{2}\right\|_{0, P_{\delta}, \Omega\left(R_{1}, R_{2}\right)}^{2}+(\varepsilon / \delta)\left\|w_{2}\right\|_{0, q_{\delta}, \Omega\left(R_{1}, R_{2}\right)}^{2} \\
& \begin{aligned}
& \leqq \\
& \quad C_{1}\left\{\|\tilde{f}\|_{0, \rho, \Omega\left(R_{1}, R_{2}\right)}^{2}+\left(\ln R_{1}\right)^{-\delta / 2}\left(\left\|\nabla w_{2}\right\|_{0, \Omega\left(R_{1}, R_{2}\right)}^{2}+\left\|w_{2}\right\|_{0, P_{8}, \Omega\left(R_{1}, R_{2}\right)}^{2}\right)\right\} \\
& \quad+(\varepsilon / \delta)\left(\ln R_{2}\right)^{-\delta}\left\|w_{2}\right\|_{0, \Omega\left(R_{1}, R_{2}\right)}^{2},
\end{aligned} \tag{4.17}
\end{align*}
$$

where $C_{1}>0$ is independent of $\varepsilon, w_{2}, \tilde{f}, R_{1}$, and $R_{2}$.

The estimates (4.16) and (4.17) can be easily proved by using the same arguments as used in [15] and (2.3), (2.4), and (2.5).

Step 3. We now combine Step 1 and Step 2 to obtain the required estimate (4.14).
By (4.16) and (4.17) we know, for any $R_{2}>R_{1} \geqq R_{0}$, that

$$
\begin{aligned}
& k\left\|\nabla w_{2}\right\|_{0, \Omega\left(R_{1}, R_{2}\right)}^{2}+\varepsilon\left\|\sqrt{r} \nabla w_{2}\right\|_{0, \Omega\left(R_{1}, R_{2}\right)}^{2} \\
& \quad+(\varepsilon / \delta)\left\|w_{2}\right\|_{0, q_{\delta}, \Omega\left(R_{1}, R_{2}\right)}^{2}+k\left\|w_{2}\right\|_{0, P_{\delta}, \Omega\left(R_{1}, R_{2}\right)}^{2} \\
& \leqq C\left\{\left(\ln R_{1}\right)^{\delta / 2}\|\tilde{f}\|_{0, \rho, \Omega\left(R_{1}, R_{2}\right)}^{2}\right. \\
& \quad+\left(\ln R_{1}\right)^{-\delta / 2}\left(\left\|\nabla w_{2}\right\|_{0, \Omega\left(R_{1}, R_{2}\right)}^{2}+\left\|w_{2}\right\|_{0, P_{\delta}, \Omega\left(R_{1}, R_{2}\right)}^{2}\right) \\
&\left.\quad+\varepsilon\left(\ln R_{1}\right)^{-\delta / 2}\left(\left\|\sqrt{r} \nabla w_{2}\right\|_{0, \Omega\left(R_{1}, R_{2}\right)}^{2}+\left\|w_{2}\right\|_{0, q_{\delta}, \Omega\left(R_{1}, R_{2}\right)}^{2}\right)\right\} \\
& \quad+\varepsilon \delta^{-1}\left(\ln R_{2}\right)^{-\delta}\left\|w_{2}\right\|_{0, \Omega\left(R_{1}, R_{2}\right)}^{2}+K_{R_{2}}\left(w_{2}\right),
\end{aligned}
$$

which implies that, for $R_{1} \geqq R_{0}$ sufficiently large,

$$
\begin{align*}
& \left\|\nabla w_{2}\right\|_{0, \Omega\left(R_{1}, R_{2}\right)}^{2}+\left\|w_{2}\right\|_{0, P_{\delta}, \Omega\left(R_{1}, R_{2}\right)}^{2} \\
& \quad \leqq C\left(\|\tilde{f}\|_{0, \rho, \Omega\left(R_{1}, R_{2}\right)}^{2}+\left(\ln R_{2}\right)^{-\delta}\left\|w_{2}\right\|_{0, \Omega\left(R_{1}, R_{2}\right)}^{2}\right)+K_{R_{2}}\left(w_{2}\right) . \tag{4.18}
\end{align*}
$$

Since $\left|K_{R_{2}}\left(w_{2}\right)\right| \leqq C R_{2}\left(\left\|w_{2}\right\|_{0, s\left(R_{2}\right)}^{2}+\left\|\nabla w_{2}\right\|_{0, s\left(R_{2}\right)}^{2}\right)$ and $w_{2} \in H^{1}\left(\Omega_{2}\right)$, there exists a sequence $\left\{R_{2 j}\right\}_{j=1}^{\infty}$ such that $R_{2 j} \rightarrow \infty$ and $K_{R_{2 j}}\left(w_{2}\right) \rightarrow 0$ as $j \rightarrow \infty$. From this, the definition of $\phi$, (4.18), and (4.15), we obtain by taking $R_{2}=R_{2 j}$ and passing to the limit in (4.18) as $j \rightarrow \infty$ that for some fixed $R_{1}>0$

$$
\left\|\nabla\left(e^{-i k r} \phi u_{2 \varepsilon}\right)\right\|_{0, E\left(R_{1}\right)}+\left\|\phi u_{2 \varepsilon}\right\|_{0, P_{\delta}, E\left(R_{1}\right)} \leqq C\|\tilde{f}\|_{0, \rho, E\left(R_{1}\right)} .
$$

From this and by making use of the definition of $\phi$ and $\tilde{f}$, we arrive at the following inequality:

$$
\begin{equation*}
\left\|\nabla\left(e^{-i k r} u_{2 \varepsilon}\right)\right\|_{0, E\left(2 R_{1}\right)}+\left\|u_{2 \varepsilon}\right\|_{0, P_{\delta}, E\left(2 R_{1}\right)} \leqq C\left(\left\|f_{2}\right\|_{0, \rho, E\left(R_{1}\right)}+\left\|u_{2 \varepsilon}\right\|_{1, \Omega\left(R_{1}, 2 R_{1}\right)}\right) . \tag{4.19}
\end{equation*}
$$

On the other hand, since in any bounded region the weighted norms are equivalent to similar norms with unit weight, by Lemma 4.2 and (4.12), (4.13) we get

$$
\begin{align*}
& \left\|\nabla\left(e^{-i k r} u_{\varepsilon}\right)\right\|_{0, B\left(2 R_{1}\right)}+\left\|u_{\varepsilon}\right\|_{0, P_{s}, B\left(2 R_{1}\right)}+\left\|u_{2 \varepsilon}\right\|_{1, \Omega\left(R_{1}, 2 R_{1}\right)} \\
& \quad \leqq C\left\|u_{\varepsilon}\right\|_{1, B\left(2 R_{1}\right)} \\
& \quad \leqq C\left[\sum_{j=1}^{2}\left\|f_{j}\right\|_{0, \rho_{,} \Omega_{j}}+\left\|g_{1}\right\|_{1 / 2, \Gamma}+\left\|g_{2}\right\|_{-1 / 2, \Gamma}+\left\|u_{\varepsilon}\right\|_{0, B\left(2 R_{1}+1\right)}\right] . \tag{4.20}
\end{align*}
$$

Then (4.19) and (4.20) imply the required estimate (4.14).
With Lemma 4.3 we can now establish the principle of limiting absorption in the following form.

Theorem 4.1. Let $f_{j} \in L_{\rho}^{2}\left(\Omega_{j}\right), j=1,2$, and either $\operatorname{Re}(\bar{\alpha} \beta)>0$ or $\operatorname{Im}(\bar{\alpha} \beta) \neq 0$. Let $u_{\varepsilon}, 0<\varepsilon \leqq 1$, be a solution to (4.1). Then there exists a $u \in H_{E}^{*} \cap L_{P_{\delta}}^{2}(\Omega)$ such that $\lim _{\varepsilon \rightarrow 0^{+}} u_{\varepsilon}=u$ weakly in $L_{P_{\delta}}^{2}(\Omega)$ and $u$ is the unique solution to the transmission problem (2.9). Moreover, $u$ satisfies the estimate

$$
\begin{equation*}
\left\|\nabla\left(e^{-i k r} u\right)\right\|_{0, \Omega}+\|u\|_{0, P_{\delta}, \Omega} \leqq C\left(\sum_{j=1}^{2}\left\|f_{j}\right\|_{0, \rho, \Omega_{j}}+\left\|g_{1}\right\|_{1 / 2, \Gamma}+\left\|g_{2}\right\|_{-1 / 2, \Gamma}+\|u\|_{0, B\left(R_{2}\right)}\right) \tag{4.21}
\end{equation*}
$$

where $C$ is a positive constant independent of $u, f_{j}, g_{j}, j=1,2$ and $R_{2}$ is some fixed number chosen as in Lemma 4.3.

Proof. We distinguish the following two cases.
Case 1. $\operatorname{Sup}_{\varepsilon}\left\|u_{\varepsilon}\right\|_{0, B\left(R_{2}\right)}<\infty$.

By Lemma 4.3 we find

$$
\begin{equation*}
\sup _{\varepsilon}\left[\left\|\nabla\left(e^{-i k r} u_{\varepsilon}\right)\right\|_{0, \Omega}+\left\|u_{\varepsilon}\right\|_{0, P_{\delta}, \Omega}\right]<\infty . \tag{4.22}
\end{equation*}
$$

Define the Hilbert space $\Xi$ as follows:

$$
\Xi:=\left\{v \in L^{2}\left(B(R) \cap \Omega_{1}\right) \times L^{2}\left(B(R) \cap \Omega_{2}\right) \forall R>0 \mid\left\|\nabla\left(e^{-i k r} v\right)\right\|_{0, \Omega}+\|v\|_{0, P_{8}, \Omega}<\infty\right\}
$$

with the norm

$$
\|v\|_{\Xi}:=\left[\left\|\nabla\left(e^{-i k r} v\right)\right\|_{0, \Omega}^{2}+\|v\|_{0, P_{\delta}, \Omega}^{2}\right]^{1 / 2} .
$$

Then, by the reflexive property of Hilbert spaces and (4.22) we can find a $u \in \Xi \subset L_{P_{\delta}}^{2}(\Omega)$ and a subsequence which we simply denote by $\left\{u_{\varepsilon}\right\}_{0<\varepsilon \leqq 1}$ such that $u_{\varepsilon}$ converges weakly to $u$ in $\Xi$. This implies that $u_{\varepsilon}$ converges weakly to $u$ in $L_{P_{s}}^{2}(\Omega)$ and that $u_{\varepsilon}$ converges weakly to $u$ in $L_{2}(B(R))$ with $R \geqq 0$, arbitrarily. On the other hand, from (4.22) we see $\sup _{\varepsilon}\left\|u_{\varepsilon}\right\|_{0, B(R)}<\infty$ for arbitrary $R \geqq 0$, which, together with Lemma 4.2, gives $\sup _{\varepsilon}\left\|u_{\varepsilon}\right\|_{1, B(R)}<\infty$ for arbitrary $R \geqq 0$. Rellich's selection theorem asserts that there is a subsequence $\left\{u_{\varepsilon_{i}}\right\}_{i=1}^{\infty}$ and a $v \in L_{2}(B(R))$ such that $u_{\varepsilon_{i}}$ converges strongly to $v$ in $L_{2}(B(R))$ for arbitrary $R \geqq 0$. Hence $v=u$ in $L_{2}(B(R))$ for arbitrary $R \geqq 0$. Lemma 4.2 yields that $u_{\varepsilon_{i}}$ also converges strongly to $u$ in $H^{1}(B(R))$ for arbitrary $R \geqq 0$. Combining this with (4.1), we obtain that $u \in H_{E}^{*} \cap L_{P_{s}}^{2}(\Omega)$ is the unique solution to (2.9). By the weak lower semicontinuity of $\|v\|_{\Xi}$ on $\Xi$, we get

$$
\|u\|_{\Xi} \leqq \liminf _{i \rightarrow \infty}\left\|u_{\varepsilon_{i}}\right\|_{\Xi} .
$$

Then, from (4.14) we obtain that $u$ satisfies the estimate (4.21). Furthermore, the same argument as above and Theorem 3.1 imply that the original sequence $\left\{u_{\varepsilon}\right\}_{0<\varepsilon \leqq 1}$ weakly converges to $u$ in $L_{P_{\delta}}^{2}(\Omega)$.

Case 2. $\operatorname{Sup}_{\varepsilon}\left\|u_{\varepsilon}\right\|_{0, B\left(R_{2}\right)}=\infty$.
Let $v_{\varepsilon}=\left\|u_{\varepsilon}\right\|_{0, B\left(R_{2}\right)}^{-1} u_{\varepsilon}$. Then $v_{\varepsilon}$ satisfies (4.1) with $f_{j}$ and $g_{j}$ replaced by $f_{j \varepsilon}=$ $\left\|u_{\varepsilon}\right\|_{0, B\left(R_{2}\right)}^{-1} f_{j}$ and $g_{j \varepsilon}=\left\|u_{\varepsilon}\right\|_{0, B\left(R_{2}\right)}^{-1} g_{j}$, respectively, $j=1,2$, and $\left\|v_{\varepsilon}\right\|_{0, B\left(R_{2}\right)}=1$, where $f_{j \varepsilon}$ and $g_{j \varepsilon}, j=1,2$, tend to zero as $\varepsilon \rightarrow 0$. The same argument as in Case 1 can be used to prove that there is a $v \in L_{P_{\delta}}^{2}(\Omega)$ such that $v_{\varepsilon}$ converges to $v$ weakly in $L_{P_{\delta}}^{2}(\Omega)$, where $v$ is a solution of the homogeneous problem corresponding to (2.9) and $\|v\|_{0, B\left(R_{2}\right)}=1$. By Theorem 3.1 the solution of this homogeneous problem is unique, and therefore $v=0$ almost everywhere in $\Omega$. This is a contradiction. The proof is complete.

To prove the existence of solutions to the transmission problem we have to prove that at least for $\varepsilon>0$ sufficiently small (4.1) has indeed a unique solution. With the help of Theorems 3.1 and 4.1, (4.11), and (4.12), this can be established as follows.

Theorem 4.2. Let $f_{j} \in L_{2}\left(\Omega_{j}\right), j=1,2$ and either $\operatorname{Re}(\bar{\alpha} \beta)>0$ or $\operatorname{Im}(\bar{\alpha} \beta) \neq 0$. Then there is an $\varepsilon_{0}>0$ such that for $0<\varepsilon \leqq \varepsilon_{0}$ problem (4.1) has a unique solution $u_{\varepsilon} \in H^{*}$, satisfying

$$
\begin{equation*}
\left\|u_{\varepsilon}\right\|_{1, \Omega} \leqq C(\varepsilon)\left(\sum_{j=1}^{2}\left\|f_{j}\right\|_{0, \Omega_{j}}+\left\|g_{1}\right\|_{1 / 2, \Gamma}+\left\|g_{2}\right\|_{-1 / 2, \Gamma}\right) . \tag{4.23}
\end{equation*}
$$

Proof. (a) Uniqueness. Consider the following homogeneous problem corresponding to (4.1):

$$
\begin{align*}
& \text { Find } v_{\varepsilon}=\left(v_{1 \varepsilon}, v_{2 \varepsilon}\right) \in H \quad \text { such that } \\
& a_{\varepsilon}\left(v_{\varepsilon}, v\right)=0 \quad \forall v \in H . \tag{4.24}
\end{align*}
$$

To prove the uniqueness of solutions to (4.1) it is sufficient to prove that there is an $\varepsilon_{0}>0$ such that for $0<\varepsilon \leqq \varepsilon_{0}$ problem (4.24) has only a trivial solution. If this is false,
then there will be a subsequence $\left\{v_{\varepsilon_{i}}\right\}$ such that $\varepsilon_{i} \rightarrow 0$ as $i \rightarrow \infty, v_{\varepsilon_{i}} \neq 0$ almost everywhere in $\Omega$, and $v_{\varepsilon_{i}}$ is a solution to (4.24) with $\varepsilon$ replaced by $\varepsilon_{i}$. We now see that $\left\|v_{\varepsilon_{i}}\right\|_{0, B\left(R_{2}\right)} \neq 0$, because otherwise we get $\left\|v_{\varepsilon_{i}}\right\|_{0, P_{\delta}, \Omega}=0$ from Lemma 4.3, which implies that $v_{\varepsilon_{i}}=0$ almost everywhere in $\Omega$. Thus, we can assume that $\left\|v_{\varepsilon_{i}}\right\|_{0, B\left(R_{2}\right)}=1$. Theorem 3.1 and the same argument as used in Case 1 in the proof of Theorem 4.1 imply that $v_{\varepsilon_{i}}$ converges to zero in $L_{2}\left(B\left(R_{2}\right)\right)$. This contradicts the fact that $\left\|v_{\varepsilon_{i}}\right\|_{0, B\left(R_{2}\right)}=1, i=$ $1,2, \cdots$ Uniqueness is proved.
(b) Existence. Using (4.3) and the uniqueness property we find that the kernel of the operator $A_{\varepsilon}$ satisfies $\operatorname{Ker}\left(A_{\varepsilon}\right)=\{0\}$. On the other hand, since $A_{\varepsilon}$ is a bounded linear operator, $A_{\varepsilon}+\lambda I$ is invertible for all $\lambda \in C$ with $|\lambda|$ sufficiently large. Therefore, if we can also prove that $A_{\varepsilon}+\lambda I$ is a semi-Fredholm operator for all $\lambda \in C$ with $\operatorname{Re} \lambda \geqq 0$ and $\operatorname{Im} \lambda \geqq 0$, well-known results from perturbation theory imply that $A_{\varepsilon}+\lambda I$ is not only semi-Fredholm but also Fredholm with index zero for all $\lambda \in C$ with $\operatorname{Re} \lambda \geqq 0$ and $\operatorname{Im} \lambda \geqq 0$ [8, Thm. 5.17]. In particular, if $\lambda=0$, we will obtain that $A_{\varepsilon}$ is a Fredholm operator with index zero, which, together with $\operatorname{Ker}\left(A_{\varepsilon}\right)=\{0\}$ implies that $A_{\varepsilon}$ is bijective from $H$ onto $H$. Therefore, (4.11) has a unique solution. Thus by (4.11) and (4.12), (4.1) also has a unique solution and the estimate (4.23) follows from (4.12) and (4.13). Hence, we only have to prove that $A_{\varepsilon}+\lambda I$ is a semi-Fredholm operator with $\operatorname{Re} \lambda \geqq 0$ and $\operatorname{Im} \lambda \geqq 0$, that is, that $R\left(A_{\varepsilon}+\lambda I\right)=\overline{R\left(A_{\varepsilon}+\lambda I\right)}$ and the dimension of $\operatorname{Ker}\left(A_{\varepsilon}+\lambda I\right)$ is finite. To this end we first derive a coerciveness estimate. From (4.3) we find for $0<t \leqq 1$ and $u \in H$ that

$$
\begin{gather*}
\sqrt{2}\left|\left(\left(A_{\varepsilon}+\lambda I\right) u, u\right)_{1, \Omega}\right| \geqq t\left|\operatorname{Re}\left(\left(A_{\varepsilon}+\lambda I\right) u, u\right)_{1, \Omega}\right|+\left|\operatorname{Im}\left(\left(A_{\varepsilon}+\lambda I\right) u, u\right)_{1, \Omega}\right| \\
\geqq t\left\|\nabla u_{2}\right\|_{0, \Omega_{2}}^{2}-t k^{2}\left\|u_{2}\right\|_{0, \Omega_{2}}^{2}+\varepsilon\left\|u_{2}\right\|_{0, \Omega_{2}}^{2}-C\left\|u_{1}\right\|_{1, \Omega_{1}}^{2}  \tag{4.25}\\
-\left|\left(B_{2} \nabla u_{2}, u_{2}\right)_{0, \Omega_{2}}\right|-\left|\left(q_{2} u_{2}, u_{2}\right)_{0, \Omega_{2}}\right| .
\end{gather*}
$$

Since by (2.4) we have

$$
\begin{aligned}
& \left|\left(B_{2} \nabla u_{2}, u_{2}\right)_{0, \Omega_{2}}\right|+\left|\left(q_{2} u_{2}, u_{2}\right)_{0, \Omega_{2}}\right| \\
& \quad \leqq C R_{1}^{-1}\left(\ln R_{1}\right)^{-1-\delta}\left(\left\|\nabla u_{2}\right\|_{0, E\left(R_{1}\right)}^{2}+\left\|u_{2}\right\|_{0, E\left(R_{1}\right)}^{2}\right)+C\left\|u_{2}\right\|_{1, D\left(R_{1}\right)}^{2},
\end{aligned}
$$

it follows from (4.25) that there is an $R_{1}>0$ sufficiently large and a $t>0$ sufficiently small such that

$$
\begin{equation*}
\|u\|_{1, \Omega} \leqq C\left(\varepsilon, R_{1}\right)\left[\left\|\left(A_{\varepsilon}+\lambda I\right) u\right\|_{1, \Omega}+\|u\|_{1, B\left(R_{1}\right)}\right] \quad \forall u \in H . \tag{4.26}
\end{equation*}
$$

On the other hand, by Remark 4.1 we have

$$
\begin{equation*}
\|u\|_{1, B\left(R_{1}\right)} \leqq C\left[\left\|\left(A_{\varepsilon}+\lambda I\right) u\right\|_{1, \Omega}+(1+\varepsilon)\|u\|_{0, B\left(R_{1}+1\right)}\right] \quad \forall u \in H . \tag{4.27}
\end{equation*}
$$

Now combine (4.26) and (4.27) to obtain the coerciveness estimate

$$
\begin{equation*}
\|u\|_{1, \Omega} \leqq C(\varepsilon)\left[\left\|\left(A_{\varepsilon}+\lambda I\right) u\right\|_{1, \Omega}+\|u\|_{0, B\left(R_{1}+1\right)}\right] \quad \forall u \in H . \tag{4.28}
\end{equation*}
$$

From (4.28) and Rellich's selection theorem it follows that $\operatorname{dim} \operatorname{Ker}\left(A_{\varepsilon}+\lambda I\right)$ is finite.

To prove that $R\left(A_{\varepsilon}+\lambda I\right)$ is closed, we consider the operator $T: H / \operatorname{Ker}\left(A_{\varepsilon}+\lambda I\right) \rightarrow$ $H$, defined as follows:

$$
T[u]:=\left(A_{\varepsilon}+\lambda I\right) u \quad \forall u \in H,
$$

where $H / \operatorname{Ker}\left(A_{\varepsilon}+\lambda I\right)$ denotes the quotient space with the norm $\|[u]\|=$ $\inf \left\{\|u-v\|_{1, \Omega} \mid v \in \operatorname{Ker}\left(A_{\varepsilon}+\lambda I\right)\right\}$ and $[u] \in H / \operatorname{Ker}\left(A_{\varepsilon}+\lambda I\right)$, an equivalence class such that for arbitrary $u^{\prime}, u^{\prime \prime} \in[u]$ we have $u^{\prime}-u^{\prime \prime} \in \operatorname{Ker}\left(A_{\varepsilon}+\lambda I\right)$. Evidently, $R(T)=$ $R\left(A_{\varepsilon}+\lambda I\right)$ and $T$ is a bounded linear operator satisfying $\operatorname{Ker}(T)=\{[0]\} ;$ that is, $T$
is invertible. Consequently, to prove $R\left(A_{\varepsilon}+\lambda I\right)=\overline{R\left(A_{\varepsilon}+\lambda I\right)}$ it is enough to prove that $T^{-1}$ is continuous, that is,

$$
\begin{equation*}
\|[u]\| \leqq C\|T[u]\|_{1, \Omega} \quad \forall u \in H . \tag{4.29}
\end{equation*}
$$

However, by (4.28) we know that

$$
\|u-v\|_{1, \Omega} \leqq C(\varepsilon)\left(\left\|\left(A_{\varepsilon}+\lambda I\right) u\right\|_{1, \Omega}+\|u-v\|_{0, B\left(R_{1}+1\right)}\right) \quad \forall v \in \operatorname{Ker}\left(A_{\varepsilon}+\lambda I\right), \quad u \in H,
$$

which, together with Rellich's selection theorem and the fact that $T[u]=\left(A_{\varepsilon}+\lambda I\right) u$ and $\operatorname{Ker}(T)=\{[0]\}$, implies that

$$
\|u-v\|_{1, \Omega} \leqq C(\varepsilon)\left\|\left(A_{\varepsilon}+\lambda I\right) u\right\|_{1, \Omega} \quad \forall v \in \operatorname{Ker}\left(A_{\varepsilon}+\lambda I\right), \quad u \in H .
$$

From this, (4.29) follows. Hence, the proof is complete.
As a direct consequence of Theorems 4.1 and 4.2 , we obtain the existence of solutions to the transmission problem (2.9).

Theorem 4.3. Let $f_{j} \in L_{\rho}^{2}\left(\Omega_{j}\right), j=1,2$ and either $\operatorname{Re}(\bar{\alpha} \beta)>0$ or $\operatorname{Im}(\bar{\alpha} \beta) \neq 0$. Then (2.9) has a unique solution $u \in H_{E}^{*} \cap L_{P_{s}}^{2}(\Omega)$ such that

$$
\begin{equation*}
\left\|\nabla\left(e^{-i k r} u\right)\right\|_{0, \Omega}+\|u\|_{0, P_{\delta}, \Omega} \leqq C\left(\sum_{j=1}^{2}\left\|f_{j}\right\|_{0, \rho, \Omega_{j}}+\left\|g_{1}\right\|_{1 / 2, \Gamma}+\left\|g_{2}\right\|_{-1 / 2, \Gamma}+\|u\|_{0, B\left(R_{2}\right)}\right) \tag{4.30}
\end{equation*}
$$

Remark 4.2. If $g_{1} \in H^{3 / 2}(\Gamma)$ and $g_{2} \in H^{1 / 2}(\Gamma)$, then, by coerciveness estimates [14, Thm. 2.7], we find that the transmission solution $u=\left(u_{1}, u_{2}\right)$ has the regularity that $u_{j} \in H^{2}\left(B(R) \cap \Omega_{j}\right)$ for all $R>0, j=1,2$.

Remark 4.3. For exterior boundary value problems, that is, Dirichlet, Neumann, and Robin problems, our methods are still applicable and similar results hold.

Remark 4.4. If the Laplace operator $\Delta$ is replaced by the operator $\sum_{k, j=1}^{n}\left(\partial / \partial x_{k}\right) \times$ $\left(a_{k j}^{(i)} \partial / \partial x_{j}\right), i=1,2$, with $a_{k j}^{(i)}$ satisfying the following conditions:
(1) The $a_{k j}^{(i)}$ are real-valued functions, $a_{k j}^{(i)}=a_{j k}^{(i)}, a_{k j}^{(i)} \in C^{1}\left(\Omega_{i}\right), i=1,2$;
(2) For all $x \in \Omega_{i}$ and for all $\xi \in \mathbf{R}^{n}$ the following inequality holds:

$$
\sum_{k, j=1}^{n} a_{k j}^{(i)}(x) \xi_{k} \xi_{j} \geqq C_{0}|\xi|^{2}
$$

where $C_{0}$ is a positive constant;
(3) There is a $R_{1} \geqq R_{0}$ such that $a_{k j}^{(i)}(x)=\delta_{k j}$ for $|x| \geqq R_{1}, i=1,2, k, j=1, \cdots, n$;
(4) In (2.1) the transmission condition $\beta \partial u_{1} / \partial \nu-\partial u_{2} / \partial \nu=g_{2}$ on $\Gamma$ is replaced by the condition $\beta a_{k j}^{(1)} \nu_{k} \partial u_{1} / \partial x_{j}-a_{k j}^{(2)} \nu_{k} \partial u_{2} / \partial x_{j}=g_{2}$ on $\Gamma$.

Then Theorems 3.1, 4.1, and 4.3 still hold.
Acknowledgment. The authors thank the referee for his constructive comments on this problem and for his pointing out an error in the proof of Lemma 4.3 in the original version of this paper.
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# NONTRIVIAL SOLUTIONS TO NONLINEAR VOLTERRA INTEGRAL EQUATIONS* 

W. OKRASIŃSKI $\dagger$

Abstract. The Volterra integral equation

$$
u(x)=\int_{0}^{x} k(x-s) g(u(s)) d s \quad(x \geqq 0)
$$

is considered, where $k \geqq 0$ is a monotonic integrable function and $g$ is an increasing, continuous function such that $g(0)=0$. Some necessary and sufficient conditions for the existence of nontrivial solutions to the above equation are presented. Physical problems that motivate these results are also discussed.
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1. Introduction and statement of results. We consider the nonlinear Volterra integral equation

$$
\begin{equation*}
u(x)=\int_{0}^{x} k(x-s) g(u(s)) d s \quad(x \geqq 0), \tag{1.1}
\end{equation*}
$$

where
(k) $k:(0, \delta\rangle \rightarrow(0,+\infty)(\delta>0)$ is a monotonic absolutely continuous function such that $\int_{0}^{\delta} k(s) d s<\infty$,
(g) $g$ is a nondecreasing absolutely continuous function such $g(0)=0, g(u)>0$ for $u>0$ and $u / g(u) \rightarrow 0$ as $u \rightarrow 0+$.

Equation (1.1) has been studied recently in connection with nonlinear diffusion and shock-wave propagation problems (see the Appendix). A typical example of $g$ considered in applications is $g(u)=u^{p}(p \in(0,1))$. Obviously, $u \equiv 0$ is the trivial solution to (1.1). But the question of physical interest is the existence of nontrivial solutions to (1.1), i.e., continuous functions $u$ such that $u(x)>0$ for $x>0$.

The purpose of this paper is to present some sufficient and necessary conditions for the existence of nontrivial solutions to (1.1) on an interval $\left\langle 0, \delta_{1}\right\rangle\left(\delta_{1}>0\right)$. We formulate the results which will be proved in this paper. Let $K^{-1}$ denote the inverse function to $K(x) \doteq \int_{0}^{x} k(s) d s$. At first, we present two theorems involving sufficient conditions for the existence of nontrivial solutions to (1.1).

Theorem 1.1. Suppose $k$ is an increasing function satisfying (k). Let g satisfy (g). If

$$
\begin{equation*}
\int_{0}^{\delta_{0}}\left[g^{\prime}(s) / g(s)\right] K^{-1}(s / g(s)) d s<\infty \quad\left(\delta_{0}>0\right) \tag{1.2}
\end{equation*}
$$

then equation (1.1) has a nontrivial solution on an interval $\left\langle 0, \delta_{1}\right\rangle\left(\delta_{1}>0\right)$.
Theorem 1.2. Suppose $k$ is a decreasing function satisfying ( $\mathbf{k}$ ) such that $\ln k$ is convex. Let g satisfy (g). If

$$
\begin{equation*}
\int_{0}^{\delta_{0}}\left[g(s) k \circ K^{-1}(s / g(s))\right]^{-1} d s<\infty \quad\left(\delta_{0}>0\right) \tag{1.3}
\end{equation*}
$$

then equation (1.1) has a nontrivial solution on an interval $\left\langle 0, \delta_{1}\right\rangle\left(\delta_{1}>0\right)$.

[^81]We now present two necessary conditions for the existence of nontrivial solutions to (1.1).

Theorem 1.3. Suppose $k$ is an increasing function satisfying ( k ) such that $\ln k$ is concave. Let $g$ satisfy (g). If equation (1.1) has a nontrivial solution on an interval $\left\langle 0, \delta_{1}\right\rangle$ ( $\delta_{1}>0$ ), then

$$
\begin{equation*}
\int_{0}^{\delta_{0}}\left[g(s) k \circ K^{-1}(s / g(s))\right]^{-1} d s<\infty \quad\left(\delta_{0}>0\right) \tag{1.4}
\end{equation*}
$$

Theorem 1.4. Suppose $k$ is a decreasing function satisfying (k). Let g satisfy (g). If equation (1.1) has a nontrivial solution on an interval $\left\langle 0, \delta_{1}\right\rangle\left(\delta_{1}>0\right)$, then

$$
\begin{equation*}
\int_{0}^{\delta_{0}}\left[g^{\prime}(s) / g(s)\right] K^{-1}(s / g(s)) d s<\infty \quad\left(\delta_{0}>0\right) . \tag{1.5}
\end{equation*}
$$

Proofs of the theorems presented above are given in § 3.
In [5] Gripenberg considered the following special case of (1.1):

$$
\begin{equation*}
u(x)=\int_{0}^{x}(x-s)^{\alpha-1} g(u(s)) d s \quad(\alpha>0), \tag{1.6}
\end{equation*}
$$

where
(i) $g(u) / u$ is continuous positive and nonincreasing on $(0, a\rangle(a>0)$,
(ii) for each $q>0$ the function $u[g(u) / u]^{q}$ is nondecreasing on $\left\langle 0, a_{q}\right\rangle\left(a_{q}>0\right)$. In [5] it is shown that $u \equiv 0$ is the unique solution to (1.6) if and only if

$$
\begin{equation*}
\int_{0}^{\delta_{0}}\left[s[g(s) / s]^{1 / \alpha}\right]^{-1} d s=\infty \quad\left(\delta_{0}>0\right) \tag{1.7}
\end{equation*}
$$

Let us note that for $\alpha=1$ from (1.7) we obtain the famous Osgood condition. On the basis of Gripenberg's results it can be concluded that (1.6) has a nontrivial solution if and only if

$$
\begin{equation*}
\int_{0}^{\delta_{0}}\left[s[g(s) / s]^{1 / \alpha}\right]^{-1} d s<\infty \quad\left(\delta_{0}>0\right) \tag{1.8}
\end{equation*}
$$

It is easy to see that in the case where $\lim _{u \rightarrow 0+} u / g(u)>0$, equation (1.6) only has the trivial solution. We must emphasize that under Gripenberg's assumptions the case where $g(u)=u^{p}(p \in(0,1))$ is not allowed. Results similar to Gripenberg's are presented in [2], [3], and [10] under weaker assumptions of $g$ and such $g$ 's as mentioned above are admissible. In § 2 of this paper we show that Theorems 1.1-1.4 generalize condition (1.8).
2. Some consequences and comments. On the basis of Theorem 1.1 we can formulate the corollary.

Corollary 2.1. Suppose the assumptions of Theorem 1.1 and (i) are satisfied. If

$$
\begin{equation*}
\int_{0}^{\delta_{0}} K^{-1}(s / g(s)) / s d s<\infty \tag{2.1}
\end{equation*}
$$

then equation (1.1) has a nontrivial solution on an interval $\left\langle 0, \delta_{1}\right\rangle\left(\delta_{1}>0\right)$.
By (g) and (i) we have

$$
\begin{equation*}
g^{\prime}(s) \leqq g(s) / s \quad \text { a.e. } \tag{2.2}
\end{equation*}
$$

By (2.2) we obtain

$$
\begin{equation*}
\left[g^{\prime}(s) / g(s)\right] K^{-1}(s / g(s)) \leqq K^{-1}(s / g(s)) / s \quad \text { a.e. } \tag{2.3}
\end{equation*}
$$

By (2.1) and (2.3) we infer (1.2) is fulfilled. The corollary is true.
Now we show Corollary 2.2.
Corollary 2.2. Suppose the assumptions of Theorem 1.4 and (i) are satisfied. Moreover, there exists a number $q_{0}>1$ such that $u[g(u) / u]^{q_{0}}$ is nondecreasing. If equation (1.1) has a nontrivial solution on an interval $\left\langle 0, \delta_{1}\right\rangle\left(\delta_{1}>0\right)$, then

$$
\begin{equation*}
\int_{0}^{\delta_{0}} K^{-1}(s / g(s)) / s d s<\infty \tag{2.4}
\end{equation*}
$$

As in [5] it can be shown that

$$
\begin{equation*}
g^{\prime}(s) \geqq\left(1-1 / q_{0}\right) g(s) / s \quad \text { a.e. } \tag{2.5}
\end{equation*}
$$

By (1.5) and (2.5) we infer (2.4) is satisfied.
Now we present results concerning the special kernel $k(x)=x^{\alpha-1}(\alpha>0)$.
Remark 2.1. Let us note that for the kernel $k(x)=x^{\alpha-1}(\alpha>0)$ conditions (1.3), (1.4), (2.1), and (2.4) are equivalent to Gripenberg's condition (1.8).

We can generalize Gripenberg's results as follows.
Corollary 2.3. Let $\alpha>0$. Suppose $g$ satisfies (g), (i) and there exists a number $q_{0}>1$ such that $u[g(u) / u]^{q_{0}}$ is nondecreasing. Equation (1.6) has a nontrivial solution if and only if (1.8) is fulfilled.

This corollary is a consequence of Theorems 1.2-1.3, Corollaries 2.1-2.2, and Remark 2.1.

Remark 2.2. Function $g(u)=u^{p}(p \in(0,1))$ satisfies the assumptions of Corollary 2.3.

In [3] it is shown that the equation

$$
u(x)=\int_{0}^{x} \exp \left(-1 /(x-s)^{\alpha}\right)[u(s)]^{p} d s \quad(\alpha \geqq 1, p \in(0,1))
$$

has a nontrivial solution. In this case our sufficient conditions do not work. This suggests that we must look for other kinds of conditions.
3. Proofs of theorems. We start with two remarks, which are consequences of theorems presented in [2], [7], and [8].

Remark 3.1. Let ( k ) and (g) be satisfied. If there exists a nontrivial solution to (1.1), then it is the unique nontrivial solution on an interval $\left\langle 0, \delta_{1}\right\rangle\left(\delta_{1}>0\right)$. Moreover, it is a strictly increasing absolutely continuous function. We shall denote this solution by $u_{0}$.

Remark 3.2. Let (k) and (g) be satisfied. Consider the equation

$$
\begin{equation*}
u(x)=\varepsilon x+\int_{0}^{x} k(x-s) g(u(s)) d s \tag{3.1}
\end{equation*}
$$

For every $\varepsilon \in(0,1)$ there exists a unique strictly increasing absolutely continuous solution $u_{\varepsilon}$ to (3.1) on an interval $\left\langle 0, \delta_{1}\right\rangle$, where $\delta_{1}>0$ is independent of $\varepsilon$. Moreover, $u_{\varepsilon_{1}} \leqq u_{\varepsilon_{2}}$ for $\varepsilon_{1} \leqq \varepsilon_{2}$.

Now we can formulate the following lemma.
Lemma 3.1. Let $\varepsilon \in\langle 0,1$ ). Let $k$ satisfy ( k ) and $g$ satisfy ( g ). If equation (3.1) has a nontrivial solution $u_{\varepsilon}$ on $\left\langle 0, \delta_{1}\right\rangle\left(\delta_{1}>0\right)$, then there exists a function $v_{\varepsilon} \in L\left(0, u_{\varepsilon}\left(\delta_{1}\right)\right)$
such that $v_{\varepsilon}>0$ almost everywhere and

$$
\begin{equation*}
v_{\varepsilon}(x)=1 /\left(\int_{0}^{x} k \int_{s}^{x} v_{\varepsilon}(\xi) d \xi g^{\prime}(s) d s+\varepsilon\right) \quad \text { a.e. } \tag{3.2}
\end{equation*}
$$

Proof. Let $u_{\varepsilon}$ be the nontrivial solution to (3.1) mentioned in Remarks 3.1 and 3.2. It is an increasing absolutely continuous function. Differentiating (3.1) we get

$$
\begin{equation*}
u_{\varepsilon}^{\prime}(x)=\int_{0}^{x} k(x-s) g^{\prime}\left(u_{\varepsilon}(s)\right) u_{\varepsilon}^{\prime}(s) d s+\varepsilon \tag{3.3}
\end{equation*}
$$

for almost all $x \in\left\langle 0, \delta_{1}\right\rangle$. By assumptions and (3.3) we have $u_{\varepsilon}^{\prime}>0$ almost everywhere. We infer $u_{\varepsilon}^{-1}$ is an absolutely continuous function. From (3.3) we get

$$
u_{\varepsilon}^{\prime}(x)=\varepsilon+\int_{0}^{u_{\varepsilon}(x)} k\left(x-u_{\varepsilon}^{-1}(s)\right) g^{\prime}(s) d s \quad \text { a.e. }
$$

Substituting $u_{\varepsilon}^{-1}(x)$ instead of $x$, we obtain

$$
\begin{equation*}
u_{\varepsilon}^{\prime}\left(u_{\varepsilon}^{-1}(x)\right)=\varepsilon+\int_{0}^{x} k\left(u_{\varepsilon}^{-1}(x)-u_{\varepsilon}^{-1}(s)\right) g^{\prime}(s) d s \quad \text { a.e. } \tag{3.4}
\end{equation*}
$$

Let $v_{\varepsilon} \doteq\left[u_{\varepsilon}^{-1}\right]$ almost everywhere. Since $v_{\varepsilon}=1 / u_{\varepsilon}^{\prime} \circ u_{\varepsilon}^{-1}$ almost everywhere and $u_{\varepsilon}^{-1}(x)-$ $u_{\varepsilon}^{-1}(s)=\int_{s}^{x} v_{\varepsilon}(\xi) d \xi$, by (3.4) we get (3.2).

Corollary 3.1. If $u_{\varepsilon}$ is the nontrivial solution mentioned in Remarks 3.1 and 3.2, then we put $v_{\varepsilon} \doteq\left[u_{\varepsilon}^{-1}\right]^{\prime}$ almost everywhere. Since $u_{\varepsilon}^{-1}$ is absolutely continuous, $u_{\varepsilon}^{-1}(x)=$ $\int_{0}^{x} v_{\varepsilon}(s) d s$.

Corollary 3.2. Let $\varepsilon>0$. If the integrable function $v_{\varepsilon}$ satisfies (3.2), then

$$
\begin{equation*}
\int_{0}^{x} K\left(\int_{s}^{x} v_{\varepsilon}(\xi) d \xi\right) g^{\prime}(s) d s \leqq x . \tag{3.5}
\end{equation*}
$$

Let $\varepsilon=0$. If the integrable function $v_{0}$ satisfies (3.2), then

$$
\begin{equation*}
\int_{0}^{x} K\left(\int_{s}^{x} v_{0}(\xi) d \xi\right) g^{\prime}(s) d s=x . \tag{3.6}
\end{equation*}
$$

From (3.2) we have

$$
\begin{equation*}
v_{\varepsilon}(x) \int_{0}^{x} k\left(\int_{s}^{x} v_{\varepsilon}(\xi) d \xi\right) g^{\prime}(s) d s+\varepsilon v_{\varepsilon}(x)=1 \quad \text { a.e. } \tag{3.7}
\end{equation*}
$$

Integrating (3.7) we get

$$
\begin{equation*}
\int_{0}^{x} K\left(\int_{s}^{x} v_{\varepsilon}(\xi) d \xi\right) g^{\prime}(s) d s+\varepsilon \int_{0}^{x} v_{\varepsilon}(s) d s=x . \tag{3.8}
\end{equation*}
$$

From (3.8) we obtain (3.5) and (3.6).
Proof of Theorem 1.1. Consider (3.1). Let $\left\{u_{\varepsilon}\right\}(\varepsilon \in(0,1))$ denote the family of increasing absolutely continuous solutions to (3.1) on $\left\langle 0, \delta_{1}\right\rangle$ mentioned in Remark 3.2. By Corollary 3.1 the function $v_{\varepsilon} \doteq\left[u_{\varepsilon}^{-1}\right]^{\prime}$ almost everywhere on $\left\langle 0, u_{\varepsilon}\left(\delta_{1}\right)\right\rangle$ satisfies (3.5). Since $K$ is convex then from (3.5) by the Jensen inequality, we get

$$
g(x) K\left(\int_{0}^{x} \int_{s}^{x} v_{\varepsilon}(\xi) d \xi g^{\prime}(s) d s / g(x)\right) \leqq x
$$

or after simple calculations

$$
\begin{equation*}
V_{\varepsilon}(x) \leqq K^{-1}(x / g(x)), \tag{3.9}
\end{equation*}
$$

where

$$
V_{\varepsilon}(x) \doteq \int_{0}^{x} v_{\varepsilon}(s) g(s) d s / g(x)
$$

We have

$$
\begin{equation*}
V_{\varepsilon}^{\prime}(x)=v_{\varepsilon}(x)-\left[g^{\prime}(x) / g(x)\right] V_{\varepsilon}(x) \quad \text { a.e. } \tag{3.10}
\end{equation*}
$$

From (3.9) and (3.10) we get

$$
\begin{equation*}
V_{\varepsilon}^{\prime}(x) \geqq v_{\varepsilon}(x)-\left[g^{\prime}(x) / g(x)\right] K^{-1}(x / g(x)) \quad \text { a.e. } \tag{3.11}
\end{equation*}
$$

From (3.11) we obtain

$$
\begin{equation*}
v_{\varepsilon}(x) \leqq V_{\varepsilon}^{\prime}(x)+\left[g^{\prime}(x) / g(x)\right] K^{-1}(x / g(x)) \quad \text { a.e. } \tag{3.12}
\end{equation*}
$$

Since $u_{\varepsilon}^{-1}(x)=\int_{0}^{x} v_{\varepsilon}(s) d s$ and (1.2) holds, integrating (3.12) we get

$$
u_{\varepsilon}^{-1}(x) \leqq V_{\varepsilon}(x)+\int_{0}^{x}\left[g^{\prime}(s) / g(s)\right] K^{-1}(s / g(s)) d s
$$

Hence by (3.9) we obtain

$$
\begin{equation*}
u_{\varepsilon}^{-1}(x) \leqq K^{-1}(x / g(x))+\int_{0}^{x}\left[g^{\prime}(s) / g(s)\right] K^{-1}(s / g(s)) d s . \tag{3.13}
\end{equation*}
$$

Let

$$
F^{-1}(x) \doteq K^{-1}\left(\sup _{s \in(0, x\rangle}(s / g(s))\right)+\int_{0}^{x}\left[g^{\prime}(s) / g(s)\right] K^{-1}(s / g(s)) d s+x .
$$

It is a strictly increasing continuous function such that $F^{-1}(0)=0$. By (3.13) we have

$$
u_{\varepsilon}^{-1}(x) \leqq F^{-1}(x) \quad \text { on }\left\langle 0, u_{\varepsilon}\left(\delta_{1}\right)\right\rangle
$$

or

$$
\begin{equation*}
u_{\varepsilon}(x) \geqq F(x) \quad \text { on }\left\langle 0, \delta_{1}\right\rangle \tag{3.14}
\end{equation*}
$$

Let $\varepsilon \searrow 0+$. Since the sequence $u_{\varepsilon}$ is decreasing with respect to $\varepsilon$, we infer that

$$
u(x) \doteq \lim _{\varepsilon \searrow 0+} u_{\varepsilon}(x) \quad\left(x \in\left\langle 0, \delta_{1}\right\rangle\right)
$$

is a nondecreasing continuous solution to (1.1). Since (3.14) holds for any $\varepsilon \in(0,1)$, $u(x) \geqq F(x)$ on $\left\langle 0, \delta_{1}\right\rangle$. It means we have found a nontrivial solution $u$ to (1.1).

Proof of Theorem 1.2. Consider (3.1). Let $\left\{u_{\varepsilon}\right\}(\varepsilon \in(0,1))$ denote the family of increasing absolutely continuous solutions to (3.1) on $\left\langle 0, \delta_{1}\right\rangle$ mentioned in Remark 3.2. By Corollary 3.1 and (3.2) we infer that the function $v_{\varepsilon} \doteq\left[u_{\varepsilon}^{-1}\right]^{\prime}$ almost everywhere on $\left\langle 0, u_{\varepsilon}\left(\delta_{1}\right)\right\rangle$ must satisfy the following inequality:

$$
\begin{equation*}
v_{\varepsilon}(x) \leqq 1 / \int_{0}^{x} k\left(\int_{s}^{x} v_{\varepsilon}(\xi) d \xi\right) g^{\prime}(s) d s \quad \text { a.e. } \tag{3.15}
\end{equation*}
$$

We can write (3.15) as

$$
\begin{equation*}
v_{\varepsilon}(x) \leqq 1 / \int_{0}^{x} k \circ K^{-1}\left(K\left(\int_{s}^{x} v_{\varepsilon}(\xi) d \xi\right)\right) g^{\prime}(s) d s \quad \text { a.e. } \tag{3.16}
\end{equation*}
$$

Since $\ln k$ is convex it follows that $k \circ K^{-1}$ is convex. By the Jensen inequality from (3.16) we obtain

$$
\begin{equation*}
v_{\varepsilon}(x) \leqq 1 / g(x) k \circ K^{-1}\left(\int_{0}^{x} K\left(\int_{s}^{x} v_{\varepsilon}(\xi) d \xi\right) g^{\prime}(s) d s / g(x)\right) \quad \text { a.e. } \tag{3.17}
\end{equation*}
$$

The function $1 / k \circ K^{-1}$ is increasing because $k$ is decreasing and $K$ is increasing. By (3.6) and (3.17) we obtain

$$
\begin{equation*}
v_{\varepsilon}(x) \leqq 1 / g(x) k \circ K^{-1}(x / g(x)) \quad \text { a.e. on }\left\langle 0, u_{\varepsilon}\left(\delta_{1}\right)\right\rangle . \tag{3.18}
\end{equation*}
$$

Let

$$
\begin{equation*}
G^{-1}(x) \doteq \int_{0}^{x}\left[g(s) k \circ K^{-1}(s / g(s))\right]^{-1} d s \tag{3.19}
\end{equation*}
$$

By assumption (1.3) the function $G^{-1}$ is well defined. Integrating (3.18), we get

$$
u_{\varepsilon}^{-1}(x) \leqq G^{-1}(x) \quad \text { on }\left\langle 0, u_{\varepsilon}\left(\delta_{1}\right)\right\rangle
$$

or

$$
\begin{equation*}
u_{\varepsilon}(x) \geqq G(x) \quad \text { on }\left\langle 0, \delta_{1}\right\rangle . \tag{3.20}
\end{equation*}
$$

Let $\varepsilon \searrow 0+$. Since the sequence $u_{\varepsilon}$ is decreasing with respect to $\varepsilon$, we infer that

$$
u(x) \doteq \lim _{\varepsilon \searrow 0+} u_{\varepsilon}(x) \quad\left(x \in\left\langle 0, \delta_{1}\right\rangle\right)
$$

is a nondecreasing continuous solution to (1.1). Since (3.20) holds for any $\varepsilon \in(0,1)$, $u(x) \geqq G(x)$ on $\left\langle 0, \delta_{1}\right\rangle$. It means that the function $u$ is a nontrivial solution to (1.1).

Proof of Theorem 1.3. Let $u_{0}$ be the nontrivial solution to (1.1) mentioned in Remark 3.1. Let $v_{0} \doteq\left[u_{0}^{-1}\right]^{\prime}$ almost everywhere on $\left\langle 0, u_{0}\left(\delta_{1}\right)\right\rangle$. By Corollary 3.1 and (3.2) we have

$$
\begin{equation*}
v_{0}(x)=1 / \int_{0}^{x} k \circ K^{-1}\left(K\left(\int_{s}^{x} v_{0}(\xi) d \xi\right)\right) g^{\prime}(s) d s \quad \text { a.e. } \tag{3.21}
\end{equation*}
$$

Since $\ln k$ is concave it follows that $k \circ K^{-1}$ is concave. From (3.21) by the Jensen inequality we get

$$
\begin{equation*}
v_{0}(x) \geqq 1 / g(x) k \circ K^{-1}\left(\int_{0}^{x} K\left(\int_{s}^{x} v_{0}(\xi) d \xi\right) g^{\prime}(s) d s / g(x)\right) \tag{3.22}
\end{equation*}
$$

and by (3.6)

$$
\begin{equation*}
v_{0}(x) \geqq 1 / g(x) k \circ K^{-1}(x / g(x)) . \tag{3.23}
\end{equation*}
$$

Since $v_{0}$ is integrable, we infer that (1.4) holds.
Proof of Theorem 1.4. Let $u_{0}$ be the nontrivial solution to (1.1) mentioned in Remark 3.1. Let $v_{0}=\left[u_{0}^{-1}\right]^{\prime}$ almost everywhere on $\left\langle 0, u_{0}\left(\delta_{1}\right)\right\rangle$. By Corollary 3.1 the function $v_{0}$ satisfies (3.6). Since $K$ is convex, then from (3.6) by the Jensen inequality we get

$$
x \leqq g(x) K\left(\int_{0}^{x} \int_{s}^{x} v_{0}(\xi) d \xi g^{\prime}(s) d s / g(x)\right)
$$

or after simple calculations,

$$
\begin{equation*}
V_{0}(x) \geqq K^{-1}(x / g(x)), \tag{3.24}
\end{equation*}
$$

where

$$
V_{0}(x) \doteq \int_{0}^{x} v_{0}(s) g(s) d s / g(x) .
$$

We have

$$
\begin{equation*}
V_{0}^{\prime}(x)=v_{0}(x)-\left[g^{\prime}(x) / g(x)\right] V_{0}(x) \quad \text { a.e. } \tag{3.25}
\end{equation*}
$$

From (3.24) and (3.25) we get

$$
\begin{equation*}
V_{0}^{\prime}(x) \leqq v_{0}(x)-\left[g^{\prime}(x) / g(x)\right] K^{-1}(x / g(x)) \quad \text { a.e. } \tag{3.26}
\end{equation*}
$$

or

$$
\begin{equation*}
\left[g^{\prime}(x) / g(x)\right] K^{-1}(x / g(x)) \leqq v_{0}(x)-V_{0}^{\prime}(x) \quad \text { a.e. } \tag{3.27}
\end{equation*}
$$

Since $v_{0}$ and $V_{0}^{\prime}$ are integrable, then by (3.27) we get (1.5).
Appendix. We present two physical problems leading to nonlinear Volterra integral equations having the form (1.1) and satisfying (k) and (g).
A.1. Travelling wave solutions to shock-wave problems. We consider shock waves in gas-filled shock-wave tubes [6]. We want to find the axial component of the particle velocity behind the shock wave. We assume that the $x$-axis of the coordinate system is directed along the axis of the tube. Moreover, the shock-wave front passes through the origin of the $x$-axis at time $t=0$. Let $c_{s} \geqq c_{0}$ ( $c_{0}$ is the sound speed) denote the speed of the shock-wave front. We denote by $v(x, t)$ the axial component of the particle velocity behind the wave front at point $x$ and time $t$. The function $v$ must satisfy the following equation (see [6]):

$$
\begin{equation*}
D_{t} v+c_{s} D_{x} v=-\left(B_{1} v+\left(c_{0}-c_{s}\right)\right) D_{x} v+\frac{1}{2} B_{2} \int_{0}^{t-x / c_{s}} D_{t} v(x, t-s) s^{\alpha-1} d s \tag{A1}
\end{equation*}
$$

where $B_{1}, B_{2}, \alpha>0$ are physical parameters, and must also satisfy the condition

$$
\begin{equation*}
v\left(x, x / c_{s}\right)=\left(c_{s}-c_{0}\right) / B_{1} . \tag{A2}
\end{equation*}
$$

This last condition describes the discontinuity of the axial velocity at the wave front. We look for so-called travelling wave solutions of (A1)-(A2) having the form

$$
\begin{equation*}
v(x, t)=v\left(t-x / c_{s}\right) . \tag{A3}
\end{equation*}
$$

In the case of such solutions the problem (A1)-(A2) will be reduced to

$$
\begin{equation*}
\frac{B_{1}}{c_{s}}\left(\left[v(x)-\left(c_{s}-c_{0}\right) / B_{1}\right]^{2}\right)^{\prime}=B_{2} \int_{0}^{x} v^{\prime}(x-s) s^{\alpha-1} d s \tag{A4}
\end{equation*}
$$

where $v=v(x)$ is the unknown function such that

$$
\begin{equation*}
v(0)=\left(c_{s}-c_{0}\right) / B_{1} . \tag{A5}
\end{equation*}
$$

Substituting into (A4) and (A5) instead of $v$ the function $B_{2} c_{s}\left[v-\left(c_{s}-c_{0}\right) / B_{1}\right] / B_{1}$, we get

$$
\begin{equation*}
\left([v(x)]^{2}\right)^{\prime}=\int_{0}^{x} v^{\prime}(x-s) s^{\alpha-1} d s \tag{A6}
\end{equation*}
$$

and

$$
\begin{equation*}
v(0)=0 . \tag{A7}
\end{equation*}
$$

Integrating (A6) and using (A7), we get

$$
\begin{equation*}
[v(x)]^{2}=\int_{0}^{x}(x-s)^{\alpha-1} v(s) d s \tag{A8}
\end{equation*}
$$

or after substituting $v=u^{1 / 2}$, we obtain

$$
\begin{equation*}
u(x)=\int_{0}^{x}(x-s)^{\alpha-1}[u(s)]^{1 / 2} d s \tag{A9}
\end{equation*}
$$

for $x \geqq 0$. With respect to physical meaning only nonnegative nontrivial solutions are interesting. Such solutions are considered in [6] and [11].
A.2. Subsolutions of nonlinear diffusion problems. We study the following diffusion problem [1], [9]:

$$
\begin{equation*}
D_{t} h=r^{-1} D_{r}\left(r D_{r}\left(h^{1 / p}\right)\right) \quad(p \in(0,1)) \tag{A10}
\end{equation*}
$$

with conditions

$$
\begin{array}{ll}
h(r, 0)=0 & \text { for } r>1, \\
h(1, t)=1 & \text { for } t>0 . \tag{A12}
\end{array}
$$

Let us note that in the case $p=\frac{1}{2}$ the problem (A10)-(A12) may describe the infiltration of the fluid from a cylindrical reservoir. It may be shown that (A10) with conditions (A11)-(A12) has a unique so-called weak solution $h(r, t)$ in the domain $(1,+\infty) \times$ $(0,+\infty)$ (for details see [4]). It is important for applications that the weak solution is classical at these points $(r, t)$ for which $h(r, t)>0$. Moreover, it is shown that $\operatorname{supp} h(\cdot, t)=\left\langle 1, r_{0}(t)\right\rangle$ for $t>0$, where $r_{0}(t)$ is a continuous increasing function. With respect to applications it is interesting to give even approximate information about the function $h$. We try to construct an auxiliary function approximating the exact solution $h$ from below. This new function will be a so-called subsolution. We try to construct a subsolution $\underline{h}$ having the form

$$
\underline{h}(r, t)= \begin{cases}\dot{A}(t) f\left(r /[A(t)]^{1 / 2},\right. & r \leqq[A(t)]^{1 / 2},  \tag{A13}\\ 0, & r>[A(t)]^{1 / 2} .\end{cases}
$$

The above function will be a subsolution if there exist both a sufficiently smooth decreasing function $f$ satisfying the problem

$$
\begin{equation*}
s^{-1}\left(s\left(f^{1 / p}\right)^{\prime}\right)^{\prime}=-\frac{1}{2} s f^{\prime} \quad \text { for } s \in(0,1\rangle \tag{A14}
\end{equation*}
$$

with

$$
\begin{equation*}
f(1)=0 \quad \text { and } \quad \lim _{s \rightarrow 1-}\left[f^{1 / p}(s)\right]^{\prime}=0 \tag{A15}
\end{equation*}
$$

and the function $A$ satisfying the differential equation

$$
\begin{equation*}
\dot{A} f\left(1 / A^{1 / 2}\right)=1 \quad \text { with } A(0)=1 . \tag{A16}
\end{equation*}
$$

To solve (A14)-(A15) we use the substitution

$$
\begin{equation*}
f(s)=w(-\log s) \tag{A17}
\end{equation*}
$$

We reduce (A14) and (A15) to

$$
\begin{equation*}
\left(w^{1 / p}\right)^{\prime \prime}=\frac{1}{2} e^{-2 x} w^{\prime} \quad \text { for } x \geqq 0 \tag{A18}
\end{equation*}
$$

with conditions
(A19)

$$
w(0)=0 \quad \text { and } \quad \lim _{x \rightarrow 0+}\left[w^{1 / p}(x)\right]^{\prime}=0 .
$$

Integrating (A18) twice and using (A19), we get

$$
\begin{equation*}
[w(x)]^{1 / p}=\int_{0}^{x} e^{-2 s}\left[\frac{1}{2}+x-s\right] w(s) d s \quad(x \geqq 0) \tag{A20}
\end{equation*}
$$

Substituting $e^{-2 p x /(1-p)} w(x)$ instead of $w(x)$, we get

$$
\begin{equation*}
[w(x)]^{1 / p}=\int_{0}^{x} k(x-s) w(s) d s \tag{A21}
\end{equation*}
$$

where
(A22)

$$
k(x)=\left[\frac{1}{2}+x\right] e^{2 x /(1-p)} .
$$

We look for continuous solutions $w$ of (A21) such that $w(x)>0$ for $x>0$. We substitute

$$
\begin{equation*}
w=u^{p} \tag{A23}
\end{equation*}
$$

into (A21) to obtain

$$
\begin{equation*}
u(x)=\int_{0}^{x} k(x-s)[u(s)]^{p} d s \quad(p \in(0,1)) \tag{A24}
\end{equation*}
$$

Mathematical considerations concerning the existence of nontrivial solutions to (A24), or more exactly to (A20), are presented in [9].
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# STABILITY OF TRAVELING WAVEFRONTS FOR THE DISCRETE NAGUMO EQUATION* 

B. ZINNER $\dagger$

Abstract. It has been shown that the discrete Nagumo equation

$$
\dot{u}_{n}=d\left(u_{n-1}-2 u_{n}+u_{n+1}\right)+f\left(u_{n}\right), \quad n \in \mathbb{Z}
$$

has a traveling wavefront solution for sufficiently strong coupling $d$. In this paper it is shown that such a traveling wavefront is unique (up to a shift in time) and globally stable.

Key words. traveling waves, lower solution technique, myelinated axon, discrete cells
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1. Introduction. Consider the infinite system of coupled nonlinear differential equations

$$
\begin{equation*}
\dot{u}_{n}=d\left(u_{n-1}-2 u_{n}+u_{n+1}\right)+f\left(u_{n}\right), \quad n \in \mathbb{Z} \tag{1}
\end{equation*}
$$

where $d$ is a positive real number.
A typical example for the nonlinearity $f$ is the cubic polynomial $f(x)=$ $x(x-a)(1-x), 0<a<\frac{1}{2}$. Equation (1) is the discrete analogue to the well-known Nagumo equation [5]

$$
\begin{equation*}
\frac{\partial u}{\partial t}=D \frac{\partial^{2} u}{\partial x^{2}}+f(u) . \tag{2}
\end{equation*}
$$

The discrete Nagumo equation is interesting because it has been used to derive (2) [8] and it has also been proposed as a model for conduction in myelinated nerve axons [1]. The continuous Nagumo equation (2) is well studied [4] and it has been proven that there exist globally stable monotone traveling wavefront solutions.

The analytic approach has been less developed for the discrete than for the continuous Nagumo equation. The first results about the discrete Nagumo equation were concerned with threshold properties, that is, conditions forcing nonconvergence to zero of solutions as time approaches infinity, and bounds on the speed of propagation of a "wave of excitation" [1], [2]. The next results were concerned with wave propagation, that is, with solutions of the form

$$
u_{n}(t)=U(n+c t) .
$$

In particular, failure of propagation for small $d$ and local stability of traveling wavefronts were shown in [6] and [7].

Then traveling wavefronts were analyzed numerically for certain cubic polynomials $f$ [3]. Only recently has the existence of monotone traveling wavefronts for sufficiently large $d$ been proved in [9] and [10]. It is the purpose of this paper to prove that such traveling wavefronts are globally stable.

By a traveling wavefront with velocity $c, c>0$, we mean a solution $\left\{u_{n}(t)\right\}_{n=-\infty}^{\infty}$ of (1) for which there exists $U \in C^{1}(\mathbb{R},(0,1)), U(-\infty)=0, U(\infty)=1$, such that $u_{n}(t)=$ $U(n+c t)$ for all $t \in \mathbb{R}$. If in addition $U^{\prime}(z)>0$ for all $z \in \mathbb{R}$, then the wavefront is monotone. The following theorem allows $f$ to have several zeros in $(0,1)$ even though

[^82]existence of a monotone traveling wavefront has only been shown for the case where $f$ has exactly one zero in $(0,1)$.

Theorem 1.1. Suppose $f \in C^{1}([0,1], \mathbb{R})$, satisfies
(i) $f(0)=f(1)=0, f^{\prime}(0)<0, f^{\prime}(1)<0$,
(ii) $f(u)<0$ for $0<u<\alpha_{0}$,
(iii) $f(u)>0$ for $\alpha_{1}<u<1,0<\alpha_{0} \leqq \alpha_{1}<1$,
and suppose there exists a monotone traveling wavefront $\left\{v_{n}(t)\right\}, v_{n}(t)=U(n+c t)$. Then for any solution $\left\{u_{n}(t)\right\}$ of (1) which satisfies

$$
\begin{aligned}
& 0 \leqq u_{n}(0) \leqq 1 \quad \text { for all integers } n, \quad \text { and } \\
& \limsup _{n \rightarrow-\infty} u_{n}(0)<\alpha_{0} \leqq \alpha_{1}<\liminf _{n \rightarrow \infty} u_{n}(0),
\end{aligned}
$$

there exists a constant s such that

$$
\lim _{t \rightarrow \infty}\left(\sup _{n \in \mathbb{Z}}\left|u_{n}(t)-U(n+c t-s)\right|\right)=0 .
$$

The following corollary is a direct consequence of Theorem 1.1.
Corollary 1.2. Suppose $\left\{u_{n}(t)\right\}$ and $\left\{v_{n}(t)\right\}$ are traveling wavefronts of (1). Then there exists a constant $t_{0}$ such that $\left\{u_{n}(t)\right\}=\left\{v_{n}\left(t-t_{0}\right)\right\}$. In particular, there is a unique speed c for traveling wavefronts.
2. Proof of the theorem. We will make use of the following lemma [6, Thms. 4.1, 4.2].

Lemma 2.1. If the hypotheses of Theorem 1.1 hold, then there are constants $z_{1}, z_{2}$, $q_{0}, \mu_{0}$ (the last two positive) such that

$$
\begin{equation*}
U\left(n+c t-z_{1}\right)-q_{0} e^{-\mu_{0} t} \leqq u_{n}(t) \leqq U\left(n+c t-z_{2}\right)+q_{0} e^{-\mu_{0} t} . \tag{3}
\end{equation*}
$$

Furthermore, if there are constants $t_{0}, z_{0}$, and $\varepsilon$ for which

$$
\sup _{n \in \mathbb{Z}}\left|u_{n}\left(t_{0}\right)-U\left(n+c t_{0}-z_{0}\right)\right|<\varepsilon,
$$

then there is a number $\omega(\varepsilon)$ with $\lim _{\varepsilon \rightarrow 0} \omega(\varepsilon)=0$ such that

$$
\sup _{n \in \mathbb{Z}}\left|u_{n}(t)-U\left(n+c t-z_{0}\right)\right|<\omega(\varepsilon) \quad \text { for all } t \geqq t_{0} .
$$

Lemma 2.1 says that $\left\{u_{n}(t)\right\}$ is "more or less" bounded between two shifted wavefronts and if $\left\{u_{n}(t)\right\}$ is close to a wavefront $U$ at some instant then it will remain close to $U$. The main idea for the following proof is the attempt to replace the constants $z_{1}, z_{2}$ in (3) by functions $z_{1}(t), z_{2}(t)$ with $\lim _{t \rightarrow \infty} z_{1}(t)=\lim _{t \rightarrow \infty} z_{2}(t)$.

Let

$$
\begin{aligned}
& w_{n}^{s}(t):=u_{n}(t)-U(n+c t-s), \\
& A:=\left\{s \in\left[z_{2}, z_{1}\right]: \limsup _{t \rightarrow \infty}\left[\sup _{n \in \mathbb{Z}} w_{n}^{s}(t)\right] \leqq 0\right\}, \quad \text { and } \\
& B:=\left\{s \in\left[z_{2}, z_{1}\right]: \limsup _{t \rightarrow \infty}\left[\sup _{n \in \mathbb{Z}}-w_{n}^{s}(t)\right] \leqq 0\right\} .
\end{aligned}
$$

Note that $z_{2} \in A, z_{1} \in B$, and Theorem 1.1 will be proved if we show that $A \cap B \neq \varnothing$.
By assumption (i) of Theorem 1.1 there exist positive constants $\mu$ and $\delta_{0}$ such that

$$
\begin{array}{ll}
f(x)-f(y) \leqq-\mu(x-y) & \text { for all } x, y \in\left[0, \delta_{0}\right], \quad \text { and } \\
f(x)-f(y) \leqq-\mu(x-y) & \text { for all } x, y \in\left[1-\delta_{0}, 1\right] . \tag{4b}
\end{array}
$$

Choose $\delta \in\left(0, \delta_{0}\right)$, arbitrary. Since $U(-\infty)=0$ and $U(\infty)=1$, we may choose $n_{0} \in \mathbb{Z}$ and $n_{1} \in \mathbb{Z}$ such that

$$
U\left(n_{0}-z_{2}\right) \leqq \frac{\delta}{2} \quad \text { and } \quad U\left(n_{1}-z_{1}\right) \geqq 1-\frac{\delta}{2} .
$$

Now let $I(t):=\left\{n \in \mathbb{Z}: n_{0}-c t \leqq n \leqq n_{1}-c t\right\}$,

$$
\begin{aligned}
& A_{f}:=\left\{s \in\left[z_{2}, z_{1}\right]: \limsup _{t \rightarrow \infty}\left[\sup _{n \in I(t)} w_{n}^{s}(t)\right] \leqq 0\right\}, \\
& B_{f}:=\left\{s \in\left[z_{2}, z_{1}\right]: \limsup _{t \rightarrow \infty}\left[\sup _{n \in I(t)}-w_{n}^{s}(t)\right] \leqq 0\right\} .
\end{aligned}
$$

Lemma 2.2. $A_{f}=A$ and $B_{f}=B$.
Proof. From the definition of $A_{f}, A, B_{f}$, and $B$ it is clear that $A \subset A_{f}$ and $B \subset B_{f}$. It suffices to show $A_{f} \subset A$, since the proof of $B_{f} \subset B$ is identical.

So suppose $s \in A_{f}$. Then

$$
\limsup _{t \rightarrow \infty}\left[\sup _{n \in I(t)} w_{n}^{s}(t)\right] \leqq 0
$$

and we have to show that

$$
\limsup _{t \rightarrow \infty}\left[\sup _{n \in \mathbb{Z}} w_{n}^{s}(t)\right] \leqq 0
$$

i.e., given $\varepsilon>0$ there exists $T$ such that

$$
\begin{equation*}
w_{n}^{s}(t) \leqq \varepsilon \quad \text { for all } n \in \mathbb{Z}, \quad t \geqq T \tag{5}
\end{equation*}
$$

Fix $\varepsilon>0$. Then there exists $T_{0}$ such that

$$
w_{n}^{s}(t) \leqq \varepsilon \quad \text { for all } n \in I(t), \quad t \geqq T_{0}
$$

and

$$
\begin{equation*}
u_{n}(t) \notin[\delta, 1-\delta] \quad \text { for all } n \notin I(t), \quad t \geqq T_{0} . \tag{6}
\end{equation*}
$$

Let $q \in(0,1)$ be such that

$$
\begin{equation*}
d\left(\frac{1}{q}+\frac{1}{q}-2\right) \leqq \frac{1}{2} \mu . \tag{7}
\end{equation*}
$$

We will show that the existence of a number $T_{k} \geqq T_{0}, k \in \mathbb{N}_{0}$, such that

$$
\begin{equation*}
w_{n}^{s}(t) \leqq \max \left\{q^{k} \delta, \varepsilon\right\} \quad \text { for all } n \in \mathbb{Z}, \quad t \geqq T_{k}, \tag{8}
\end{equation*}
$$

will imply the existence of $T_{k+1} \geqq T_{0}$ such that

$$
\begin{equation*}
w_{n}^{s}(t) \leqq \max \left\{q^{k+1} \delta, \varepsilon\right\} \quad \text { for all } n \in \mathbb{Z}, \quad t \geqq T_{k+1} . \tag{9}
\end{equation*}
$$

Note that (9) only needs to be shown for $n \notin I(t)$. Suppose (8) holds and for some index $n$ we have

$$
\begin{equation*}
\max \left\{q^{k+1} \delta, \varepsilon\right\} \leqq w_{n}^{s}(t) \leqq \max \left\{q^{k} \delta, \varepsilon\right\}, \quad t \geqq T_{k} \tag{10}
\end{equation*}
$$

Since $u_{n}$ and $U$ satisfy (1) we obtain

$$
\begin{equation*}
\dot{w}_{n}^{s}=d\left(w_{n-1}^{s}-2 w_{n}^{s}+w_{n+1}^{s}\right)+f\left(u_{n}\right)-f(U) \tag{11}
\end{equation*}
$$

which can be rewritten to

$$
\begin{equation*}
\dot{w}_{n}^{s}=d\left(\frac{w_{n-1}^{s}}{w_{n}^{s}}+\frac{w_{n+1}^{s}}{w_{n}^{s}}-2\right) w_{n}^{s}+\frac{f\left(u_{n}\right)-f(U)}{w_{n}^{s}} w_{n}^{s} . \tag{12}
\end{equation*}
$$

From (7), (8), and (10), we deduce

$$
\begin{equation*}
d\left(\frac{w_{n-1}^{s}}{w_{n}^{s}}+\frac{w_{n+1}^{s}}{w_{n}^{s}}-2\right) \leqq \frac{1}{2} \mu \tag{13}
\end{equation*}
$$

and from (4a), (4b), and (6) we get

$$
\begin{equation*}
\frac{f\left(u_{n}\right)-f(U)}{w_{n}^{s}} \leqq-\mu . \tag{14}
\end{equation*}
$$

Finally, from (12), (13), and (14) we estimate

$$
\begin{equation*}
\dot{w}_{n}^{s} \leqq-\frac{1}{2} \mu w_{n}^{s} . \tag{15}
\end{equation*}
$$

With Gronwall's lemma we deduce (9) where $T_{k+1}$ is determined by

$$
\exp \left(-\frac{1}{2} \mu\left(T_{k+1}-T_{k}\right)\right)=q .
$$

The claim (5) then follows by induction.
Because of Lemma 2.2 it now suffices to show that $A_{f} \cap B_{f} \neq \varnothing$. To reach a contradiction suppose $A_{f} \cap B_{f}=\varnothing$.

We consider $A_{f}$ and $B_{f}$ as topological subspaces of the interval $\left[z_{2}, z_{1}\right]$. It is easy to check that $B_{f}$ is closed and therefore we may pick $s \in \partial B_{f} \backslash A_{f}$. Since $s \in \partial B_{f}$ there exist sequences $\left\{t_{k}\right\}_{k=1}^{\infty}, \lim _{k \rightarrow \infty} t_{k}=\infty,\left\{n_{k}\right\}_{k=1}^{\infty}, n_{k} \in I\left(t_{k}\right)$, such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} w_{n_{k}}^{s}\left(t_{k}\right)=0 . \tag{16}
\end{equation*}
$$

Since $s \notin A_{f} \cap B_{f}=A \cap B$ there exists $\varepsilon>0$ such that

$$
\begin{equation*}
\sup _{n \in \mathbb{Z}}\left|w_{n}^{s}\left(t_{k}\right)\right| \geqq \varepsilon \tag{17}
\end{equation*}
$$

in view of Lemma 2.1.
It follows from the definition of $I(t)$ that there exists $T_{0}$ such that

$$
\begin{equation*}
\left|w_{n}^{s}(t)\right|<\delta \quad \text { for all } n \notin I(t), \quad t \geqq T_{0} . \tag{18}
\end{equation*}
$$

Either

$$
\begin{align*}
& \lim _{k \rightarrow \infty} w_{m_{k}}^{s}\left(t_{k}\right)=0 \text { implies } \lim _{k \rightarrow \infty}\left(\left|w_{m_{k}-1}^{s}\left(t_{k}\right)\right|+\left|w_{m_{k}+1}^{s}\left(t_{k}\right)\right|\right)=0 \\
& \text { holds for all sequences }\left\{m_{k}\right\}_{k=1}^{\infty}, m_{k} \in I\left(t_{k}\right), \tag{19}
\end{align*}
$$

or (19) does not hold.
If (19) holds, then it follows from (16) and by induction that $\lim _{k \rightarrow \infty} \sup _{n \in I\left(t_{k}\right)}\left|w_{n}^{s}\left(t_{k}\right)\right|=0$. Together with (18) this implies that there exists $K \in \mathbb{N}$ such that $\sup _{n \in \mathbb{Z}}\left|w_{n}^{s}\left(t_{k}\right)\right|<\delta$ for all $k \geqq K$. Since $\delta$ may be chosen to be less than $\varepsilon$, this contradicts (17).

Therefore (19) does not hold and hence there exist a subsequence of $\left\{t_{k}\right\}$, which we also denote by $\left\{t_{k}\right\}$, a sequence $\left\{m_{k}\right\}, m_{k} \in I\left(t_{k}\right)$, and $\varepsilon_{0}>0$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} w_{m_{k}}^{s}\left(t_{k}\right)=0 \quad \text { and } \quad\left|w_{m_{k}-1}^{s}\left(t_{k}\right)\right|+\left|w_{m_{k}+1}^{s}\left(t_{k}\right)\right| \geqq \varepsilon_{0} . \tag{20}
\end{equation*}
$$

It follows from (20) and $s \in \partial B_{f} \subset B$ that there exists $K \in \mathbb{N}$ such that

$$
\begin{aligned}
& -2 w_{m_{k}}^{s}\left(t_{k}\right)>-\frac{\varepsilon_{0}}{4}, \\
& w_{m_{k}-1}^{s}\left(t_{k}\right)+w_{m_{k}+1}^{s}\left(t_{k}\right)>\frac{\varepsilon_{0}}{2},
\end{aligned}
$$

and

$$
f\left(u_{m_{k}}\left(t_{k}\right)\right)-f\left(U\left(m_{k}-c t_{k}-s\right)\right)>-\frac{d \varepsilon_{0}}{8}
$$

holds for all $k \geqq K$. Therefore (11) implies

$$
\begin{equation*}
\dot{w}_{m_{k}}^{s}\left(t_{k}\right)>\frac{d \varepsilon_{0}}{8} \quad \text { for all } k \geqq K . \tag{21}
\end{equation*}
$$

It also follows from (11) that there exists $M>0$ such that

$$
\ddot{w}_{n}(t)<M \text { for all } n \in \mathbb{N} \text { and } t \geqq 0,
$$

which implies together with (21) that there exists $h>0$ such that

$$
\dot{w}_{m_{k}}(t)>\frac{d \varepsilon_{0}}{16} \quad \text { for all } t \in\left[t_{k}-h, t_{k}\right], \quad k \geqq K .
$$

Therefore $-w_{m_{k}}^{s}\left(t_{k}-h\right)>\left(h d \varepsilon_{0} / 16\right)-w_{m_{k}}^{s}\left(t_{k}\right)$ for all $k \geqq K$ which implies together with (20) that

$$
\lim _{t \rightarrow \infty} \sup _{m \in \mathbb{N}}-w_{n}^{s}(t) \geqq \frac{h d \varepsilon_{0}}{16}>0,
$$

in contradiction to $s \in B_{f}$.
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# AN OSCILLATION METHOD FOR FOURTH-ORDER, SELF-ADJOINT, TWO-POINT BOUNDARY VALUE PROBLEMS WITH NONLINEAR EIGENVALUES* 
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#### Abstract

An oscillation method is presented for finding the eigenvalues of a fourth-order, self-adjoint, two-point boundary value problem. The eigenvalue may occur nonlinearly in the differential equation, and may occur in the boundary conditions. The method can approximate the $n$th eigenvalue without consideration of other eigenvalues. It provides an a posteriori error estimate for the approximate eigenvalue.
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## AMS(MOS) classification. 65 L 15

1. Introduction. Physical problems often lead to linear two-point boundary value problems in which the eigenvalue occurs nonlinearly in the differential equation, and may occur in the boundary conditions. Typically, this type of equation arises when we linearize a nonlinear equation and look for normal modes. Examples of such problems occur in acoustics (Porter and Reiss [10]), mechanics of beams (Roseau [12]), and hydrodynamics (Drazin and Reid [5], Chandrasekhar [2], [3]).

A classical example of this kind of problem is a Sturm-Liouville equation

$$
\begin{align*}
& \left(p(x, \lambda) u^{\prime}\right)^{\prime}+q(x, \lambda) u=0 \quad \text { for } 0<x<1, \\
& \alpha_{0}(\lambda) u(0)+\beta_{0}(\lambda) u^{\prime}(0)=0,  \tag{1.1}\\
& \alpha_{1}(\lambda) u(1)+\beta_{1}(\lambda) u^{\prime}(1)=0 .
\end{align*}
$$

In [8], Greenberg and Babuška studied the problem (1.1) by means of a function $N(\lambda)$, which is related to the number of oscillations of a solution of the differential equation. Under suitable conditions, (1.1) has $N\left(\lambda^{\prime \prime}\right)-N\left(\lambda^{\prime}\right)$ eigenvalues in the interval [ $\lambda^{\prime}, \lambda^{\prime \prime}$ ). This enables us to decide whether or not a given interval [ $\lambda^{\prime}, \lambda^{\prime \prime}$ ) contains an eigenvalue. Furthermore, if $N\left(\lambda^{\prime}\right) \leqq n-1$ and $N\left(\lambda^{\prime \prime}\right) \geqq n$, then the $n$th eigenvalue satisfies $\lambda^{\prime} \leqq \lambda_{n}<\lambda^{\prime \prime}$. Thus we can determine if $\lambda_{n}$ lies in a given interval. By applying the bisection method to $N(\lambda)$, we can approximate the $n$th eigenvalue without consideration of other eigenvalues, and with an a posteriori error estimate.

In this paper, the above results will be extended to fourth-order boundary value problems. $N(\lambda)$ will be related to the oscillations of the Wronskian of two solutions of the differential equation. In [8], the analysis for the second-order problem was based on the Sturm comparison and oscillation theorems and on Sturm sequences for tridiagonal matrices. These methods are not applicable to the fourth-order problem. An entirely different analysis is given here, based on variational properties of eigenvalues and inertial properties of the energy inner product. It seems likely that these methods can be applied to higher-order problems.

We shall consider two types of fourth-order problems: A scalar equation

$$
\begin{equation*}
L(u ; \lambda)=\left(p(x, \lambda) u^{\prime \prime}\right)^{\prime \prime}-\left(q(x, \lambda) u^{\prime}\right)^{\prime}+r(x, \lambda) u=0 \quad \text { for } 0<x<1 \tag{I}
\end{equation*}
$$

[^83]with boundary conditions of the form
\[

\mathrm{BC}_{0}(u ; \lambda)=\left[$$
\begin{array}{llll}
\alpha_{01}(\lambda) & \alpha_{02}(\lambda) & \alpha_{03}(\lambda) & \alpha_{04}(\lambda) \\
\beta_{01}(\lambda) & \beta_{02}(\lambda) & \beta_{03}(\lambda) & \beta_{04}(\lambda)
\end{array}
$$\right]\left[$$
\begin{array}{c}
u(0) \\
u^{\prime}(0) \\
u^{\prime \prime}(0) \\
u^{\prime \prime \prime}(0)
\end{array}
$$\right]=0
\]

and

$$
\mathrm{BC}_{1}(u ; \lambda)=\left[\begin{array}{llll}
\alpha_{11}(\lambda) & \alpha_{12}(\lambda) & \alpha_{13}(\lambda) & \alpha_{14}(\lambda) \\
\beta_{11}(\lambda) & \beta_{12}(\lambda) & \beta_{13}(\lambda) & \beta_{14}(\lambda)
\end{array}\right]\left[\begin{array}{c}
u(1) \\
u^{\prime}(1) \\
u^{\prime \prime}(1) \\
u^{\prime \prime \prime}(1)
\end{array}\right]=0 ;
$$

and a vector equation

$$
\begin{align*}
L(u ; \lambda)=-\left(P(x, \lambda) u^{\prime}+Q(x, \lambda) u\right)^{\prime}+Q^{T}(x, \lambda) u^{\prime}+R(x, \lambda) u=0 &  \tag{II}\\
& \text { for } 0<x<1
\end{align*}
$$

with boundary conditions of the form

$$
\mathrm{BC}_{0}(u ; \lambda)=\left[\begin{array}{llll}
\alpha_{01}(\lambda) & \alpha_{02}(\lambda) & \alpha_{03}(\lambda) & \alpha_{04}(\lambda) \\
\beta_{01}(\lambda) & \beta_{02}(\lambda) & \beta_{03}(\lambda) & \beta_{04}(\lambda)
\end{array}\right]\left[\begin{array}{l}
u_{1}(0) \\
u_{2}(0) \\
u_{1}^{\prime}(0) \\
u_{2}^{\prime}(0)
\end{array}\right]=0
$$

and

$$
\mathrm{BC}_{1}(u ; \lambda)=\left[\begin{array}{llll}
\alpha_{11}(\lambda) & \alpha_{12}(\lambda) & \alpha_{13}(\lambda) & \alpha_{14}(\lambda) \\
\beta_{11}(\lambda) & \beta_{12}(\lambda) & \beta_{13}(\lambda) & \beta_{14}(\lambda)
\end{array}\right]\left[\begin{array}{l}
u_{1}(1) \\
u_{2}(1) \\
u_{1}^{\prime}(1) \\
u_{2}^{\prime}(1)
\end{array}\right]=0 .
$$

In problem (II) $u(x)=\left(u_{1}(x), u_{2}(x)\right)^{T}$ and $P(x, \lambda), Q(x, \lambda)$, and $R(x, \lambda)$ are $2 \times 2$ matrices. (Note that $Q^{T}(x, \lambda)$ denotes the transpose of $Q(x, \lambda)$.) The boundary conditions are required to be self-adjoint. This will be discussed in $\S 3$.

We shall need to make certain assumptions about the coefficient functions in problems (I) and (II). As indicated below, these occur in several categories. The standard assumptions will always be implicitly assumed. The other assumptions will be explicitly assumed when needed. (The monotonicity and limit assumptions are similar to assumptions in the Sturm oscillation theorem for second-order problems.) The reader may wish to skip over or scan through these assumptions at first. The monotonicity and limit assumptions will only be used in §4. In the following, $\lambda$ will vary in an interval $\left(\Lambda_{1}, \Lambda_{2}\right)$. We do not exclude the possibilities $\Lambda_{1}=-\infty$ or $\Lambda_{2}=\infty$.

Standard assumptions for problem (I).
$p(x, \lambda),(\partial / \partial x) p(x, \lambda),\left(\partial^{2} / \partial x^{2}\right) p(x, \lambda), q(x, \lambda),(\partial / \partial x) q(x, \lambda)$, and $r(x, \lambda)$ are continuous functions on [0,1] $\times\left(\Lambda_{1}, \Lambda_{2}\right)$.
$p(x, \lambda) \geqq k>0 \quad$ for $0 \leqq x \leqq 1, \quad \Lambda_{1}<\lambda<\Lambda_{2}$.
Standard assumptions for problem (II).
$P(x, \lambda),(\partial / \partial x) P(x, \lambda), Q(x, \lambda),(\partial / \partial x) Q(x, \lambda)$, and $R(x, \lambda)$ are continuous matrix functions on $[0,1] \times\left(\Lambda_{1}, \Lambda_{2}\right)$.
$P(x, \lambda)=P^{T}(x, \lambda)$ and $R(x, \lambda)=R^{T}(x, \lambda)$ for $0 \leqq x \leqq 1, \Lambda_{1}<\lambda<\Lambda_{2}$.
There is a number $k>0$ such that for any vector $\xi=\left(\xi_{1}, \xi_{2}\right)^{T}, \xi^{T} P(x, \lambda) \xi \geqq$ $k\left(\xi_{1}^{2}+\xi_{2}^{2}\right)$ for $0 \leqq x \leqq 1, \Lambda_{1}<\lambda<\Lambda_{2}$.
Standard assumptions for problems (I) and (II).
(S3) The coefficients in the boundary conditions are continuous functions of $\lambda$ on $\left(\Lambda_{1}, \Lambda_{2}\right)$.
(S4) At each endpoint $x=0,1$, the two given boundary conditions are linearly independent for $\Lambda_{1}<\lambda<\Lambda_{2}$.
(S5) Any essential boundary conditions have constant coefficients (see Remark 2, below).

Remark 1. We do not need the full strength of assumption (S1). It would be enough to assume that these functions are piecewise smooth in $x$ (up to the indicated degree of smoothness), and continuous in $\lambda$. We assume (S1) for simplicity.

Remark 2. Regarding (S5), recall that an essential boundary condition for (I) involves $u$ and $u^{\prime}$, but no higher derivatives. An essential boundary condition for (II) involves $u_{1}$ and $u_{2}$, but no derivatives. The relevant Hilbert space for problem (I) (respectively, (II)) is a subspace of the Sobolev space $H^{2}[0,1]$ (respectively, $H^{1}[0,1] \times$ $\left.H^{1}[0,1]\right)$ that depends on the essential boundary conditions. We have assumed condition (S5) in order to prevent this space from changing as $\lambda$ varies. This will enable us to apply well-known monotonicity properties of eigenvalues.

The energy inner product for (I) is of the form

$$
\begin{align*}
B(u, v ; \lambda)=- & \beta_{0}(u, v ; \lambda)+\beta_{1}(u, v ; \lambda)  \tag{1.2}\\
& +\int_{0}^{1}\left[p(x, \lambda) u^{\prime \prime} v^{\prime \prime}+q(x, \lambda) u^{\prime} v^{\prime}+r(x, \lambda) u v\right] d x .
\end{align*}
$$

Here the inner product $\beta_{i}(u, v ; \lambda)$ (for $\left.i=0,1\right)$ arises from the natural boundary conditions at the endpoint $x=i$, and has the form

$$
\begin{gather*}
\beta_{i}(u, v ; \lambda)=a_{i}(\lambda) u(i) v(i)+b_{i}(\lambda)\left(u(i) v^{\prime}(i)+u^{\prime}(i) v(i)\right)  \tag{1.3}\\
+c_{i}(\lambda) u^{\prime}(i) v^{\prime}(i) .
\end{gather*}
$$

For problem (II), we shall use the "dot product" notation: $\xi \cdot \eta=\xi_{1} \eta_{1}+\xi_{2} \eta_{2}$, where $\xi=\left(\xi_{1}, \xi_{2}\right)^{T}$ and $\eta=\left(\eta_{1}, \eta_{2}\right)^{T}$. The energy inner product for (II) has the form

$$
\begin{align*}
& B(u, v ; \lambda)=-\beta_{0}(u, v ; \lambda)+\beta_{1}(u, v ; \lambda) \\
& +\int_{0}^{1}\left[P(x, \lambda) u^{\prime} \cdot v^{\prime}+Q(x, \lambda) u \cdot v^{\prime}\right.  \tag{1.4}\\
& \left.+Q(x, \lambda) v \cdot u^{\prime}+R(x, \lambda) u \cdot v\right] d x,
\end{align*}
$$

where

$$
\begin{gather*}
\beta_{i}(u, v ; \lambda)=a_{i}(\lambda) u_{1}(i) v_{1}(i)+b_{i}(\lambda)\left(u_{1}(i) v_{2}(i)+u_{2}(i) v_{1}(i)\right) \\
+c_{i}(\lambda) u_{2}(i) v_{2}(i) . \tag{1.5}
\end{gather*}
$$

(These inner products will be discussed in §3, where we shall classify the boundary conditions.)

Please note that the inner products in this paper are often indefinite. For a linear eigenvalue problem, the number of negative eigenvalues equals the negative index of inertia of the energy inner product $B(u, v)$.

We shall assume monotonicity conditions on the coefficients of (I) and (II) in order to force $B(u, u ; \lambda)$ to be a strictly decreasing function of $\lambda$ for each $u \neq 0$.

Monotonicity assumptions for (I).
(M1) For each $x, r(x, \lambda)$ is a strictly decreasing function of $\lambda$.
(M2) For each $x, p(x, \lambda)$ and $q(x, \lambda)$ are nonincreasing functions of $\lambda$.
Monotonicity assumptions for (II).
(M1) For each $x$ and for $\xi=\left(\xi_{1}, \xi_{2}\right)^{T} \neq 0, R(x, \lambda) \xi \cdot \xi$ is a strictly decreasing function of $\lambda$.
(M2) For each $x$ and for any vectors $\xi=\left(\xi_{1}, \xi_{2}\right)^{T}, \eta=\left(\eta_{1}, \eta_{2}\right)^{T}, P(x, \lambda) \xi \cdot \xi+$ $2 Q(x, \lambda) \eta \cdot \xi+R(x, \lambda) \eta \cdot \eta$ is a nonincreasing function of $\lambda$.
Monotonicity assumptions for (I) and (II).
(M3) For each vector $\xi=\left(\xi_{1}, \xi_{2}\right)^{T}$, the boundary term $\beta_{0}=a_{0}(\lambda) \xi_{1}^{2}+$ $2 b_{0}(\lambda) \xi_{1} \xi_{2}+c_{0}(\lambda) \xi_{2}^{2}$ is a nondecreasing function of $\lambda$.
(M4) For each vector $\xi=\left(\xi_{1}, \xi_{2}\right)^{T}$, the boundary term $\beta_{1}=a_{1}(\lambda) \xi_{1}^{2}+$ $2 b_{1}(\lambda) \xi_{1} \xi_{2}+c_{1}(\lambda) \xi_{2}^{2}$ is a nonincreasing function of $\lambda$.
Remark 3. If $A(\lambda)$ is an $n \times n$ symmetric matrix whose coefficients $a_{i j}(\lambda)$ are differentiable functions of $\lambda$, and $\xi=\left(\xi_{1}, \xi_{2}, \cdots, \xi_{n}\right)^{T} \neq 0$, then $\xi^{T} A(\lambda) \xi$ is a strictly decreasing function of $\lambda$ if $(d / d \lambda) A(\lambda)$ is negative definite. (If $A(\lambda)$ is not differentiable, an analogous condition is that $A\left(\lambda^{\prime \prime}\right)-A\left(\lambda^{\prime}\right)$ be negative definite for $\lambda^{\prime}<\lambda^{\prime \prime}$.) Suppose that the coefficients in (I) and (II) are differentiable functions of $\lambda$. Then (M1) is satisfied for (II) if $(\partial / \partial \lambda) R(x, \lambda)$ is negative definite. (M2) is satisfied for (II) if $(\partial / \partial \lambda)\left[\begin{array}{ll}P & Q \\ Q^{T} & R\end{array}\right]$ is negative semidefinite. (M3) is satisfied if $(d / d \lambda)\left[\begin{array}{ll}a_{0} \\ b_{0} & b_{0} \\ c_{0}\end{array}\right]$ is positive semidefinite. (M4) is satisfied if $(d / d \lambda)\left[\begin{array}{ll}a_{1} & b_{1} \\ b_{1} & c_{1}\end{array}\right]$ is negative semidefinite.

The main result in this paper is Theorem 4.2, which indicates how $N(\lambda)$ can be used to locate eigenvalues. It is an analogue for fourth-order problems of Theorem 2.1 in [8], which deals with second-order problems. The condition (L1) below will be needed to ensure that $B(u, v ; \lambda)$ is positive definite when $\lambda$ is near $\Lambda_{1}$. In a companion paper [7], an existence theorem, similar to the Sturm oscillation theorem, will be proved. The condition (L2) below will be needed to guarantee the existence of infinitely many eigenvalues. For (I), we can place the burden for this either on $r(x, \lambda)$ or $q(x, \lambda)$, and so we shall give two possible conditions for each of these cases. We shall use the following notation:

$$
\begin{equation*}
f^{*}(\lambda)=\max _{0 \leqq x \leqq 1} f(x, \lambda), \quad f_{*}(\lambda)=\min _{0 \leqq x \leqq 1} f(x, \lambda) . \tag{1.6}
\end{equation*}
$$

Limit assumptions for (I).
(L1) Either (a) $\lim _{\lambda \rightarrow \Lambda_{1}} r_{*}(\lambda)=\infty$ or (b) $\lim _{\lambda \rightarrow \Lambda_{1}} q_{*}(\lambda)=\infty$ and there exists $\lambda_{+}$in $\left(\Lambda_{1}, \Lambda_{2}\right)$ such that $r_{*}\left(\lambda_{+}\right)>0, a_{0}\left(\lambda_{+}\right) \leqq 0$, and $a_{1}\left(\lambda_{+}\right) \geqq 0 .{ }^{1}$

$$
\begin{equation*}
\text { Either (a) } \lim _{\lambda \rightarrow \Lambda_{2}} r^{*}(\lambda)=-\infty \text { or (b) } \lim _{\lambda \rightarrow \Lambda_{2}} q^{*}(\lambda)=-\infty \tag{L2}
\end{equation*}
$$

In problem (II), let $R(x, \lambda)$ have eigenvalues $\mu_{R}(x, \lambda) \leqq \nu_{R}(x, \lambda)$, and let $\mu_{R}(\lambda)=$ $\min _{0 \leqq x \leqq 1} \mu_{R}(x, \lambda), \nu_{R}(\lambda)=\max _{0 \leqq x \leqq 1} \nu_{R}(x, \lambda)$. The matrix [ $Q_{Q^{0}(x, \lambda)}{ }_{0}{ }_{0}(x, \lambda)$ ] has eigenvalues $\pm \mu_{Q}(x, \lambda)$ and $\pm \nu_{Q}(x, \lambda)$, where $0 \leqq \mu_{Q}(x, \lambda) \leqq \nu_{Q}(x, \lambda)$. Let $\nu_{Q}(\lambda)=$ $\max _{0 \leqq x \leqq 1} \nu_{Q}(x, \lambda)$.

[^84]Limit assumptions for (II).

$$
\begin{align*}
& \lim _{\lambda \rightarrow \Lambda_{1}} \frac{\mu_{R}(\lambda)}{1+\nu_{Q}(\lambda)^{2}}=\infty .  \tag{L1}\\
& \lim _{\lambda \rightarrow \Lambda_{2}} \frac{\nu_{R}(\lambda)}{1+\nu_{Q}(\lambda)}=-\infty .
\end{align*}
$$

Remark 4. For (II), the denominator in (L1) is $1+\nu_{Q}(\lambda)^{2}$ rather than $\nu_{Q}(\lambda)^{2}$ in order to counteract the effect of small $\nu_{Q}(\lambda)$, and similarly for (L2). If $\nu_{Q}(\lambda)$ is bounded, then (L1) may be replaced by $\lim _{\lambda \rightarrow \Lambda_{1}} \mu_{R}(\lambda)=\infty$, and (L2) replaced by $\lim _{\lambda \rightarrow \Lambda_{2}} \nu_{R}(\lambda)=-\infty$.

The construction of the function $N(\lambda)$ begins in $\S 2$, where we consider linear eigenvalue problems of the form $L u=\lambda u$. Here $\lambda$ does not appear in the coefficients of $L$ or the boundary conditions. A number $N_{0}(L)$ is defined, using the Wronskian $w(x)$ of two solutions of the differential equation $L u=0 . N_{0}(L)$ is related to the zeros of $w(x)$. Theorem 2.2 asserts that $N_{0}(L)$ equals the number of negative eigenvalues of $L$ if $L$ has Dirichlet boundary conditions at $x=1$. This theorem was proved (for problem (II)) by Morse [9], in the context of extremal curves in the calculus of variations. It is also one of the main theorems in Edwards [6], where it is proved by topological methods. The proof given in § 2 is simpler and more direct than previous proofs. It uses only standard tools from eigenvalue theory.

In order to deal with operators that do not have Dirichlet boundary conditions, a "correction term" $\sigma(L)$ is defined, using an orthogonal decomposition of the energy inner product. The integer $\sigma(L)$ can have values 0,1 , or 2 . Theorem 2.5 asserts that the number $N(L)=N_{0}(L)+\sigma(L)$ equals the number of negative eigenvalues of $L$. This theorem is due to Edwards [6]. However, it should be mentioned that Edwards never explicitly addresses the boundary conditions, and so $\sigma(L)$ cannot be related to the coefficients of the boundary value problem. Here we emphasize the detailed calculation of formulas, which enables numerical computation.

In § 3 we classify the separated, self-adjoint boundary conditions for (I) and (II) into four types (for each problem). The inner products $\beta_{0}(u, v)$ and $\beta_{1}(u, v)$ are calculated for each type of boundary condition. We also calculate the inner product $B_{s}(u, v)$, which is used to compute $\sigma(L)$.

By its definition in (2.22), $B_{s}(u, v)$ is an integral. But an important feature of our method is that $B_{s}(u, v)$ and $\sigma(L)$ depend only on values (of $u, v$ their derivatives, and the coefficients of $L$ ) at $x=1$. In this respect, $\sigma(L)$ is analogous to the term $\sigma(\lambda)$ in [8], for Sturm-Liouville problems. The main purpose of $\S 3$ is to calculate $B_{s}(u, v)$ and $\sigma(L)$ for the different types of boundary conditions.

In $\S 4$, we turn to the case where the operator $L$ and the boundary conditions depend on $\lambda$. Let $L_{\lambda}$ denote the operator $L$ for fixed $\lambda$, and let $\mu_{k}(\lambda)$ be the $k$ th eigenvalue of $L_{\lambda}$. The monotonicity assumptions imply that the $\mu_{k}(\lambda)$ are strictly decreasing functions of $\lambda$. The zeros of these functions are the eigenvalues of $L$. These are the key facts that allow the theorems of $\S 2$ to carry over to the $\lambda$-dependent case. We define $N(\lambda)=N\left(L_{\lambda}\right)$, and Theorem 4.2 shows that $N(\lambda)$ has properties similar to those proved in [8] for Sturm-Liouville problems.

In § 5 we discuss properties of the Wronskians that are used to calculate $N(\lambda)$. Our method requires the calculation of $n(x ; \lambda)=$ nullity $W(x ; \lambda)$, where $W(x ; \lambda)$ is a certain Wronskian matrix. The integers $n(x ; \lambda)$ can be 0,1 , or 2 , and $n\left(x_{0} ; \lambda\right)>0$ if and only if $x_{0}$ is a zero of the Wronskian determinant $w(x)=w(x ; \lambda)=\operatorname{det} W(x ; \lambda)$. An important fact established in $\S 5$ is that $w(x)$ changes sign at $x_{0}$ if $n\left(x_{0} ; \lambda\right)=1$, but
does not change sign if $n\left(x_{0} ; \lambda\right)=2$. This enables us to distinguish the two cases numerically.
2. Linear eigenvalue problems. In this section, we shall consider differential operators $L$ of types (I) and (II) in the case that the coefficients (in $L$ and in the boundary conditions) do not depend on $\lambda$. Our main objective in this section is to prove two formulas (Theorems 2.2 and 2.5) for the number of negative eigenvalues of $L$.

Let $H^{k}[a, b]$ be the Sobolev space of functions $u(x)$ that have derivatives $u^{(j)}(x) \in$ $L^{2}[a, b]$ for $0 \leqq j \leqq k$. The basic Hilbert space for (I) is

$$
\begin{gather*}
H=\left\{u \in H^{2}[0,1] \mid u\right. \text { satisfies the essential boundary }  \tag{2.1}\\
\text { conditions at } x=0,1\} .
\end{gather*}
$$

The basic Hilbert space for (II) is

$$
\begin{gather*}
H=\left\{u \in H^{1}[0,1] \times H^{1}[0,1] \mid u\right. \text { satisfies the essential boundary }  \tag{2.2}\\
\text { conditions at } x=0,1\} .
\end{gather*}
$$

The energy inner products in these spaces are given in (1.2) and (1.4). (Note that the above spaces are the relevant Hilbert spaces for (I) and (II) whether or not the coefficients depend on $\lambda$. The standard assumption (S5) implies that these spaces do not change when $\lambda$ varies. In the present section, the operator $L$ and the energy inner product $B$ do not depend on $\lambda$.) Let $\|u\|$ denote the norm $\left(\int_{0}^{y} u(x)^{2} d x\right)^{1 / 2}$ in $L^{2}[0, y]$. The following estimates are immediate consequences of the fundamental theorem of calculus and Schwarz's inequality.

Lemma 2.1. Let $u(x)$ be a function in $H^{1}[0, y]$ such that $u\left(x_{0}\right)=0$ for some $x_{0} \in[0, y]$. Then
(1) $u(x)^{2} \leqq y\left\|u^{\prime}\right\|^{2}$ for $0 \leqq x \leqq y$, and
(2) $\|u\| \leqq y\left\|u^{\prime}\right\|$.

Definition 2.1. Let $L$ be an operator of type (I) or (II), where we assume that the coefficients in $L$ and in the boundary conditions do not depend on $\lambda$. For $0<y \leqq 1$, let $\left.L\right|_{[0, y]}$ denote the operator $L$ restricted to the interval [ $0, y$ ], with the given boundary conditions $\mathrm{BC}_{0}(u)=0$ at $x=0$, and Dirichlet boundary conditions at $x=y$. (Recall that Dirichlet conditions for problem (I) are $u(y)=u^{\prime}(y)=0$, and for problem (II) are $u_{1}(y)=u_{2}(y)=0$.)

Theorem 2.1. Let $\lambda_{1}(y)$ be the smallest eigenvalue of $\left.L\right|_{[0, y]}$. Then $\lim _{y \rightarrow 0} \lambda_{1}(y)=\infty$. Proof. We shall use the formula

$$
\begin{equation*}
\lambda_{1}(y)=\min _{u \in H, u \neq 0} \frac{B(u, u)}{\|u\|^{2}} \tag{2.3}
\end{equation*}
$$

where the Hilbert space $H$, energy inner product $B$, and norm $\|u\|$ have all been restricted to the interval $[0, y]$ (and $u \in H$ is required to satisfy Dirichlet conditions at $x=y$ ). Thus, for example, $\|u\|^{2}=\int_{0}^{y} u(x)^{2} d x$.

For (I), the energy inner product is

$$
\begin{equation*}
B(u, u)=-\beta_{0}(u, u)+\int_{0}^{y}\left[p(x) u^{\prime \prime}(x)^{2}+q(x) u^{\prime}(x)^{2}+r(x) u(x)^{2}\right] d x \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{0}(u)=a_{0} u(0)^{2}+2 b_{0} u(0) u^{\prime}(0)+c_{0} u^{\prime}(0)^{2} . \tag{2.5}
\end{equation*}
$$

(The term $\beta_{y}(u, u)$ is absent because we have Dirichlet conditions at $x=y$.) Using the notation $f_{*}=\min _{0 \leqq x \leqq 1} f(x)$, and recalling that $p(x) \geqq k>0$, we have

$$
\begin{equation*}
B(u, u) \geqq-\beta_{0}(u, u)+k\left\|u^{\prime \prime}\right\|^{2}+q_{*}\left\|u^{\prime}\right\|^{2}+r_{*}\|u\|^{2} . \tag{2.6}
\end{equation*}
$$

By Lemma 2.1,

$$
\begin{gather*}
\left\|u^{\prime}\right\| \leqq y\left\|u^{\prime \prime}\right\|, \quad\|u\| \leqq y^{2}\left\|u^{\prime \prime}\right\|  \tag{2.7}\\
\left|\beta_{0}(u, u)\right| \leqq\left(\left|a_{0}\right| y^{3}+2\left|b_{0}\right| y^{2}+\left|c_{0}\right| y\right)\left\|u^{\prime \prime}\right\|^{2} . \tag{2.8}
\end{gather*}
$$

Therefore,

$$
\begin{equation*}
\frac{B(u, u)}{\|u\|^{2}} \geqq \frac{\left(k-\alpha y-\beta y^{2}-\gamma y^{3}-\delta y^{4}\right)\left\|u^{\prime \prime}\right\|^{2}}{y^{4}\left\|u^{\prime \prime}\right\|^{2}}, \tag{2.9}
\end{equation*}
$$

where $\alpha=\left|c_{0}\right|, \beta=\left|a_{*}\right|+2\left|b_{0}\right|, \gamma=\left|a_{0}\right|$, and $\delta=\left|r_{*}\right|$. This implies that

$$
\begin{equation*}
\lambda_{1}(y) \geqq \frac{\left(k-\alpha y-\beta y^{2}-\gamma y^{3}-\delta y^{4}\right)}{y^{4}}, \tag{2.10}
\end{equation*}
$$

and so $\lim _{y \rightarrow 0} \lambda_{1}(y)=\infty$. This proves the theorem for (I).
For (II), the energy inner product is

$$
\begin{equation*}
B(u, u)=-\beta_{0}(u, u)+\int_{0}^{y}\left[P(x) u^{\prime} \cdot u^{\prime}+2 Q(x) u \cdot u^{\prime}+R(x) u \cdot u\right] d x \tag{2.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{0}(u, u)=a_{0} u_{1}(0)^{2}+2 b_{0} u_{1}(0) u_{2}(0)+c_{0} u_{2}(0)^{2} . \tag{2.12}
\end{equation*}
$$


Let $\nu_{Q}=\max _{0 \leqq x \leqq 1} \nu_{Q}(x)$. Then, for any $\varepsilon>0$,

$$
2\left|Q(x) u \cdot u^{\prime}\right|=2\left|Q(x)\left(\frac{u}{\varepsilon}\right) \cdot\left(\varepsilon u^{\prime}\right)\right| \leqq \nu_{Q}\left(\frac{u \cdot u}{\varepsilon^{2}}+\varepsilon^{2} u^{\prime} \cdot u^{\prime}\right) .
$$

Let $\mu_{R}(x)$ be the smallest eigenvalue of $R(x)$, and $\mu_{R}=\min _{0 \leqq x \leqq 1} \mu_{R}(x)$. Then

$$
R(x) u \cdot u \geqq \mu_{R} u \cdot u .
$$

Recall that $P(x) u^{\prime} \cdot u^{\prime} \geqq k u^{\prime} \cdot u^{\prime}$, where $k>0$. The above remarks imply that

$$
\begin{equation*}
B(u, u) \geqq-\beta_{0}(u, u)+\int_{0}^{y}\left[\left(k-\varepsilon^{2} \nu_{Q}\right) u^{\prime} \cdot u^{\prime}+\left(\mu_{R}-\frac{\nu_{Q}}{\varepsilon^{2}}\right) u \cdot u\right] d x . \tag{2.13}
\end{equation*}
$$

Let $\|u\|^{2}=\int_{0}^{y} u \cdot u d x=\left\|u_{1}\right\|^{2}+\left\|u_{2}\right\|^{2}$, and similarly $\left\|u^{\prime}\right\|^{2}=\int_{0}^{y} u^{\prime} \cdot u^{\prime} d x=\left\|u_{1}^{\prime}\right\|^{2}+\left\|u_{2}^{\prime}\right\|^{2}$.
Lemma 2.1 implies that $\|u\|^{2} \leqq y^{2}\left\|u^{\prime}\right\|^{2}$. Therefore,

$$
\begin{equation*}
B(u, u) \geqq-\beta_{0}(u, u)+\left[\left(k-\varepsilon^{2} \nu_{Q}\right)-\left|\mu_{R}-\frac{\nu_{Q}}{\varepsilon^{2}}\right| y^{2}\right]\left\|u^{\prime}\right\|^{2} \tag{2.14}
\end{equation*}
$$

We can estimate $\beta_{0}(u, u)$ as in (I) to obtain

$$
\begin{equation*}
\left|\beta_{0}(u, u)\right| \leqq\left(\left|a_{0}\right|+2\left|b_{0}\right|+\left|c_{0}\right|\right) y\left\|u^{\prime}\right\|^{2} . \tag{2.15}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
B(u, u) \geqq\left(\alpha-\beta y-\gamma y^{2}\right)\left\|u^{\prime}\right\|^{2}, \tag{2.16}
\end{equation*}
$$

where $\alpha=k-\varepsilon^{2} \nu_{Q}, \beta=\left|a_{0}\right|+2\left|b_{0}\right|+\left|c_{0}\right|$, and $\gamma=\mid \mu_{R}-\left(\nu_{Q} / \varepsilon^{2}\right)$. Now choose $\varepsilon$ small enough so that $k-\varepsilon^{2} \nu_{Q}>0$, and the proof concludes as for (I).

Remark. Inequalities (2.9) and (2.16) show that the Rayleigh quotient has a lower bound, and so the eigenvalues are bounded from below on any interval $[0, y]$. This is a well-known property of elliptic equations.

Definition 2.2. Let $L$ be a differential operator of type (I) or (II) on the interval $[0,1]$. (We assume that the coefficients in $L$ and the boundary conditions do not depend on $\lambda$.) For a given number $\lambda_{0}$, let $u, v$ be linearly independent solutions of $L z=\lambda_{0} z$ that satisfy the boundary conditions at $x=0$. Let $W(x)=W\left(x ; L, \lambda_{0}\right)=$ $W[u, v]\left(x ; L, \lambda_{0}\right)$ be the Wronskian matrix, and $w(x)=w\left(x ; L, \lambda_{0}\right)=w[u, v]\left(x ; L, \lambda_{0}\right)$ the Wronskian determinant. Thus, for problem (I), $W(x)=\left[\begin{array}{cc}u & v \\ u^{\prime} & v \\ v^{\prime}\end{array}\right]$, and for problem (II), $W(x)=\left[\begin{array}{ll}u_{1} & v_{1} \\ u_{2} & v_{2}\end{array}\right]$. In each case, $w(x)=\operatorname{det} W(x)$.

Please note that these Wronskian matrices and determinants have size $2 \times 2$. This is in contrast to the standard practice for a fourth-order problem, where four independent solutions are used, so that the Wronskians have size $4 \times 4$.

We now define the following functions:

$$
\begin{gather*}
n\left(x ; L, \lambda_{0}\right)=\text { nullity } W(x)=2-\operatorname{rank} W(x),  \tag{2.17}\\
N_{0}\left(L, \lambda_{0}\right)=\sum_{0<x<1} n\left(x ; L, \lambda_{0}\right),  \tag{2.18}\\
N_{0}(L)=N_{0}(L, 0) . \tag{2.19}
\end{gather*}
$$

Remark. The integer $n\left(x ; L, \lambda_{0}\right)$ can be 0,1 , or 2 . Moreover, there can be only finitely many points $x \in(0,1)$ such that $n\left(x ; L, \lambda_{0}\right)>0$. (This will be verified in the proof of the following theorem.) Thus, the right-hand side of (2.18) is a finite sum.

Theorem 2.2. Let L be a differential operator of type (I) or (II). (We assume that the coefficients in $L$ and in the boundary conditions do not depend on $\lambda$.) Suppose that $L$ has Dirichlet boundary conditions at $x=1$. Then $L$ has exactly $N_{0}\left(L, \lambda_{0}\right)$ eigenvalues (counting multiplicity) that are less than $\lambda_{0}$. In particular, L has $N_{0}(L)$ negative eigenvalues.

Proof. For $0<y \leqq 1$, consider the restricted operator $\left.L\right|_{[0, y]}$ defined in Definition 2.1. Let $u, v$ be linearly independent solutions of $L z=\lambda_{0} z$ that satisfy the boundary conditions at $x=0$ (as in Definition 2.2). The given number $\lambda_{0}$ is an eigenvalue of $\left.L\right|_{[0, y]}$ if and only if there exist constants $a, b$ (not both zero) such that $z=a u+b v$ satisfies the Dirichlet conditions at $x=y$. Such constants exist if and only if the Wronskian $w[u, v]\left(y ; L, \lambda_{0}\right)=0$. The integer $n\left(y ; L, \lambda_{0}\right)$ is the multiplicity of the eigenvalue $\lambda_{0}$ for $\left.L\right|_{[0, y]}$.

Let $\lambda_{k}(y)$ be the $k$ th eigenvalue of $\left.L\right|_{[0, y]}$. Then $n\left(y ; L, \lambda_{0}\right)>0$ if and only if $\lambda_{k}(y)=\lambda_{0}$ for some $k$. Furthermore, $n\left(y ; L, \lambda_{0}\right)$ is the number of functions $\lambda_{k}(y)$ (i.e., the number of indices $k$ ) such that $\lambda_{k}(y)=\lambda_{0}$.

It is well known that $\lambda_{k}(y)$ is a continuous, strictly decreasing function of $y$. (See, for example, Weinberger [13].) Therefore, for each $k$, there can be at most one $y$ such that $\lambda_{k}(y)=\lambda_{0}$. Theorem 2.1 implies that all of the functions $\lambda_{k}(y)$ decrease from $\infty$ to $\lambda_{k}(1)$ as $y$ varies from 0 to 1 . Therefore there exists $y \in(0,1)$ such that $\lambda_{k}(y)=\lambda_{0}$ if and only if $\lambda_{k}(1)<\lambda_{0}$. But the numbers $\lambda_{k}(1)$ are the eigenvalues of $L$. Therefore, there are only finitely many indices $k$ such that $\lambda_{k}(1)<\lambda_{0}$. This shows that only finitely many terms $n\left(x ; L, \lambda_{0}\right)$ in (2.18) can be nonzero. It also shows that $N_{0}\left(L, \lambda_{0}\right)$ equals the number of eigenvalues $\lambda_{k}(1)$ that are less than $\lambda_{0}$.

The formula given in Definition 2.2 and Theorem 2.2 is the first objective of this section. It deals with the case where $L$ has Dirichlet conditions at $x=1$. Next we shall find a formula that deals with more general boundary conditions. A "correction term" $\sigma(L)$ will be constructed that depends on the boundary conditions at $x=1$. It will be
shown that the function $N(L)=N_{0}(L)+\sigma(L)$ counts the negative eigenvalues of $L$.
Let $H$ be one of the spaces (2.1) or (2.2) (corresponding to (I) or (II)), and let $B(u, v)$ be the energy inner product in $H$. The negative eigenvalues of $L$ are, of course, related to the inertial properties of $B(u, v)$. This point of view is based on the following theorem, which is easily proved by using eigenfunction expansions. The proof will be omitted. We state the theorem to set the mood for the subsequent discussion.

Theorem 2.3. The following numbers are equal:
(1) The maximum dimension of a subspace $V \subset H$ on which $B(u, v)$ is negative definite;
(2) The dimension of a maximal subspace $V \subset H$ on which $B(u, v)$ is negative definite;
(3) The number of negative eigenvalues of $L$ (counted with multiplicity).

Definition 2.3. We shall consider the following subspaces of $H$ :

$$
\begin{gather*}
H_{0}=\{u \in H \mid u \text { satisfies Dirichlet conditions at } x=1\} .  \tag{2.20}\\
S(L)=\{u \in H \mid L u=0 \text { and } u \text { satisfies the given } \\
\text { boundary conditions at } x=0\} . \tag{2.21}
\end{gather*}
$$

The restrictions of the energy inner product $B$ to these subspaces will be denoted as follows:

$$
\begin{equation*}
B_{0}=\left.B\right|_{H_{0}}, B_{s}=\left.B\right|_{S(L)} \tag{2.22}
\end{equation*}
$$

We shall also consider the following operator:
(2.23) $L_{0}$ is the differential operator that has the same differential expression as $L$, with the given boundary conditions at $x=0$, and Dirichlet boundary conditions at $x=1$.
Remarks. In the notation of Definition $2.1, L_{0}=\left.L\right|_{[0,1]} . H_{0}$ is the relevant Hilbert space for $L_{0}$ and $B_{0}$ is the energy inner product in $H_{0}$. The condition in brackets on the right-hand side of (2.21) should be interpreted in the weak sense: $B(u, v)=0$ for all $v \in H_{0}$. This forces $u$ to have enough smoothness so that the condition in (2.21) can be interpreted and is valid in the classical sense. Note that the functions in $S(L)$ are required to satisfy the essential boundary conditions at $x=1$ (if any), since this is part of the definition of $H$. Thus $\operatorname{dim} S(L)$ can be 0,1 , or 2 . If zero is not an eigenvalue of $L_{0}$, then $\operatorname{dim} S(L)=2-\nu$, where $\nu$ is the number of independent essential boundary conditions at $x=1$. In this case $\operatorname{dim} S(L)=\operatorname{codim} H_{0}$.

THEOREM 2.4. (a) $S(L)$ is the subspace of $H$ that is orthogonal to $H_{0}$ with respect to the energy inner product $B$.
(b) If 0 is not an eigenvalue of $L_{0}$, then $H=H_{0} \oplus S(L)$ (orthogonal decomposition). Proof. (a) The equation

$$
\begin{equation*}
B(u, v)=0 \quad \text { for all } v \in H_{0} \tag{2.24}
\end{equation*}
$$

is the weak form of

$$
\begin{equation*}
L u=0 \tag{2.25}
\end{equation*}
$$

and $u$ satisfies the given boundary conditions at $x=0$.
(b) Since zero is not an eigenvalue of $L_{0}, \operatorname{dim} S(L)=\operatorname{codim} H_{0}$ (as was remarked above). Furthermore $H_{0} \cap S(L)=\{0\}$, because any nontrivial function $u \in H_{0} \cap S(L)$ is an eigenfunction of $L_{0}$ with eigenvalue zero. This shows that $H=H_{0} \oplus S(L)$.

Definition 2.4. If $F(u, v)$ is an inner product on a space $X$, the index of $F$ is

$$
\begin{gather*}
\text { Ind } F=\sup \{\operatorname{dim} V \mid V \text { is a subspace of } X \text { on which } F \\
\text { is negative definite }\} . \tag{2.26}
\end{gather*}
$$

We now define

$$
\begin{equation*}
\sigma(L)=\operatorname{Ind} B_{s} \tag{2.27}
\end{equation*}
$$

and

$$
\begin{equation*}
N(L)=N_{0}(L)+\sigma(L), \tag{2.28}
\end{equation*}
$$

if zero is not an eigenvalue of $L_{0}$;

$$
\begin{equation*}
N(L)=\lim _{\varepsilon \rightarrow 0^{+}} N(L+\varepsilon) \tag{2.29}
\end{equation*}
$$

if zero is an eigenvalue of $L_{0}$.
Remarks. Theorem 2.2 asserts that Ind $B_{0}=N_{0}(L)$. Note that $\sigma(L)$ can be 0,1 , or 2 . One way to calculate $\sigma(L)$ is to represent $B_{s}$ by a (symmetric) matrix $A$, with respect to some basis of $S(L)$. Then $\sigma(L)$ is the number of negative eigenvalues of $A$.

Note that to calculate $N(L+\varepsilon)$, we would find solutions of $L z=-\varepsilon z$.
Theorem 2.5. Let L be a differential operator of type (I) or (II). (We assume that the coefficients in $L$ and in the boundary conditions do not depend on $\lambda$.) Then $L$ has exactly $N(L)$ negative eigenvalues (counting multiplicity).

Proof. First suppose that zero is not an eigenvalue of $L_{0}$. Then $N(L)=$ $N_{0}(L)+\sigma(L)$. By Theorem 2.3, the number of negative eigenvalues of $L$ is Ind $B$. The orthogonal decomposition $H=H_{0} \oplus S(L)$ (in Theorem 2.4) implies that Ind $B=$ Ind $B_{0}+\operatorname{Ind} B_{s}$, which equals $N_{0}(L)+\sigma(L)=N(L)$.

If zero is an eigenvalue of $L_{0}$, then it is not an eigenvalue of $L_{0}+\varepsilon$ for small $\varepsilon$. Let $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}$ be the negative eigenvalues of $L$. Then $\lambda_{1}+\varepsilon, \cdots, \lambda_{n}+\varepsilon$ are eigenvalues of $L+\varepsilon$, and for small $\varepsilon$ they remain negative. Thus $\operatorname{Ind} B=n=N(L+\varepsilon)$, for small $\varepsilon$.

Remark. In the next section we shall express the inner product $B_{s}$ explicitly in terms of the boundary conditions.
3. Self-adjoint boundary conditions. The separated, self-adjoint boundary conditions for problems (I) and (II) will now be classified. The inner products $\beta_{0}(u, v)$, $\beta_{1}(u, v)$ (that occur in (1.2)-(1.4)) and $B_{s}(u, v)$ (in (2.22)) will be calculated for each type of boundary condition. As in the previous section, we assume that the operator $L$ and the boundary conditions do not depend on $\lambda$.

Lemma 3.1. Let $V$ be a two-dimensional subspace of $\mathbb{R}^{4}$ such that

$$
\begin{equation*}
\left(x_{2} y_{3}-x_{3} y_{2}\right)+\left(x_{4} y_{1}-x_{1} y_{4}\right)=0 \tag{*}
\end{equation*}
$$

for all $x, y \in V$. Then $V$ is the solution space of one of the following systems of equations:

$$
\begin{align*}
& \left\{\begin{array}{l}
x_{1}=0, \\
x_{2}=0 ;
\end{array}\right.  \tag{1}\\
& \left\{\begin{array}{l}
x_{1}=0, \\
c x_{2}+x_{3}=0 ;
\end{array}\right.  \tag{2}\\
& \left\{\begin{array}{l}
a x_{1}+b x_{3}-x_{4}=0, \\
b x_{1}-x_{2}=0 ;
\end{array}\right. \tag{3}
\end{align*}
$$

$$
\left\{\begin{array}{l}
\mathrm{ax}_{1}+\mathrm{bx}_{2}-\mathrm{x}_{4}=0,  \tag{4}\\
\mathrm{bx}_{1}+\mathrm{cx}_{2}+\mathrm{x}_{3}=0 .
\end{array}\right.
$$

The above coefficients $a, b, c$ can be arbitrary real numbers.
Proof. Using the Euclidean inner product $\langle x, y\rangle=\sum_{i=1}^{4} x_{i} y_{i}$ in $\mathbb{R}^{4}$, let $V^{\perp}$ be the orthogonal complement of $V$. Consider the matrix

$$
S=\left[\begin{array}{rrrr}
0 & 0 & 0 & -1  \tag{3.1}\\
0 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right] .
$$

Note that

$$
\begin{equation*}
\langle x, S y\rangle=\left(x_{2} y_{3}-x_{3} y_{2}\right)+\left(x_{4} y_{1}-x_{1} y_{4}\right) . \tag{3.2}
\end{equation*}
$$

The equation $\left(^{*}\right)$ says that $\langle x, S y\rangle=0$ for all $x, y \in V$. This implies that $S(V)=V^{\perp}$. Since $S^{2}=-I, S\left(V^{\perp}\right)=S^{2}(V)=V$. Thus $S$ interchanges $V$ and $V^{\perp}$. Therefore if $x, y \in V^{\perp}$, then $S(y) \in V$ and so $\langle x, S(y)\rangle=0$. This shows that equation $\left(^{*}\right)$ is satisfied for all $x, y \in V^{\perp}$.

Now let $\alpha=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}\right)^{T}, \beta=\left(\beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}\right)^{T}$ be a basis for $V^{\perp}$. Then $V$ is the solution space of the system of equations

$$
\begin{align*}
& \alpha_{1} x_{1}+\alpha_{2} x_{2}+\alpha_{3} x_{3}+\alpha_{4} x_{4}=0, \\
& \beta_{1} x_{1}+\beta_{2} x_{2}+\beta_{3} x_{3}+\beta_{4} x_{4}=0 . \tag{3.3}
\end{align*}
$$

Since $\alpha, \beta$ satisfy equation ( ${ }^{*}$ ), we have

$$
\begin{equation*}
\alpha_{2} \beta_{3}-\alpha_{3} \beta_{2}=\alpha_{1} \beta_{4}-\alpha_{4} \beta_{1} . \tag{3.4}
\end{equation*}
$$

Using (3.4), the lemma can be proved by considering several cases, depending on the rank of the matrix $A=\left[\begin{array}{cc}\alpha_{3} & \alpha_{4} \\ \beta_{3} & \beta_{4}\end{array}\right]$. The details are left to the reader.

Notation 3.1. The boundary conditions for (I) will be given using the following functions: $u_{0}=u, u_{1}=u^{\prime}, u_{2}=p u^{\prime \prime}, u_{3}=\left(p u^{\prime \prime}\right)^{\prime}-q u^{\prime}$.

Theorem 3.1. For problem (I), self-adjoint (separated) boundary conditions at $x=i($ where $i=0,1)$ are equivalent to one of the following types. (The conditions at $x=0$ and $x=1$ are independent of each other.)

$$
\begin{align*}
& \left\{\begin{array}{l}
u_{0}(i)=0 \quad(\text { Dirichlet conditions }), \\
u_{1}(i)=0 ;
\end{array}\right.  \tag{1}\\
& \left\{\begin{array}{l}
u_{0}(i)=0, \\
c u_{1}(i)+u_{2}(i)=0,
\end{array}\right. \\
& \left\{\begin{array}{l}
a u_{0}(i)+b u_{2}(i)-u_{3}(i)=0, \\
b u_{0}(i)-u_{1}(i)=0 ;
\end{array}\right. \\
& \left\{\begin{array}{l}
a u_{0}(i)+b u_{1}(i)-u_{3}(i)=0, \\
b u_{0}(i)+c u_{1}(i)+u_{2}(i)=0 .
\end{array}\right.
\end{align*}
$$

Proof. Let $L$ be the operator of (I). Integration by parts shows that

$$
\int_{0}^{1}(L u) v d x=-\gamma_{0}(u, v)+\gamma_{1}(u, v)+\int_{0}^{1} u(L v) d x
$$

where (for $i=0,1$ )

$$
\begin{equation*}
\gamma_{i}(u, v)=\left(u_{1}(i) v_{2}(i)-u_{2}(i) v_{1}(i)\right)+\left(u_{3}(i) v_{0}(i)-u_{0}(i) v_{3}(i)\right) . \tag{3.5}
\end{equation*}
$$

The boundary conditions

$$
\begin{align*}
& \alpha_{0 i} u_{0}(i)+\alpha_{1 i} u_{1}(i)+\alpha_{2 i} u_{2}(i)+\alpha_{3 i} u_{3}(i)=0, \\
& \beta_{0 i} u_{0}(i)+\beta_{1 i} u_{1}(i)+\beta_{2 i} u_{2}(i)+\beta_{3 i} u_{3}(i)=0 \tag{3.6}
\end{align*}
$$

at $x=i$ are self-adjoint if and only if $\gamma_{i}(u, v)=0$ for all $u, v$ satisfying (3.6). Setting $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=\left(u_{0}(i), u_{1}(i), u_{2}(i), u_{3}(i)\right)$, we see that Lemma 3.1 implies that the equations (3.6) are equivalent to one of the types listed in the theorem.

Notation 3.2. The boundary conditions for (II) will be given using the functions $u=\left(u_{1}, u_{2}\right)^{T}$ and $\dot{u}=\left(\dot{u}_{1}, \dot{u}_{2}\right)^{T}=P u^{\prime}+Q u$.

The following theorem is proved similarly to the previous one by setting $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=\left(u_{1}(i), u_{2}(i), \dot{u}_{2}(i),-\dot{u}_{1}(i)\right)$ in Lemma 3.1.

Theorem 3.2. For (II), self-adjoint (separated) boundary conditions at $x=i$ (where $i=0,1$ ) are equivalent to one of the following types: (The conditions at $x=0$ and $x=1$ are independent of each other.)

$$
\begin{align*}
& \left\{\begin{array}{l}
u_{1}(i)=0 \quad(\text { Dirichlet conditions }), \\
u_{2}(i)=0 ;
\end{array}\right.  \tag{1}\\
& \left\{\begin{array}{l}
u_{1}(i)=0, \\
c u_{2}(i)+\dot{u}_{2}(i)=0 ;
\end{array}\right.  \tag{2}\\
& \left\{\begin{array}{l}
a u_{1}(i)+\dot{u}_{1}(i)+b \dot{u}_{2}(i)=0, \\
b u_{1}(i)-u_{2}(i)=0 ;
\end{array}\right.  \tag{3}\\
& \left\{\begin{array}{l}
a u_{1}(i)+b u_{2}(i)+\dot{u}_{1}(i)=0, \\
b u_{1}(i)+c u_{2}(i)+\dot{u}_{2}(i)=0 .
\end{array}\right. \tag{4}
\end{align*}
$$

The following two theorems can be proved using integration by parts. The details are left for the reader.

Theorem 3.3. For (I), the following formulas give the inner products $\beta_{i}(u, v)$ and $B_{s}(u, v)$, corresponding to the different types of boundary conditions.

$$
\left\{\begin{array}{l}
u_{0}(i)=0  \tag{1}\\
u_{1}(i)=0
\end{array}\right.
$$

$\beta_{i}(u, v)=0$. If $i=1$, then $B_{s}(u, v)=0$.

$$
\left\{\begin{array}{l}
u_{0}(i)=0  \tag{2}\\
c u_{1}(i)+u_{2}(i)=0
\end{array}\right.
$$

$\beta_{i}(u, v)=c u_{1}(i) v_{1}(i)$. If $i=1$, then $B_{s}(u, v)=\left[c u_{1}(1)+u_{2}(1)\right] v_{1}(1)$.

$$
\left\{\begin{array}{l}
a u_{0}(i)+b u_{2}(i)-u_{3}(i)=0  \tag{3}\\
b u_{0}(i)-u_{1}(i)=0
\end{array}\right.
$$

$\beta_{i}(u, v)=a u_{0}(i) v_{0}(i)$.
If $i=1$, then $B_{s}(u, v)=\left[a u_{0}(1)+b u_{2}(1)-u_{3}(1)\right] v_{0}(1)$.

$$
\left\{\begin{array}{l}
a u_{0}(i)+b u_{1}(i)-u_{3}(i)=0  \tag{4}\\
b u_{0}(i)+c u_{1}(i)+u_{2}(i)=0
\end{array}\right.
$$

$\beta_{i}(u, v)=a u_{0}(i) v_{0}(i)+b\left(u_{0}(i) v_{1}(i)+u_{1}(i) v_{0}(i)\right)+c u_{1}(i) v_{1}(i)$.
If $i=1$, then

$$
B_{s}(u, v)=\left[a u_{0}(1)+b u_{1}(1)-u_{3}(1)\right] v_{0}(1)+\left[b u_{0}(1)+c u_{1}(1)+u_{2}(1)\right] v_{1}(1) .
$$

Theorem 3.4. For (II), the following formulas give the inner products $\beta_{i}(u, v)$ and $B_{s}(u, v)$, corresponding to the different types of boundary conditions.
(1)

$$
\left\{\begin{array}{l}
u_{1}(i)=0, \\
u_{2}(i)=0
\end{array}\right.
$$

$\beta_{i}(u, v)=0$. If $i=1$, then $B_{s}(u, v)=0$.

$$
\left\{\begin{array}{l}
u_{1}(i)=0,  \tag{2}\\
c u_{2}(i)+\dot{u}_{2}(i)=0 ;
\end{array}\right.
$$

$\beta_{i}(u, v)=c u_{2}(i) v_{2}(i)$. If $i=1$, then $B_{s}(u, v)=\left[c u_{2}(1)+\dot{u}_{2}(1)\right] v_{2}(1)$.

$$
\left\{\begin{array}{l}
a u_{1}(i)+\dot{u}_{1}(i)+b \dot{u}_{2}(i)=0  \tag{3}\\
b u_{1}(i)-u_{2}(i)=0
\end{array}\right.
$$

$\beta_{i}(u, v)=a u_{1}(i) v_{1}(i)$.
If $i=1$, then $B_{s}(u, v)=\left[a u_{1}(1)+\dot{u}_{1}(1)+b \dot{u}_{2}(1)\right] v_{1}(1)$.

$$
\left\{\begin{array}{l}
a u_{1}(i)+b u_{2}(i)+\dot{u}_{1}(i)=0  \tag{4}\\
b u_{1}(i)+c u_{2}(i)+\dot{u}_{2}(i)=0
\end{array}\right.
$$

$$
\beta_{i}(u, v)=a u_{1}(i) v_{1}(i)+b\left(u_{1}(i) v_{2}(i)+u_{2}(i) v_{1}(i)\right)+c u_{2}(i) v_{2}(i)
$$

If $i=1$, then

$$
B_{s}(u, v)=\left[a u_{1}(1)+b u_{2}(1)+\dot{u}_{1}(1)\right] v_{1}(1)+\left[b u_{1}(1)+c u_{2}(1)+\dot{u}_{2}(1)\right] v_{2}(1) .
$$

Remark. The inner products $B_{s}(u, v)$ do not appear to be symmetric in the above formulas. But this is only an illusion, since $B(u, v)$ is symmetric.
4. Nonlinear eigenvalues. We now turn to the case where the operator $L$ and the boundary conditions depend on $\lambda$. The coefficients $a, b, c$ in the boundary conditions (see Theorems 3.1 and 3.2) may now be functions of $\lambda$. But in the type (3) boundary conditions (for (I) and (II)) the coefficient $b$ is assumed to be constant, because essential boundary conditions are assumed to have constant coefficients. (See the standard assumption (S5) in § 1.) The type of boundary condition does not change as $\lambda$ varies, because the type is determined by the essential boundary conditions.

We begin with the following estimates, which will be needed in the proof of Theorem 4.1. As before, we use the notation $\|u\|^{2}=\int_{0}^{1} u(x)^{2} d x$.

Lemma 4.1. Let $\varepsilon>0$.
(1) If $u \in H^{1}[0,1]$, then $u(x)^{2} \leqq \varepsilon^{2}\left\|u^{\prime}\right\|^{2}+\left(1+1 / \varepsilon^{2}\right)\|u\|^{2}$.
(2) There exists $C(\varepsilon)>0$ so that if $u \in H^{2}[0,1]$ then $\left\|u^{\prime}\right\|^{2} \leqq \varepsilon^{2}\left\|u^{\prime \prime}\right\|^{2}+C(\varepsilon)\|u\|^{2}$.

Proof. (1) Let $\min _{0 \leqq x \leqq 1} u(x)^{2}=m^{2}=u\left(x_{0}\right)^{2}$. Then $\|u\|^{2}=\int_{0}^{1} u(x)^{2} d x \geqq m^{2}$, so $m \leqq\|u\|$.

$$
\begin{aligned}
u(x)^{2} & =u\left(x_{0}\right)^{2}+\int_{x_{0}}^{x} 2 u(x) u^{\prime}(x) d x \\
& \leqq m^{2}+2\left(\frac{\|u\|}{\varepsilon}\right)\left(\varepsilon\left\|u^{\prime}\right\|\right) \\
& \leqq m^{2}+\left(\varepsilon^{2}\left\|u^{\prime}\right\|^{2}+\frac{1}{\varepsilon^{2}}\|u\|^{2}\right) \\
& \leqq \varepsilon^{2}\left\|u^{\prime}\right\|^{2}+\left(1+\frac{1}{\varepsilon^{2}}\right)\|u\|^{2} .
\end{aligned}
$$

(2) Integrating by parts, we have

$$
\left\|u^{\prime}\right\|^{2}=\int_{0}^{1} u^{\prime}(x)^{2} d x=u(1) u^{\prime}(1)-u(0) u^{\prime}(0)-\int_{0}^{1} u u^{\prime \prime} d x,
$$

and therefore,

$$
\begin{equation*}
\left\|u^{\prime}\right\|^{2} \leqq\left|u(1) u^{\prime}(1)\right|+\left|u(0) u^{\prime}(0)\right|+\|u\|\left\|u^{\prime \prime}\right\| . \tag{4.1}
\end{equation*}
$$

Let $\varepsilon_{1}, \varepsilon_{2}, \delta>0$ be constants to be determined later. For $i=0,1$ we have

$$
\begin{gather*}
\left|u(i) u^{\prime}(i)\right| \leqq \frac{1}{2}\left(\varepsilon_{1}^{2} u^{\prime}(i)^{2}+\frac{1}{\varepsilon_{1}^{2}} u(i)^{2}\right),  \tag{4.2}\\
\|u\|\left\|u^{\prime \prime}\right\| \leqq \frac{1}{2}\left(\varepsilon_{2}^{2}\left\|u^{\prime \prime}\right\|^{2}+\frac{1}{\varepsilon_{2}^{2}}\|u\|^{2}\right) \tag{4.3}
\end{gather*}
$$

Part (1) of the lemma implies that

$$
\begin{gather*}
u(i)^{2} \leqq \delta^{2}\left\|u^{\prime}\right\|^{2}+\left(1+\frac{1}{\delta^{2}}\right)\|u\|^{2}  \tag{4.4}\\
u^{\prime}(i)^{2} \leqq\left\|u^{\prime \prime}\right\|^{2}+2\left\|u^{\prime}\right\|^{2} \tag{4.5}
\end{gather*}
$$

The above inequalities imply that

$$
\begin{equation*}
\left(1-2 \varepsilon_{1}^{2}-\frac{\delta^{2}}{\varepsilon_{1}^{2}}\right)\left\|u^{\prime}\right\|^{2} \leqq\left(\varepsilon_{1}^{2}+\frac{\varepsilon_{2}^{2}}{2}\right)\left\|u^{\prime \prime}\right\|^{2}+\left[\frac{1}{\varepsilon_{1}^{2}}\left(1+\frac{1}{\delta^{2}}\right)+\frac{1}{2 \varepsilon_{2}^{2}}\right]\|u\|^{2} . \tag{4.6}
\end{equation*}
$$

We may assume that $\varepsilon<1$ (or else replace $\varepsilon$ by $\varepsilon^{\prime}=\frac{1}{2}$ ). Now let $\varepsilon_{1}=\varepsilon / 2$ and $\varepsilon_{2}=\varepsilon / \sqrt{2}$, so that $\varepsilon_{1}^{2}+\left(\varepsilon_{2}^{2} / 2\right)=\varepsilon^{2} / 2$. Define $\delta$ so that $1-2 \varepsilon_{1}^{2}-\left(\delta^{2} / \varepsilon_{1}^{2}\right)=\frac{1}{2}\left(\right.$ i.e., $\left.\delta^{2}=\varepsilon^{2}\left(1-\varepsilon^{2}\right) / 8\right)$, and let $C(\varepsilon)=2\left[\left(1 / \varepsilon_{1}^{2}\right)\left(1+1 / \delta^{2}\right)+1 /\left(2 \varepsilon_{2}^{2}\right)\right]$. Now (4.6) implies that $\left\|u^{\prime}\right\|^{2} \leqq$ $\varepsilon^{2}\left\|u^{\prime \prime}\right\|^{2}+C(\varepsilon)\|u\|^{2}$.

Lemma 4.2. Let $Q$ be an $n \times 2 n$ matrix and let $|Q|$ be its norm with respect to the Euclidean norm in $\mathbb{R}^{n}$. Let $\hat{Q}$ be the $2 n \times 2 n$ matrix $\left[\begin{array}{cc}0 \\ Q^{T} & 0\end{array}\right]$ and let $\lambda_{0}$ be the maximum eigenvalue of $\hat{Q}$. Then $|Q|=\lambda_{0}$.

Proof. Let $x, y \in \mathbb{R}^{n}$ and $z=\binom{x}{y} \in \mathbb{R}^{2 n}$. The equation $\hat{Q} z=\lambda z$ is equivalent to the pair of equations

$$
\begin{equation*}
Q^{T} x=\lambda y, \quad Q y=\lambda x, \tag{4.7}
\end{equation*}
$$

which imply that

$$
\begin{equation*}
Q Q^{T} x=\lambda^{2} x, \quad Q^{T} Q y=\lambda^{2} y . \tag{4.8}
\end{equation*}
$$

Therefore, if $\lambda$ is an eigenvalue of $\hat{Q}$, then $\lambda^{2}$ is an eigenvalue of $Q^{T} Q$. Conversely, if $Q^{T} Q y=\lambda^{2} y$, let $Q y=\lambda x$. Then $\lambda Q^{T} x=Q^{T} Q y=\lambda^{2} y$. If $\lambda \neq 0$, then $Q^{T} x=\lambda y$. Since $Q y=\lambda x$ and $Q^{T} x=\lambda y$, it follows that $\lambda$ is an eigenvalue of $\hat{Q}$. If $\lambda=0$, then $Q$ and $Q^{T}$ have a zero eigenvalue, so $\hat{Q}$ does also. Thus $\lambda$ is an eigenvalue of $\hat{Q}$ if and only if $\lambda^{2}$ is an eigenvalue of $Q^{T} Q$. Since $\lambda_{0}$ is the maximum eigenvalue of $\hat{Q}, \lambda_{0}^{2}$ is the maximum eigenvalue of $Q^{T} Q$.

Let $\langle x, y\rangle$ denote the Euclidean inner product in $\mathbb{R}^{n}$, and $|x|^{2}=\langle x, x\rangle$. Then

$$
|Q|^{2}=\max _{x \neq 0} \frac{|Q x|^{2}}{|x|^{2}}=\max _{x \neq 0} \frac{\langle Q x, Q x\rangle}{|x|^{2}}=\max _{x \neq 0} \frac{\left\langle Q^{T} Q x, x\right\rangle}{|x|^{2}}=\lambda_{0}^{2} .
$$

Therefore, $|Q|=\lambda_{0}$.
Remark. The above proof shows that if $\lambda$ is an eigenvalue of $\hat{Q}$, then $-\lambda$ is also an eigenvalue. In fact, the characteristic polynomial $p(\lambda)=\operatorname{det}(\lambda I-\hat{Q})$ is an even function. This can be seen by multiplying the first $n$ rows and the last $n$ columns of $\operatorname{det}(\lambda I-\hat{Q})$ by -1 .

The lemma shows that the norm $|Q|$ of the matrix $Q(x, \lambda)$ (which occurs in (II)) equals the maximum eigenvalue $\nu_{Q}(x, \lambda)$ of $\hat{Q}=\left[\begin{array}{cc}0 & \begin{array}{c}Q \\ Q^{T}\end{array} \\ 0\end{array}\right]$. This implies that

$$
\begin{equation*}
\left|Q(x, \lambda) u \cdot u^{\prime}\right| \leqq \nu_{Q}(\lambda)\left|u \| u^{\prime}\right|, \tag{4.9}
\end{equation*}
$$

where $\nu_{Q}(\lambda)=\max _{0 \leqq x \leqq 1} \nu_{Q}(x, \lambda)$. This fact will be used in the proof of the following theorem.

Theorem 4.1. Let L be a differential operator of type (I) or (II). Suppose that $L$ satisfies the monotonicity assumptions and the limit assumption (L1). Then the energy inner product $B(u, v ; \lambda)$ is positive definite for $\lambda$ near $\Lambda_{1}$.

Proof. Suppose that $L$ is of type (I). Recall that

$$
\begin{align*}
B(u, u ; \lambda)=- & \beta_{0}(u, u ; \lambda)+\beta_{1}(u, u ; \lambda) \\
& +\int_{0}^{1}\left(p(x, \lambda)\left(u^{\prime \prime}\right)^{2}+q(x, \lambda)\left(u^{\prime}\right)^{2}+r(x, \lambda) u^{2}\right) d x \tag{4.10}
\end{align*}
$$

where, for $i=0,1$,

$$
\begin{equation*}
\beta_{i}(u, u ; \lambda)=a_{i}(\lambda) u(i)^{2}+2 b_{i}(\lambda) u(i) u^{\prime}(i)+c_{i}(\lambda) u^{\prime}(i)^{2} . \tag{4.11}
\end{equation*}
$$

Suppose that $L$ satisfies the limit assumption (L1a): $\lim _{\lambda \rightarrow \Lambda_{1}} r_{*}(\lambda)=\infty$. Let $\Lambda_{1}<\lambda_{0}<\Lambda_{2}$. The standard assumption (S2) and the monotonicity assumptions imply that for $\Lambda_{1}<\lambda<\lambda_{0}$,

$$
\begin{align*}
B(u, u ; \lambda) \geqq- & \beta_{0}\left(u, u ; \lambda_{0}\right)+\beta_{1}\left(u, u ; \lambda_{0}\right) \\
& +\int_{0}^{1}\left(k\left(u^{\prime \prime}\right)^{2}+q\left(x, \lambda_{0}\right)\left(u^{\prime}\right)^{2}+r(x, \lambda) u^{2}\right) d x, \tag{4.12}
\end{align*}
$$

and therefore,

$$
\begin{align*}
& B(u, u ; \lambda) \geqq-\left|\beta_{0}\left(u, u ; \lambda_{0}\right)\right|-\left|\beta_{1}\left(u, u ; \lambda_{0}\right)\right| \\
& +k\left\|u^{\prime \prime}\right\|^{2}+q_{*}\left(\lambda_{0}\right)\left\|u^{\prime}\right\|^{2}+r_{*}(\lambda)\|u\|^{2} . \tag{4.13}
\end{align*}
$$

Letting $a_{i}=a_{i}\left(\lambda_{0}\right), b_{i}=b_{i}\left(\lambda_{0}\right)$, and $c_{i}=c_{i}\left(\lambda_{0}\right)$, we have

$$
\begin{gather*}
\left|\beta_{i}\left(u, u ; \lambda_{0}\right)\right| \leqq\left|a_{i}\right| u(i)^{2}+2\left|b_{i}\right|\left|u(i) u^{\prime}(i)\right|+\left|c_{i}\right| u^{\prime}(i)^{2}  \tag{4.14}\\
2\left|u(i) u^{\prime}(i)\right| \leqq u(i)^{2}+u^{\prime}(i)^{2} . \tag{4.15}
\end{gather*}
$$

Let $\varepsilon>0$ be a constant to be chosen later. Lemma 4.1 implies that

$$
\begin{gather*}
u(i)^{2} \leqq\left\|u^{\prime}\right\|^{2}+2\|u\|^{2},  \tag{4.16}\\
u^{\prime}(i)^{2} \leqq \varepsilon^{2}\left\|u^{\prime \prime}\right\|^{2}+\left(1+\frac{1}{\varepsilon^{2}}\right)\left\|u^{\prime}\right\|^{2} . \tag{4.17}
\end{gather*}
$$

These inequalities imply that

$$
\begin{equation*}
\left|\beta_{i}\left(u, u ; \lambda_{0}\right)\right| \leqq A_{i} \varepsilon^{2}\left\|u^{\prime \prime}\right\|^{2}+B_{i}(\varepsilon)\left\|u^{\prime}\right\|^{2}+C_{i}\|u\|^{2}, \tag{4.18}
\end{equation*}
$$

where $A_{i}=\left|b_{i}\right|+\left|c_{i}\right|, B_{i}(\varepsilon)=\left(\left|a_{i}\right|+\left|b_{i}\right|\right)+\left(\left|b_{i}\right|+\left|c_{i}\right|\right)\left(1+1 / \varepsilon^{2}\right)$ and $C_{i}=2\left(\left|a_{i}\right|+\left|b_{i}\right|\right)$. Letting $A=A_{0}+A_{1}, B(\varepsilon)=B_{0}(\varepsilon)+B_{1}(\varepsilon)$, and $C=C_{0}+C_{1}$, the above inequalities imply that for $\Lambda_{1}<\lambda<\lambda_{0}$,

$$
\begin{equation*}
B(u, u ; \lambda) \geqq\left(k-A \varepsilon^{2}\right)\left\|u^{\prime \prime}\right\|^{2}+\left(q_{*}\left(\lambda_{0}\right)-B(\varepsilon)\right)\left\|u^{\prime}\right\|^{2}+\left(r_{*}(\lambda)-C\right)\|u\|^{2} . \tag{4.19}
\end{equation*}
$$

Let $\delta>0$ be a constant to be determined later. Lemma 4.1 implies that there exists $D(\delta)>0$ so that

$$
\begin{equation*}
\left\|u^{\prime}\right\|^{2} \leqq \delta^{2}\left\|u^{\prime \prime}\right\|^{2}+D(\delta)\|u\|^{2} . \tag{4.20}
\end{equation*}
$$

By letting $E(\varepsilon)=\left|q_{*}\left(\lambda_{0}\right)-B(\varepsilon)\right|$, the inequalities (4.19) and (4.20) imply that

$$
\begin{equation*}
B(u, u ; \lambda) \geqq\left(k-A \varepsilon^{2}-E(\varepsilon) \delta^{2}\right)\left\|u^{\prime \prime}\right\|^{2}+\left(r_{*}(\lambda)-C-D(\delta) E(\varepsilon)\right)\|u\|^{2}, \tag{4.21}
\end{equation*}
$$

for $\Lambda_{1}<\lambda<\lambda_{0}$. Now choose $\varepsilon$ and $\delta$ so that $A \varepsilon^{2}<k / 2$ and $E(\varepsilon) \delta^{2}<k / 2$. Then $k-A \varepsilon^{2}-E(\varepsilon) \delta^{2}>0$ and (L1a) implies that $r_{*}(\lambda)-C-D(\delta) E(\varepsilon)>0$ for $\lambda$ near $\Lambda_{1}$. This concludes the proof under the assumption (L1a).

Next we suppose that $L$ is of type (I) and satisfies (L1b): $\lim _{\lambda \rightarrow \Lambda_{1}} q_{*}(\lambda)=\infty$ and there exists $\lambda_{+}$such that $r_{*}\left(\lambda_{+}\right)>0, a_{0}\left(\lambda_{+}\right) \leqq 0$, and $a_{1}\left(\lambda_{+}\right) \geqq 0$. The standard assumption (S2) and the monotonicity assumptions imply that for $\Lambda_{1}<\lambda<\lambda_{+}$,

$$
\begin{align*}
B(u, u ; \lambda) \geqq- & \beta_{0}\left(u, u ; \lambda_{+}\right)+\beta_{1}\left(u, u ; \lambda_{+}\right)+k\left\|u^{\prime \prime}\right\|^{2}  \tag{4.22}\\
& +q_{*}(\lambda)\left\|u^{\prime}\right\|^{2}+r_{*}\left(\lambda_{+}\right)\|u\|^{2} .
\end{align*}
$$

Letting $a_{i}=a_{i}\left(\lambda_{+}\right), b_{i}=b_{i}\left(\lambda_{+}\right), c_{i}=c_{i}\left(\lambda_{+}\right)$and using

$$
\begin{gather*}
2\left|u(i) u^{\prime}(i)\right| \leqq \varepsilon^{2} u(i)^{2}+\frac{1}{\varepsilon^{2}} u^{\prime}(i)^{2},  \tag{4.23}\\
u(i)^{2} \leqq\left\|u^{\prime}\right\|^{2}+2\|u\|^{2} \tag{4.24}
\end{gather*}
$$

and

$$
\begin{equation*}
u^{\prime}(i)^{2} \leqq \delta^{2}\left\|u^{\prime \prime}\right\|^{2}+\left(1+\frac{1}{\delta^{2}}\right)\left\|u^{\prime}\right\|^{2} \tag{4.25}
\end{equation*}
$$

we obtain

$$
\begin{array}{r}
\beta_{1}\left(u, u ; \lambda_{+}\right) \geqq a_{1} u(1)^{2}-A_{1}(\varepsilon) \delta^{2}\left\|u^{\prime \prime}\right\|^{2}-B_{1}(\varepsilon, \delta)\left\|u^{\prime}\right\|^{2}-C_{1} \varepsilon^{2}\|u\|^{2}, \\
-\beta_{0}\left(u, u ; \lambda_{+}\right) \geqq-a_{0} u(0)^{2}-A_{0}(\varepsilon) \delta^{2}\left\|u^{\prime \prime}\right\|^{2}-B_{0}(\varepsilon, \delta)\left\|u^{\prime}\right\|^{2}-C_{0} \varepsilon^{2}\|u\|^{2}, \tag{4.27}
\end{array}
$$

where

$$
A_{i}(\varepsilon)=\left|c_{i}\right|+\frac{\left|b_{i}\right|}{\varepsilon^{2}}, \quad B_{i}(\varepsilon, \delta)=\left|b_{i}\right| \varepsilon^{2}+\left(\left|c_{i}\right|+\frac{\left|b_{i}\right|}{\varepsilon^{2}}\right)\left(1+\frac{1}{\delta^{2}}\right), \quad \text { and } C_{i}=2\left|b_{i}\right| .
$$

Letting $A=A_{0}+A_{1}, B=B_{0}+B_{1}$, and $C=C_{0}+C_{1}$, (4.22) now implies that

$$
\begin{align*}
B(u, u ; \lambda) \geqq- & a_{0} u(0)^{2}+a_{1} u(1)^{2}+\left(k-\left(A(\varepsilon) \delta^{2}\right)\left\|u^{\prime \prime}\right\|^{2}\right.  \tag{4.28}\\
& +\left(q_{*}(\lambda)-B(\varepsilon, \delta)\right)\left\|u^{\prime}\right\|^{2}+\left(r_{*}\left(\lambda_{+}\right)-C \varepsilon^{2}\right)\|u\|^{2}
\end{align*}
$$

for $\Lambda_{1}<\lambda<\lambda_{+}$. Choose $\varepsilon$ and $\delta$ so that $r_{*}\left(\lambda_{+}\right)-C \varepsilon^{2}>0$ and $k-A(\varepsilon) \delta^{2}>0$. The assumption (L1b) implies that $q_{*}(\lambda)-B(\varepsilon, \delta)>0$ for $\lambda$ near $\Lambda_{1}$. This concludes the proof under the assumption (L1b).

Now suppose that $L$ is of type (II). Recall that

$$
\begin{align*}
B(u, u ; \lambda)= & -\beta_{0}\left(u, u ; \lambda_{0}\right)+\beta_{1}\left(u, u ; \lambda_{0}\right) \\
& +\int_{0}^{1}\left(P(x, \lambda) u^{\prime} \cdot u^{\prime}+2 Q(x, \lambda) u \cdot u^{\prime}+R(x, \lambda) u \cdot u\right) d x, \tag{4.29}
\end{align*}
$$

where

$$
\begin{equation*}
\beta_{i}(u, u ; \lambda)=a_{i}(\lambda) u_{1}(i)^{2}+2 b_{i}(\lambda) u_{1}(i) u_{2}(i)+c_{i}(\lambda) u_{2}(i)^{2} . \tag{4.30}
\end{equation*}
$$

The standard assumption (S2) and the monotonicity assumptions imply that for $\Lambda_{1}<\lambda<\lambda_{0}$,

$$
\begin{align*}
B(u, u ; \lambda) \geqq- & \beta_{0}\left(u, u ; \lambda_{0}\right)+\beta_{1}\left(u, u ; \lambda_{0}\right) \\
& +\int_{0}^{1}\left(k u^{\prime} \cdot u^{\prime}+2 Q(x, \lambda) u \cdot u^{\prime}+R(x, \lambda) u \cdot u\right) d x . \tag{4.31}
\end{align*}
$$

The eigenvalues of $R(x, \lambda)$ are $\mu_{R}(x, \lambda) \leqq \nu_{R}(x, \lambda)$, and $\mu_{R}(\lambda)=\min _{0 \leqq x \leqq 1} \mu_{R}(x, \lambda)$. For $u=\left(u_{1}, u_{2}\right)^{T}$, let $|u|^{2}=u_{1}^{2}+u_{2}^{2}$ and $\|u\|^{2}=\int_{0}^{1}|u|^{2} d x$. Then

$$
\begin{equation*}
\int_{0}^{1} R(x, \lambda) u \cdot u d x \geqq \mu_{R}(\lambda)\|u\|^{2} . \tag{4.32}
\end{equation*}
$$

The eigenvalues of $\left[\begin{array}{c}Q^{0}(x, \lambda) \\ Q_{0}(x, \lambda) \\ 0\end{array}\right]$ are $\pm \mu_{Q}(x, \lambda)$ and $\pm \nu_{Q}(x, \lambda)$, where $0 \leqq \mu_{Q}(x, \lambda) \leqq$ $\nu_{Q}(x, \lambda)$ and $\nu_{Q}(\lambda)=\max _{0 \leqq x \leqq 1} \nu_{Q}(x, \lambda)$. It follows from (4.9) that

$$
2\left|Q(x, \lambda) u \cdot u^{\prime}\right| \leqq 2 \nu_{Q}(\lambda)|u|\left|u^{\prime}\right| \leqq \varepsilon^{2}\left|u^{\prime}\right|^{2}+\frac{\nu_{Q}(\lambda)^{2}}{\varepsilon^{2}}|u|^{2}
$$

and therefore,

$$
\begin{equation*}
\int_{0}^{1} 2 Q(x, \lambda) u \cdot u^{\prime} d x \geqq-\left(\varepsilon^{2}\left\|u^{\prime}\right\|^{2}+\frac{\nu_{Q}(\lambda)^{2}}{\varepsilon^{2}}\|u\|^{2}\right) . \tag{4.33}
\end{equation*}
$$

The inequalities (4.31), (4.32), and (4.33) imply

$$
\begin{align*}
B(u, u ; \lambda) \geqq & -\beta_{0}\left(u, u ; \lambda_{0}\right)+\beta_{1}\left(u, u ; \lambda_{0}\right) \\
& +\left(k-\varepsilon^{2}\right)\left\|u^{\prime}\right\|^{2}+\left[\mu_{R}(\lambda)-\frac{\nu_{Q}(\lambda)^{2}}{\varepsilon^{2}}\right]\|u\|^{2} \tag{4.34.}
\end{align*}
$$

for $\Lambda_{1}<\lambda<\lambda_{0}$. Using the estimates

$$
\begin{equation*}
2\left|u_{1}(i) u_{2}(i)\right| \leqq u_{1}(i)^{2}+u_{2}(i)^{2} \tag{4.35}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{j}(i)^{2} \leqq \varepsilon^{2}\left\|u_{j}^{\prime}\right\|^{2}+\left(1+\frac{1}{\varepsilon^{2}}\right)\left\|u_{j}\right\|^{2} \tag{4.36}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\left|\beta_{i}\left(u, u ; \lambda_{0}\right)\right| \leqq A_{i}\left(\varepsilon^{2}\left\|u^{\prime}\right\|^{2}+\left(1+\frac{1}{\varepsilon^{2}}\right)\|u\|^{2}\right) \tag{4.37}
\end{equation*}
$$

where $A_{i}=\left|a_{i}\left(\lambda_{0}\right)\right|+\left|b_{i}\left(\lambda_{0}\right)\right|+\left|c_{i}\left(\lambda_{0}\right)\right|$. Letting $A=1+A_{0}+A_{1}$ and using the fact that $\nu_{Q}(\lambda)^{2} / \varepsilon^{2}+A\left(1+1 / \varepsilon^{2}\right) \leqq A\left(1+\nu_{Q}(\lambda)^{2}\right)\left(1+1 / \varepsilon^{2}\right)$, the inequalities (4.34) and (4.37) imply that

$$
\begin{align*}
B(u, u ; \lambda) \geqq & \left(k-A \varepsilon^{2}\right)\left\|u^{\prime}\right\|^{2} \\
& +\left(1+\nu_{Q}(\lambda)^{2}\right)\left[\frac{\mu_{R}(\lambda)}{1+\nu_{Q}(\lambda)^{2}}-A\left(1+\frac{1}{\varepsilon^{2}}\right)\right]\|u\|^{2} \tag{4.38}
\end{align*}
$$

for $\Lambda_{1}<\lambda<\lambda_{0}$. Now choose $\varepsilon>0$ so that $k-A \varepsilon^{2}>0$. The limit assumption (L1) implies that

$$
\frac{\mu_{R}(\lambda)}{1+\nu_{Q}(\lambda)^{2}}-A\left(1+\frac{1}{\varepsilon^{2}}\right)>0 \quad \text { for } \lambda \text { near } \Lambda_{1} .
$$

Remark. If (I) has a boundary condition of type (1) or (2) at $x=0$ or 1 (see Theorem 3.1 for the types of boundary conditions), then Lemma 2.1 implies that $u(x)^{2} \leqq\left\|u^{\prime}\right\|^{2}$ and $\|u\|^{2} \leqq\left\|u^{\prime}\right\|^{2}$ for $u \in H$. In this case, estimates similar to those in the the previous proof show that $B(u, v ; \lambda)$ is positive definite for $\lambda$ near $\Lambda_{1}$ if $\lim _{\lambda \rightarrow \Lambda_{1}} q_{*}(\lambda)=\infty$.

Definition 4.1. $L_{\lambda}$ will denote the operator $L$ for fixed $\lambda$, and

$$
\begin{gather*}
N_{0}(\lambda)=N_{0}\left(L_{\lambda}\right),  \tag{4.39}\\
\sigma(\lambda)=\sigma\left(L_{\lambda}\right),  \tag{4.40}\\
N(\lambda)=N\left(L_{\lambda}\right)=N_{0}(\lambda)+\sigma(\lambda) . \tag{4.41}
\end{gather*}
$$

The following theorem is the main result of this paper. It is analogous to Theorem 2.1 in [8], which applies to second-order problems.

Theorem 4.2. Let L be an operator of type (I) or (II).
(1) Let $\Lambda_{1}<\lambda^{\prime}<\lambda^{\prime \prime}<\Lambda_{2}$. If $L$ satisfies the monotonicity assumptions, then $L$ has exactly $N\left(\lambda^{\prime \prime}\right)-N\left(\lambda^{\prime}\right)$ eigenvalues (counting multiplicity) in the interval $\left[\lambda^{\prime}, \lambda^{\prime \prime}\right)$.
(2) Let $\Lambda_{1}<\lambda<\Lambda_{2}$. If $L$ also satisfies the limit assumption (L1), then $L$ has exactly $N(\lambda)$ eigenvalues (counting multiplicity) in the interval ( $\Lambda_{1}, \lambda$ ).

Proof. (1) Let $\mu_{1}(\lambda) \leqq \mu_{2}(\lambda) \leqq \cdots \leqq \mu_{n}(\lambda) \leqq \cdots$ be the eigenvalues of $L_{\lambda}$. The following statements are equivalent:
(a) $\lambda_{0}$ is an eigenvalue of $L$;
(b) zero is an eigenvalue of $L_{\lambda_{0}}$;
(c) $\mu_{k}\left(\lambda_{0}\right)=0$, for some $k$.

Furthermore, $\lambda_{0}$ is a double eigenvalue of $L$ if and only if $\mu_{k}\left(\lambda_{0}\right)=\mu_{k+1}\left(\lambda_{0}\right)=0$, for some $k$.

The monotonicity assumptions imply that for each $u \in H, u \neq 0, B(u, u ; \lambda)$ is a strictly decreasing function of $\lambda$. This implies that the $\mu_{k}(\lambda)$ are strictly decreasing functions. By Theorem 2.5, $L_{\lambda}$ has exactly $N(\lambda)$ negative eigenvalues. As $\lambda$ increases from $\lambda^{\prime}$ to $\lambda^{\prime \prime}$, the number of negative eigenvalues increases from $N\left(\lambda^{\prime}\right)$ to $N\left(\lambda^{\prime \prime}\right)$. Thus $N\left(\lambda^{\prime \prime}\right)-N\left(\lambda^{\prime}\right)$ new eigenvalues $\mu_{k}(\lambda)$ have become negative, thereby passing through zero. This shows that $L$ has $N\left(\lambda^{\prime \prime}\right)-N\left(\lambda^{\prime}\right)$ eigenvalues in the interval [ $\lambda^{\prime}, \lambda^{\prime \prime}$ ).
(2) If $L$ satisfies the limit assumption (L1), then Theorem 4.1 shows that $N\left(\lambda_{0}\right)=0$ for $\lambda_{0}$ near $\Lambda_{1}$. Part (1) of the present theorem implies that there are no eigenvalues in the interval $\left(\Lambda_{1}, \lambda_{0}\right)$, and $N(\lambda)=0$ for $\Lambda_{1}<\lambda \leqq \lambda_{0}$. If $\lambda_{0}<\lambda<\Lambda_{2}$, then any eigenvalues in $\left(\Lambda_{1}, \lambda\right)$ are in the interval $\left[\lambda_{0}, \lambda\right)$, and the number of these eigenvalues is $N(\lambda)-N\left(\lambda_{0}\right)=N(\lambda)$.

Remark. In [7] it is shown that if $L$ satisfies the limit assumption (L2), then $\lim _{\lambda \rightarrow \Lambda_{2}} N(\lambda)=\infty$ and $L$ has infinitely many eigenvalues.
5. Wronskians. The Wronskians used to calculate $N(\lambda)$ will now be considered in greater detail. We shall define six Wronskians that are related to each other by a system of differential equations. Let the given boundary conditions at $x=0$ be denoted by $\mathrm{BC}_{0}(y ; \lambda)=0$. For a given $\lambda_{0}$, let $u, v$ be linearly independent solutions of

$$
\begin{align*}
& L\left(y ; \lambda_{0}\right)=0,  \tag{5.1}\\
& \mathrm{BC}_{0}\left(y ; \lambda_{0}\right)=0 .
\end{align*}
$$

For problem (I) we continue to use the notation $u_{0}=u, u_{1}=u^{\prime}, u_{2}=p u^{\prime \prime}$, and $u_{3}=$ $\left(p u^{\prime \prime}\right)^{\prime}-q u^{\prime}$. Now let

$$
\begin{array}{ll}
w_{1}=u_{0} v_{1}-u_{1} v_{0}, & w_{2}=u_{0} v_{2}-u_{2} v_{0}, \\
w_{3}=u_{0} v_{3}-u_{3} v_{0}, & w_{4}=u_{1} v_{2}-u_{2} v_{1},  \tag{5.2}\\
w_{5}=u_{1} v_{3}-u_{3} v_{1}, & w_{6}=u_{2} v_{3}-u_{3} v_{2} .
\end{array}
$$

For problem (II) let $u=\left(u_{1}, u_{2}\right)^{T}, \dot{u}=\left(\dot{u}_{1}, \dot{u}_{2}\right)^{T}=P u^{\prime}+Q u$, and let

$$
\begin{array}{ll}
w_{1}=u_{1} v_{2}-u_{2} v_{1}, & w_{2}=u_{1} \dot{v}_{1}-\dot{u}_{1} v_{1}, \\
w_{3}=u_{1} \dot{v}_{2}-\dot{u}_{2} v_{1}, & w_{4}=u_{2} \dot{v}_{1}-\dot{u}_{1} v_{2},  \tag{5.3}\\
w_{5}=u_{2} \dot{v}_{2}-\dot{u}_{2} v_{2}, & w_{6}=\dot{u}_{1} \dot{v}_{2}-\dot{u}_{2} \dot{v}_{1} .
\end{array}
$$

Note that the Wronskian determinant $w(x)$ (that occurs in Definition 2.2) is the same as $w_{1}(x)$ for both (I) and (II). The self-adjointness of the problems implies the following fact.

Theorem 5.1. (1) For (I), $w_{4}=w_{3}$.
(2) For (II), $w_{5}=-w_{2}$.

Proof. (1) Integration by parts shows that

$$
\begin{equation*}
\int_{0}^{x}(L u) v d t-\int_{0}^{x} u(L v) d t=\left[\left(u_{3} v_{0}-u_{0} v_{3}\right)+\left(u_{1} v_{2}-u_{2} v_{1}\right)\right]_{0}^{x} \tag{5.4}
\end{equation*}
$$

(Here we have abbreviated $L\left(u ; \lambda_{0}\right)$ by $L u$.) If $u$ and $v$ are solutions of (5.1), then $L u=0=L v$, and (5.4) shows that

$$
\begin{equation*}
\left(u_{3} v_{0}-u_{0} v_{3}\right)+\left(u_{1} v_{2}-u_{2} v_{1}\right)=\text { constant } \tag{5.5}
\end{equation*}
$$

But the boundary conditions at $x=0$ are self-adjoint precisely when the left-hand side of (5.5) is zero at $x=0$ (see the proof of Theorem 3.1). Therefore, the constant in (5.5) is zero. Referring to (5.2), this implies that $w_{4}=w_{3}$.
(2) Similarly, for (II), integration by parts shows that

$$
\begin{equation*}
\int_{0}^{x}(L u) \cdot v d t-\int_{0}^{x} u \cdot(L v) d t=[u \cdot \dot{v}-\dot{u} \cdot v]_{0}^{x} \tag{5.6}
\end{equation*}
$$

As before, this leads to the equation

$$
\begin{equation*}
u \cdot \dot{v}-\dot{u} \cdot v=\text { constant } \tag{5.7}
\end{equation*}
$$

Since the boundary conditions at $x=0$ are self-adjoint, the constant in (5.7) is zero, which implies that $w_{5}=-w_{2}$.

Theorem 5.1 allows us to reduce the system of six Wronskians to five by omitting $w_{4}$ for (I) and $w_{5}$ for (II). A simple calculation now shows that for (I), the Wronskians satisfy the following equations:

$$
\begin{align*}
& w_{1}^{\prime}=(1 / p) w_{2}, \\
& w_{2}^{\prime}=q w_{1}+2 w_{3}, \\
& w_{3}^{\prime}=w_{5},  \tag{5.8}\\
& w_{5}^{\prime}=r w_{1}+(1 / p) w_{6}, \\
& w_{6}^{\prime}=r w_{2}+q w_{5} .
\end{align*}
$$

In (II), the equation $L\left(u ; \lambda_{0}\right)=0$ can be split into a first-order system:

$$
\begin{align*}
& u^{\prime}=-P^{-1} Q u+P^{-1} \dot{u}, \\
& \dot{u}^{\prime}=\left(-Q^{T} P^{-1} Q+R\right) u+Q^{T} P^{-1} \dot{u} . \tag{5.9}
\end{align*}
$$

Let

$$
\begin{align*}
& A=\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right]=-P^{-1} Q, \\
& B=\left[\begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22}
\end{array}\right]=P^{-1},  \tag{5.10}\\
& C=\left[\begin{array}{ll}
c_{11} & c_{12} \\
c_{21} & c_{22}
\end{array}\right]=-Q^{T} P^{-1} Q+R .
\end{align*}
$$

Note that $B=B^{T}$ and $C=C^{T}$. Equation (5.9) may be rewritten as

$$
\begin{gather*}
u^{\prime}=A u+B \dot{u}, \\
\dot{u}^{\prime}=C u-A^{T} \dot{u} . \tag{5.11}
\end{gather*}
$$

Using (5.11), a calculation shows that the Wronskians for (II) satisfy the following equations:

$$
\begin{align*}
& w_{1}^{\prime}=\left(a_{11}+a_{22}\right) w_{1}+2 b_{12} w_{2}+b_{22} w_{3}-b_{11} w_{4}, \\
& w_{2}^{\prime}=c_{12} w_{1}-a_{21} w_{3}+a_{12} w_{4}-b_{12} w_{6}, \\
& w_{3}^{\prime}=c_{22} w_{1}-2 a_{12} w_{2}+\left(a_{11}-a_{22}\right) w_{3}+b_{11} w_{6},  \tag{5.12}\\
& w_{4}^{\prime}=-c_{11} w_{1}+2 a_{21} w_{2}+\left(-a_{11}+a_{22}\right) w_{4}-b_{22} w_{6}, \\
& w_{6}^{\prime}=-2 c_{12} w_{2}+c_{11} w_{3}-c_{22} w_{4}-\left(a_{11}+a_{22}\right) w_{6} .
\end{align*}
$$

Recall that $n\left(x ; \lambda_{0}\right)=$ nullity $W\left(x ; \lambda_{0}\right)$, where $W\left(x ; \lambda_{0}\right)=\left[\begin{array}{ll}u_{0} & v_{0} \\ u_{1} & v_{1}\end{array}\right]$ for $(\mathrm{I})$ and $W\left(x ; \lambda_{0}\right)=$ $\left[\begin{array}{ll}u_{1} & v_{1} \\ u_{2} & v_{2}\end{array}\right]$ for (II).

Theorem 5.2. For (I) and (II), the following are equivalent.
(1) $n\left(x_{0} ; \lambda_{0}\right)=2$,
(2) $w_{1}\left(x_{0} ; \lambda_{0}\right)=w_{2}\left(x_{0} ; \lambda_{0}\right)=w_{3}\left(x_{0} ; \lambda_{0}\right)=w_{4}\left(x_{0} ; \lambda_{0}\right)=w_{5}\left(x_{0} ; \lambda_{0}\right)=0$.

Proof. Statement (1) is true for (I) if and only if $u_{0}\left(x_{0}\right)=u_{1}\left(x_{0}\right)=v_{0}\left(x_{0}\right)=v_{1}\left(x_{0}\right)=0$. It is true for (II) if and only if $u_{1}\left(x_{0}\right)=u_{2}\left(x_{0}\right)=v_{1}\left(x_{0}\right)=v_{2}\left(x_{0}\right)=0$. Referring to (5.2) and (5.3), we see that (1) implies (2).

Conversely, suppose that (2) is true for (I). If $\left(u_{0}\left(x_{0}\right), v_{0}\left(x_{0}\right)\right) \neq(0,0)$, then, since $w_{2}\left(x_{0}\right)=w_{3}\left(x_{0}\right)=0$, it follows that there are constants $\alpha, \beta$ such that $\left(u_{2}\left(x_{0}\right), v_{2}\left(x_{0}\right)\right)=$ $\alpha\left(u_{0}\left(x_{0}\right), v_{0}\left(x_{0}\right)\right)$ and $\left(u_{3}\left(x_{0}\right), v_{3}\left(x_{0}\right)\right)=\beta\left(u_{0}\left(x_{0}\right), v_{0}\left(x_{0}\right)\right)$. This implies that $w_{6}\left(x_{0}\right)=0$. Since all six Wronskians are zero at $x=x_{0}$, the vectors ( $u_{0}\left(x_{0}\right), u_{1}\left(x_{0}\right), u_{2}\left(x_{0}\right), u_{3}\left(x_{0}\right)$ ) and ( $\left.v_{0}\left(x_{0}\right), v_{1}\left(x_{0}\right), v_{2}\left(x_{0}\right), v_{3}\left(x_{0}\right)\right)$ are linearly dependent. This implies that $u(x)$ and $v(x)$ are linearly dependent. This contradiction implies that $u_{0}\left(x_{0}\right)=v_{0}\left(x_{0}\right)=0$.

Similarly, if $\left(u_{1}\left(x_{0}\right), v_{1}\left(x_{0}\right)\right) \neq(0,0)$, then $w_{4}\left(x_{0}\right)=w_{5}\left(x_{0}\right)=0$ implies that $\left(u_{2}\left(x_{0}\right), v_{2}\left(x_{0}\right)\right)=\alpha\left(u_{1}\left(x_{0}\right), v_{1}\left(x_{0}\right)\right)$ and $\left(u_{3}\left(x_{0}\right), v_{3}\left(x_{0}\right)\right)=\beta\left(u_{1}\left(x_{0}\right), v_{1}\left(x_{0}\right)\right)$. This again implies that $w_{6}\left(x_{0}\right)=0$, which leads to a contradiction. Therefore $u_{1}\left(x_{0}\right)=v_{1}\left(x_{0}\right)=0$, and $n\left(x_{0} ; \lambda_{0}\right)=2$.

A similar argument shows that (2) implies (1) for (II).
Theorem 5.3. The following are true for (I).
(1) If $n\left(x_{0} ; \lambda_{0}\right)=1$, then $w(x)$ has a zero of order 1 or 3 at $x_{0}$.
(2) If $n\left(x_{0} ; \lambda_{0}\right)=2$, then $w(x)$ has a zero of order 4 at $x_{0}$.

Proof. Using equations (5.8), the derivatives of $w$ can be expressed in the form

$$
\begin{align*}
& w=w_{1}, \\
& w^{\prime}=(1 / p) w_{2}, \\
& w^{\prime \prime}=\alpha_{21} w_{1}+\alpha_{22} w_{2}+(2 / p) w_{3},  \tag{5.13}\\
& w^{\prime \prime \prime}=\alpha_{31} w_{1}+\alpha_{32} w_{2}+\alpha_{33} w_{3}+(2 / p) w_{5}, \\
& w^{(i v)}=\alpha_{41} w_{1}+\alpha_{42} w_{2}+\alpha_{43} w_{3}+\alpha_{45} w_{5}+\left(2 / p^{2}\right) w_{6} .
\end{align*}
$$

By Theorem 5.2, $n\left(x_{0} ; \lambda_{0}\right)=2$ if and only if $w_{1}\left(x_{0}\right)=w_{2}\left(x_{0}\right)=w_{3}\left(x_{0}\right)=w_{4}\left(x_{0}\right)=w_{5}\left(x_{0}\right)=$ 0 . Recalling that $w_{3}=w_{4}$, (5.13) shows that $n\left(x_{0} ; \lambda_{0}\right)=2$ if and only if $w\left(x_{0}\right)=w^{\prime}\left(x_{0}\right)=$ $w^{\prime \prime}\left(x_{0}\right)=w^{\prime \prime \prime}\left(x_{0}\right)=0$. Moreover, if $w^{(i v)}\left(x_{0}\right)=0$ also, then (5.13) shows that $w_{6}\left(x_{0}\right)=0$, so that all six Wronskians are zero at $x_{0}$. This leads to a contradiction (as in the proof of Theorem 5.2). Therefore, $w(x)$ has a zero of order 4 at $x_{0}$ if $n\left(x_{0} ; \lambda_{0}\right)=2$.

Now suppose that $n\left(x_{0} ; \lambda_{0}\right)=1$. Then $w\left(x_{0}\right)=0$, and we may suppose that $u_{0}\left(x_{0}\right)=$ $u_{1}\left(x_{0}\right)=0$. This implies that $w_{2}\left(x_{0}\right)=-u_{2}\left(x_{0}\right) v_{0}\left(x_{0}\right), w_{3}\left(x_{0}\right)=-u_{3}\left(x_{0}\right) v_{0}\left(x_{0}\right)$ and $w_{4}\left(x_{0}\right)=$ $-u_{2}\left(x_{0}\right) v_{1}\left(x_{0}\right)$. If $w^{\prime}\left(x_{0}\right) \neq 0$, then $w(x)$ has a zero of order 1 at $x_{0}$. Suppose that $w^{\prime}\left(x_{0}\right)=0$. Then (5.13) shows that $w_{2}\left(x_{0}\right)=0$, which implies that either $v_{0}\left(x_{0}\right)=0$ or $u_{2}\left(x_{0}\right)=0$. Therefore, either $w_{3}\left(x_{0}\right)=0$ or $w_{4}\left(x_{0}\right)=0$. But $w_{3}=w_{4}$, by Theorem 6.1. Thus, $w_{3}\left(x_{0}\right)=0$, and (5.13) implies that $w^{\prime \prime}\left(x_{0}\right)=0$. If $w^{\prime \prime \prime}\left(x_{0}\right)=0$ also, then $n\left(x_{0} ; \lambda_{0}\right)=$ 2 , as shown above. Therefore, $w(x)$ has a zero of order 1 or 3 at $x_{0}$ if $n\left(x_{0} ; \lambda_{0}\right)=1$.

Theorem 5.4. For problem (II), $n\left(x_{0} ; \lambda_{0}\right)$ equals the order of the zero of $w(x)$ at $x_{0}$.
Proof. We know that $n\left(x_{0} ; \lambda_{0}\right)>0$ if and only if $w\left(x_{0}\right)=0$. We claim that $n\left(x_{0} ; \lambda_{0}\right)=2$ if and only if $w\left(x_{0}\right)=w^{\prime}\left(x_{0}\right)=0$. If $n\left(x_{0} ; \lambda_{0}\right)=2$, then $w_{1}\left(x_{0}\right)=w_{2}\left(x_{0}\right)=$ $w_{3}\left(x_{0}\right)=w_{4}\left(x_{0}\right)=w_{5}\left(x_{0}\right)=0$, by Theorem 5.2. The first equation in (5.12), which is

$$
\begin{equation*}
w^{\prime}=\left(a_{11}+a_{22}\right) w_{1}+2 b_{12} w_{2}+b_{22} w_{3}-b_{11} w_{4}, \tag{5.14}
\end{equation*}
$$

now implies that $w^{\prime}\left(x_{0}\right)=0$.
Conversely, suppose that $w\left(x_{0}\right)=w^{\prime}\left(x_{0}\right)=0$. We may assume that $u_{1}\left(x_{0}\right)=$ $u_{2}\left(x_{0}\right)=0$. Therefore, $w_{2}\left(x_{0}\right)=-\dot{u}_{1}\left(x_{0}\right) v_{1}\left(x_{0}\right), w_{3}\left(x_{0}\right)=-\dot{u}_{2}\left(x_{0}\right) v_{1}\left(x_{0}\right)$ and $w_{4}\left(x_{0}\right)=$ $-\dot{u}_{1}\left(x_{0}\right) v_{2}\left(x_{0}\right)$. Equation (5.14) implies that

$$
\begin{align*}
w^{\prime}\left(x_{0}\right)=- & -2 b_{12}\left(x_{0}\right) \dot{u}_{1}\left(x_{0}\right) v_{1}\left(x_{0}\right)-b_{22}\left(x_{0}\right) \dot{u}_{2}\left(x_{0}\right) v_{1}\left(x_{0}\right) \\
& +b_{11}\left(x_{0}\right) \dot{u}_{1}\left(x_{0}\right) v_{2}\left(x_{0}\right) . \tag{5.15}
\end{align*}
$$

By Theorem 6.1, $w_{5}=-w_{2}$. Since $u_{1}\left(x_{0}\right)=u_{2}\left(x_{0}\right)=0$, this implies that

$$
\begin{equation*}
\dot{u}_{1}\left(x_{0}\right) v_{1}\left(x_{0}\right)+\dot{u}_{2}\left(x_{0}\right) v_{2}\left(x_{0}\right)=0 . \tag{5.16}
\end{equation*}
$$

Substituting in (5.15), and setting $w^{\prime}\left(x_{0}\right)=0$, we obtain

$$
\begin{align*}
& b_{11}\left(x_{0}\right) \dot{u}_{1}\left(x_{0}\right) v_{2}\left(x_{0}\right)+b_{12}\left(x_{0}\right)\left[\dot{u}_{2}\left(x_{0}\right) v_{2}\left(x_{0}\right)-\dot{u}_{1}\left(x_{0}\right) v_{1}\left(x_{0}\right)\right] \\
& \quad-b_{22}\left(x_{0}\right) \dot{u}_{2}\left(x_{0}\right) v_{1}\left(x_{0}\right)=0 . \tag{5.17}
\end{align*}
$$

Let $\langle\xi, \eta\rangle$ denote the Euclidean inner product for vectors $\xi, \eta \in \mathbb{R}^{2}$, and consider the vectors $\dot{u}\left(x_{0}\right)=\left(\dot{u}_{1}\left(x_{0}\right), \dot{u}_{2}\left(x_{0}\right)\right)^{T}$ and $v\left(x_{0}\right)^{\perp}=\left(v_{2}\left(x_{0}\right),-v_{1}\left(x_{0}\right)\right)^{T}$. Note that $\dot{u}\left(x_{0}\right) \neq$ $(0,0)$, since $u(x)$ is not the trivial solution of $L\left(u ; \lambda_{0}\right)=0$. Let

$$
B_{0}=B\left(x_{0}\right)=\left[\begin{array}{ll}
b_{11}\left(x_{0}\right) & b_{12}\left(x_{0}\right)  \tag{5.18}\\
b_{21}\left(x_{0}\right) & b_{22}\left(x_{0}\right)
\end{array}\right]=P\left(x_{0}\right)^{-1}
$$

Since $B_{0}$ is positive definite, $B_{0} \dot{u}\left(x_{0}\right) \neq 0$. Equation (5.17) is equivalent to

$$
\begin{equation*}
\left\langle B_{0} \dot{u}\left(x_{0}\right), v\left(x_{0}\right)^{\perp}\right\rangle=0 . \tag{5.19}
\end{equation*}
$$

Since $B_{0} \dot{u}\left(x_{0}\right)$ and $v\left(x_{0}\right)=\left(v_{1}\left(x_{0}\right), v_{2}\left(x_{0}\right)\right)^{T}$ are both orthogonal to $v\left(x_{0}\right)^{\perp}$, and $B_{0} \dot{u}\left(x_{0}\right) \neq 0$, it follows that there is a constant $c$ such that $v\left(x_{0}\right)=c B_{0} \dot{u}\left(x_{0}\right)$. This implies that

$$
\begin{equation*}
P_{0} v\left(x_{0}\right)=c \dot{u}\left(x_{0}\right), \tag{5.20}
\end{equation*}
$$

where $\quad P_{0}=P\left(x_{0}\right)$. Equation (5.16) says that $\left\langle\dot{u}\left(x_{0}\right), v\left(x_{0}\right)\right\rangle=0$. By (5.20), $\left\langle P_{0} v\left(x_{0}\right), v\left(x_{0}\right)\right\rangle=c\left\langle\dot{u}\left(x_{0}\right), v\left(x_{0}\right)\right\rangle=0$, and therefore, $v\left(x_{0}\right)=0$. This shows that $n\left(x_{0} ; \lambda_{0}\right)=2$ if $w\left(x_{0}\right)=w^{\prime}\left(x_{0}\right)=0$.

We now know that $n\left(x_{0} ; \lambda_{0}\right)=2$ if and only if $w\left(x_{0}\right)=w^{\prime}\left(x_{0}\right)=0$. Furthermore, we claim that $w^{\prime \prime}\left(x_{0}\right) \neq 0$ in this case. To see this, differentiate (5.14) and use (5.12) to obtain

$$
\begin{equation*}
w^{\prime \prime}=\alpha_{1} w_{1}+\alpha_{2} w_{2}+\alpha_{3} w_{3}+\alpha_{4} w_{4}+2\left(b_{11} b_{22}-b_{12}^{2}\right) w_{6} . \tag{5.21}
\end{equation*}
$$

Since $n\left(x_{0} ; \lambda_{0}\right)=2$,

$$
w_{1}\left(x_{0}\right)=w_{2}\left(x_{0}\right)=w_{3}\left(x_{0}\right)=w_{4}\left(x_{0}\right)=w_{5}\left(x_{0}\right)=0 .
$$

If $w^{\prime \prime}\left(x_{0}\right)=0$, then (5.21) implies that $w_{6}\left(x_{0}\right)=0$ also. This leads to a contradiction (as in the proof of Theorem 5.2). Therefore, $x_{0}$ is a zero of order $2($ of $w(x))$ if $n\left(x_{0} ; \lambda_{0}\right)=2$, and it must be a zero of order 1 if $n\left(x_{0} ; \lambda_{0}\right)=1$.

Theorems 5.3 and 5.4 imply the important fact that $w(x)$ changes sign at $x_{0}$ if $n\left(x_{0} ; \lambda_{0}\right)=1$, and does not change sign if $n\left(x_{0} ; \lambda_{0}\right)=2$.
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# DIFFUSIVE LOGISTIC EQUATIONS WITH INDEFINITE WEIGHTS: POPULATION MODELS IN DISRUPTED ENVIRONMENTS II* 
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#### Abstract

The dynamics of a population inhabiting a strongly heterogeneous environment are modeled by diffusive logistic equations of the form $u_{t}=\nabla \cdot(d(x, u) \nabla u)-\mathbf{b}(x) \cdot \nabla u+m(x) u-c u^{2}$ in $\Omega \times(0, \infty)$, where $u$ represents the population density, $d(x, u)$ the (possibly) density dependent diffusion rate, $\mathbf{b}(x)$ drift, $c$ the limiting effects of crowding, and $m(x)$ the local growth rate of the population. The growth rate $m(x)$ is positive on favorable habitats and negative on unfavorable ones. The environment $\Omega$ is bounded and surrounded by uninhabitable regions, so that $u=0$ on $\partial \Omega \times(0, \infty)$. In a previous paper, the authors considered the special case $d(x, u)=d$, a constant, and $\mathbf{b}=0$, and were able to make an analysis based on variational methods. The inclusion of density dependent diffusion and/or drift makes for more flexible and realistic models. However, variational methods are mathematically insufficient in these more complicated situations. By employing methods based on monotonicity and positive operator theory, many previous results on the dependence on $m$ of the overall suitability of the environment can be recovered and some new results can be established concerning environmental quality dependence on $\mathbf{b}$. In the process, a bifurcation and stability analysis is made of the model which includes some new estimates on eigenvalues for associated linear problems.
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1. Introduction. Reaction-diffusion equations have been widely used as models for populations whose densities vary with location as well as time. If the environment is strongly heterogeneous, the coefficients describing the growth and diffusion of the population may vary with location as well. In an earlier article, we studied a diffusive logistic model in which the diffusion rate of the population was constant but the growth rate was assumed to vary with position, being positive in regions of favorable habitat and negative in unfavorable regions. The present article is devoted to extending our results to models in which the diffusion rate varies with position and population density, and the population may be subject to drift in addition to pure diffusion. These more complicated models incorporate effects which are often present in real situations, and thus can give more complete descriptions of biological phenomena. Since these models are quasilinear rather than semilinear, and in general are not in variational form, the technical aspects of the analysis are somewhat different and more difficult than in the case of simple Fickian diffusion. The technical complexity is inherent in the models we consider, and cannot be avoided if we are to give a rigorous analysis. However, we have introduced into our models only the sorts of effects which theoretical ecologists have suggested to us as being especially important.

Since the implications of our analysis should be of some interest to biological scientists, we give a brief summary of them in the last section, and conclude each section of the paper with a fairly detailed discussion of the main results from a biological viewpoint. Some of the discussion overlaps that given in [6], [7], and [9]. Additional references are given in [6] and [9]. In [7] we use relatively simple mathematics to analyze a number of special cases of the general models considered here and give a

[^85]moderately detailed biological discussion of their interpretation. A reader whose primary interest is in the biological aspects of the work may find the present article more accessible after reading [7].

The situation we wish to model is that of a species inhabiting a bounded region of variable habitat, and dispersing throughout that region via a process of diffusion which may be affected by population density and location and which may also involve drift due to wind, current, or environmental gradients. The questions we address are those of deciding how environmental factors and/or the density dependence of the diffusion affect the population. Obviously, if the overall environment includes too much poor habitat the population cannot be expected to persist. However, the arrangement of favorable and unfavorable regions turns out to play an important role in determining the overall suitability of an environment. Questions about the effects of the arrangement of favorable and unfavorable regions are especially important in refuge theory; for example, is one large preserve likely to be more or less effective in sustaining a population than several small preserves? Of course, the answers to such questions will depend on the details of the biology but models can suggest answers in some cases and serve to sharpen discussion in others. Island biogeography theory has been widely used in the context of refuge theory. The sort of models we consider provide an alternative approach. We discuss this point in some detail and give a number of references in [6]. One object of the present work is to extend the results of [6] to include models with more complex and realistic sorts of diffusion and drift processes. Another object is to study directly the effects of density dependent diffusion and of drift. We find that density dependence in the diffusion rate may have effects similar to those of depensation in the growth dynamics, as studied in [20]. Specifically, models with density dependent diffusion may admit multiple equilibria even if the corresponding dynamics with constant diffusion yield a unique equilibrium. The effects of drift in the case of a homogeneous environment and constant diffusion are discussed in [22]. We extend some of the results of [22] to models with variable diffusion and growth coefficients, but we have so far been unable to give a complete description of the effects of drift on the population dynamics.

There is a vast literature on traveling waves in reaction-diffusion models. Most of that literature is not directly relevant to our work, because we are concerned exclusively with bounded regions. A general overview of the literature on waves is given in [10] and [28]. Some specific problems related to wavelike propagation in ecological models and to considerations of domain size are studied in [4]. Another class of models which have a more direct relation to our work are patch models, where a population is assumed to inhabit a number of discrete patches rather than a continuous region. Some topics similar to those we consider are discussed from the viewpoint of patch models in [26]. (Threshold results for propagation through an infinite number of patches are derived in [3]; the specific model in [3] arises in neurophysiology, but the same methods would also apply to ecological models.) Our present work is most closely related to the ideas discussed in [20], [22], and [27], and of course [6], [9], where the models are primarily reaction-diffusion equations on bounded spatial domains.

The viewpoint we take in our modeling is essentially that taken in the pioneering work of Skellam [27], who deduced reaction-diffusion models for population growth and dispersal from the random-walk problem, and analyzed some of those models via classical methods. A representative result is that the density $u$ of a population with linear growth law inhabiting a uniform disc of radius $r_{0}$ surrounded by a completely inhospitable region can be described by the equation $u_{t}=d \Delta u+m u$ with homogeneous Dirichlet boundary conditions, and hence will grow rather than decline provided
$m-\left(d j_{1}^{2} / r_{0}^{2}\right)>0$, where $j_{1}$ is the first zero of the Bessel function $J_{0}$. Another way to state this result is that the population will grow if the first eigenvalue $\lambda_{1}$ for the problem $-d \Delta \phi=\lambda m \phi$ on the disc of radius $r_{0}$ with homogeneous Dirichlet conditions satisfies $\lambda_{1}<1$. Skellam considered several other models, the most complicated being of the general form $u_{t}=d \Delta u+m(x) u-c(x) u^{2}$. Of such models, Skellam wrote (in 1951) that "orthodox analytical methods appear inadequate." (See [27, p. 212].) Since that time, there has been much work on reaction-diffusion models for population dynamics, and a number of new analytical methods have been introduced. For general background on the modeling aspects of population dynamics, see [19] or [24]; for mathematical methods and results, see [9], [10], or [28]. In our previous article [6], we study models that include those considered by Skellam, and discuss their biological interpretation.

The models in [6] have the form

$$
\begin{equation*}
u_{t}=d \Delta u+f(x, u) u \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega, \tag{1.1}
\end{equation*}
$$

where $f$ is decreasing in $u$ and $\Omega$ is a bounded domain in $\mathbb{R}^{n}$, with $n \leqq 3$ in applications. The intrinsic local growth rate of the population is given by $f(x, 0)$, which is assumed to change sign on $\Omega$, with positive values indicating favorable habitat and negative ones unfavorable habitat. Our results imply that (1.1) has a unique positive steady state which is a global attractor for nonnegative, nontrivial solutions, provided the first positive eigenvalue $\lambda_{1}(d, f(x, 0))$ of the problem

$$
-d \Delta \phi=\lambda f(x, 0) \phi \quad \text { in } \Omega, \quad \phi=0 \quad \text { on } \partial \Omega,
$$

satisfies $\lambda_{1}(d, f(x, 0))<1$. We also examined the question of how $\lambda_{1}(d, m(x))$ depends on the arrangement of positive and negative regions for $m(x)$. We showed that for a sequence $\left\{m_{j}(x)\right\}$ of weights, a necessary and sufficient condition for having

$$
\lim _{j \rightarrow \infty} \lambda_{1}\left(d, m_{j}(x)\right)=\infty \text { is that } \lim _{j \rightarrow \infty} \sup \int_{\Omega} \psi m_{j} \leqq 0
$$

for any $\psi \in L^{1}(\Omega)$ with $\psi \geqq 0$ almost everywhere. (This result is Theorem 3.1 of [6].) One implication of these results is that if the unfavorable regions are greater than or equal to the favorable ones in strength and extent, and the two sorts of regions are too closely interspersed, the population will not persist, even though it might persist if the favorable habit formed a single larger region. We also showed that in a certain sense, the most favorable situations will occur if there is a relatively large favorable region located some distance away from the boundary of $\Omega$.

In the present article we consider models of the form

$$
\begin{equation*}
u_{t}=\nabla \cdot d(x, u) \nabla u-\mathbf{b} \cdot \nabla u+m(x) u-c u^{2} \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega, \tag{1.2}
\end{equation*}
$$

and attempt to recover some of the results of [6]. Since the analysis of [6] was based largely on variational methods, we have had to substantially modify our techniques. In many cases, we replace ideas and results based on variational principles with others based on monotonicity or positive operator theory. Also, since we assume only $m(x) \in$ $L^{\infty}(\Omega)$ (for various reasons which are discussed in [6]), we must work with weak solutions, so the standard Hopf maximum principle must generally be replaced by the maximum and comparison principles for weak solutions of elliptic equations discussed in [11, Chaps. 8, 9], or the corresponding results for the parabolic case which follow readily from similar arguments. (We do not always state this explicitly, and in some
cases we will simply cite references where the Hopf maximum principle is used but whose results extend directly to our situation via maximum principles for weak solutions.)

Models such as (1.2) display some different features than those of the form (1.1). In particular, if $d(x, u)$ is not monotone nondecreasing in $u$, (1.2) may have multiple positive solutions. (We give an example in §3.) It is known that a similar phenomenon can occur in (1.1) in the presence of depensation (that is, if $f(x, u)$ is allowed to be increasing in $u$ for some values of $x$ and/or $u$ ) but not in the case of logistic growth. This situation is not surprising, since the equation $\nabla \cdot d(u) \nabla u+g(u)=0$ can be converted to the form $\Delta U+G(U)=0$ by letting $U=D(u)$ where $D(0)=0$ and $D^{\prime}(u)=d(u)$, and such a change of variables may destroy monotonicity or concavity properties of $g(u)$.

To analyze (1.2) we observe that the recent work of Hirsch [16] on monotone flows implies that the dynamics of (1.2) are determined by its steady states, we "unfold" the steady-state problem by introducing a parameter $\lambda$ multiplying the undifferentiated terms, and we then analyze the steady states by using $\lambda$ as a bifurcation parameter and applying the results of Rabinowitz [25]. Our main results state that under suitable restrictions on $d, \mathbf{b}$, and $m$, the problem (1.2) has a unique, stable, positive steady state provided $\lambda_{1}(d(x, 0), \mathbf{b}(x), m(x))<1$, where $\lambda_{1}(d, \mathbf{b}, m)$ is the first positive eigenvalue of

$$
\begin{equation*}
-\nabla d \nabla \phi+\mathbf{b} \cdot \nabla \phi=\lambda m \phi \quad \text { in } \Omega, \quad \phi=0 \quad \text { on } \partial \Omega, \tag{1.3}
\end{equation*}
$$

and give a partial description of how that eigenvalue depends on $d$, $\mathbf{b}$, and $m$. In particular, we show that under a mild coercivity assumption on the left side of (1.3), the necessary and sufficient condition for $\lambda_{1}\left(d, 0, m_{j}(x)\right) \rightarrow \infty$ as $j \rightarrow \infty$ given in Theorem 3.1 of [6] extends to the case of $\lambda_{1}\left(d(x), \mathbf{b}(x), m_{j}(x)\right)$. Since environments may vary in ways best described by discontinuous functions (for example, if a field is crossed by a paved road with sharp boundaries) we consider the case of $m \in L^{\infty}(\Omega)$ with $m>0$ on a set of positive measure, but with $m$ taking both positive and negative values. In that situation, we have to extend known results somewhat to obtain the existence of a first positive eigenvalue $\lambda_{1}(d, \mathbf{b}, m)$. The analysis is based on work of Hess and Kato [15] and Hess [14]. Our results on the behavior of $\lambda_{1}(d, \mathbf{b}, m)$ overlap slightly with those of Murray and Sperb [22], who considered the case of $\lambda_{1}(1, \mathbf{b}, 1)$. Other results implying bounds for eigenvalues for $\lambda_{1}(d, \mathbf{b}, m)$ under various hypotheses are given in [12], [13], [15], and [17], but they either do not apply in our situation or do not appear to be sharp enough for our purposes. We have observed that the presence of a drift term can either raise or lower $\lambda_{1}(d, \mathbf{b}, m)$. Our analysis of the existence problem for positive steady states of (1.2) is fairly complete, but to obtain uniqueness we must make additional structure assumptions (specifically that either $\partial d / \partial u \equiv 0$ or $\mathbf{b} \equiv 0$ ), and there remain many open questions about the dependence of $\lambda_{1}(d, \mathbf{b}, m)$ on $d, \mathbf{b}$, and $m$.

The paper is structured as follows. We derive the basic existence theory for positive equilibria in $\S 2$, and obtain conditions on the uniqueness and stability of equilibria in §3. Many of the results are somewhat technical, but they have some interesting biological implications. In § 4 we examine how the eigenvalue $\lambda_{1}(d, \mathbf{b}, m)$, whose size determines whether the model predicts extinction or persistence for the population, depends on the environment, drift, and diffusion. In § 5 we obtain some population estimates, again in terms of $\lambda_{1}(d, \mathbf{b}, m)$. Since the answers to the questions of greatest biological interest are determined by the size of $\lambda_{1}(d, \mathbf{b}, m)$, we consider the results of $\S 4$ to have the greatest applied significance because they relate $\lambda_{1}(d, \mathbf{b}, m)$ to the physical conditions in the model. In $\S 6$ we give a biologically oriented summary of
our conclusions. We also conclude each section with a description of the biological interpretation of the main results of that section.
2. A qualitative overview. In this section, we consider the positive steady-state solutions of the parabolic problem

$$
\begin{array}{ll}
u_{t}=\nabla \cdot(d(x, u) \nabla u)-\mathbf{b}(x) \cdot \nabla u+\lambda\left(m(x) u-c u^{2}\right) & \text { in } \Omega \times(0, \infty), \\
u(x, 0)=u_{0}(x) \geqq 0 & \text { for } x \in \Omega,  \tag{2.1}\\
u(x, t)=0 & \text { on } \partial \Omega \times(0, \infty) .
\end{array}
$$

Here, as noted in the Introduction, $\lambda$ is a real parameter and we wish to observe the structure of said solutions when viewed as a subset of an appropriate function space via global bifurcation theory [25] as well as determine the stability properties of the solution when viewed as solutions to (2.1). We assume that $d \in C^{2}(\bar{\Omega} \times \mathbb{R})$ such that $d(x, s) \geqq d_{1}>0$ for all $(x, s) \in \bar{\Omega} \times \mathbb{R}, \mathbf{b} \in\left[C^{1}(\bar{\Omega})\right]^{n}$, and $m \in L^{\infty}(\bar{\Omega})$ and consider

$$
\begin{array}{ll}
-\nabla \cdot(d(x, u) \nabla u)+\mathbf{b}(x) \cdot \nabla u=\lambda\left(m(x) u-c u^{2}\right) & \text { in } \Omega, \\
u=0 & \text { on } \partial \Omega . \tag{2.2}
\end{array}
$$

Observe first of all that (2.2) can be expressed as

$$
\begin{align*}
& -\Delta u+\left[\frac{\mathbf{b}(x)-\mathbf{d}_{x}(x, 0)}{d(x, 0)}\right] \cdot \nabla u \\
& \quad=\lambda \frac{m(x)}{d(x, 0)} u+\left[\frac{d_{u}(x, u)}{d(x, u)}|\nabla u|^{2}+\left(\frac{\mathbf{d}_{x}(x, u)}{d(x, u)}-\frac{\mathbf{d}_{x}(x, 0)}{d(x, 0)}\right) \cdot \nabla u\right.  \tag{2.3}\\
& \left.+\left(\frac{1}{d(x, 0)}-\frac{1}{d(x, u)}\right)(\mathbf{b}(x) \cdot \nabla u)+\lambda\left(\frac{1}{d(x, u)}-\frac{1}{d(x, 0)}\right) m(x) u-\frac{\lambda c u^{2}}{d(x, u)}\right] \text { in } \Omega, \\
& u=0 \quad \text { on } \partial \Omega .
\end{align*}
$$

Denote the expression in brackets in (2.3) by $H(\lambda, u)$. Then for a sufficiently large $p$, $H: \mathbb{R} \times W_{0}^{1, p}(\Omega) \rightarrow L^{p / 2}(\Omega)$ is continuous and $\lim _{\|u\|_{1, p} \rightarrow 0} H(\lambda, u) /\|u\|_{1, p}=0$, where $\left\|\|_{1, p}\right.$ denotes the norm in $W_{0}^{1, p}(\Omega)$ and the limit is uniform for $\lambda$ contained in compact intervals. (That such is the case relies on the fact $W_{0}^{1, p}(\Omega)$ embeds into $C_{0}^{\alpha}(\bar{\Omega})$ for sufficiently large $p$.) Consequently, if $L$ denotes the elliptic operator on the left-hand side of (2.3) subject to zero Dirichlet boundary data and $M / D$ denotes multiplication by $m(x) / d(x, 0)$, a solution $u$ to (2.3) is equivalent to a solution $u$ of

$$
\begin{equation*}
u=\lambda L^{-1}\left(\frac{M}{D}\right) u+L^{-1} H(\lambda, u) \tag{2.4}
\end{equation*}
$$

Since $L^{-1}: L^{p / 2}(\Omega) \rightarrow W^{2, p / 2}(\Omega) \cap W_{0}^{1, p / 2}(\Omega)$ is continuous, $W^{2, p / 2}(\Omega) \cap W_{0}^{1, p / 2}(\Omega)$ embeds compactly into $C_{0}^{1+\alpha}(\bar{\Omega}), 0<\alpha<1$ for $p$ sufficiently large, and $C_{0}^{1+\alpha}(\bar{\Omega})$ embeds into $W_{0}^{1, p}(\Omega)$ for any $p$, the right-hand side of (2.4) may be viewed as a completely continuous operator on $W_{0}^{1, p}(\Omega)$ for a sufficiently large $p$ with $\lim _{\|u\|_{1, p} \rightarrow 0}\left\|L^{-1} H(\lambda, u)\right\|_{1, p} /\|u\|_{1, p}=0$ uniformly for $\lambda$ in compact intervals. Consequently, $\mathbb{R} \times W_{0}^{1, p}(\Omega)$ is an appropriate space in which to apply global bifurcation theory [25].

In order to invoke global bifurcation theory to guarantee the existence of a continuum of positive solutions to (2.2) in $\mathbb{R} \times W_{0}^{1, p}(\Omega)$, it suffices to establish that there is a unique $\lambda=\lambda_{1}(m)>0$ such that

$$
\begin{equation*}
v=\lambda L^{-1}\left(\frac{M}{D}\right) v \tag{2.5}
\end{equation*}
$$

has as generalized null space the span of a positive function. Note that (2.5) is equivalent
to

$$
\begin{array}{ll}
-\nabla \cdot(d(x, 0) \nabla v)+\mathbf{b}(x) \cdot \nabla v=\lambda m(x) v & \text { in } \Omega, \\
v=0 & \text { on } \partial \Omega . \tag{2.6}
\end{array}
$$

In the special cases $\mathbf{b} \equiv \mathbf{0}$ or $m \in C(\bar{\Omega})$, the result follows from the results of [21] and [15], respectively, provided that $\{x \in \Omega: m(x)>0\}$ has positive measure. In the case that $\mathbf{b} \not \equiv \mathbf{0}$ and $m \in\left(L^{\infty}(\Omega)-C(\bar{\Omega})\right)$, to our knowledge, the result does not explicitly appear in the literature. Since such is the case and since the result is of independent interest, we include a brief proof.

Theorem 2.1. Suppose that $d, \mathbf{b}$, and $m$ are as described above and that $\{x \in$ $\Omega: m(x)>0\}$ has positive measure. Then there is a unique $\lambda=\lambda_{1}(m)>0$ such that

$$
\begin{array}{ll}
-\Delta v+\left[\frac{\mathbf{b}(x)-\mathbf{d}_{x}(x, 0)}{d(x, 0)}\right] \cdot \nabla v=\lambda \frac{m(x)}{d(x, 0)} v & \text { in } \Omega  \tag{2.7}\\
v=0 & \text { on } \partial \Omega
\end{array}
$$

has a solution $v \in C_{0}^{1+\alpha}(\bar{\Omega})$ with $v(x)>0$ in $\Omega$ and $(\partial v / \partial n)(x)<0$ on $\partial \Omega$. Moreover, $\cup_{r \geqq 1} N\left\{\left(I-\lambda L^{-1}(M / D)\right)^{r}\right\}=\langle v\rangle$.

Proof. The uniqueness and simplicity assertions of the theorem follow as in [15] once the existence of such a $\lambda$ has been established. To this end, let $R>0$ be such that $m(x) / d(x, 0)+R>0$ on $\Omega$ almost everywhere and consider the operator $A_{\lambda}=$ $\lambda(L+R \lambda)^{-1}(M / D+R)$, which may be viewed as a compact positive operator on $C_{0}^{0}(\bar{\Omega}) . A_{\lambda}$ is continuous in $\lambda$ and consequently so is its spectral radius $r\left(A_{\lambda}\right)$ [23]. Moreover, $\lim _{\lambda \rightarrow 0} r\left(A_{\lambda}\right)=0$. Hence, as in [8], the existence of an eigenvalue $\lambda$ with the required properties follows from the Krein-Rutman theorem and the maximum principle as long as there is a $\lambda>0$ so that $r\left(A_{\lambda}\right) \geqq 1$. The assumption that $\{x \in \Omega: m(x)>$ $0\}$ has positive measure guarantees that (2.7) has infinitely many eigenvalues with positive real part [14, Thm. 2]. For any such eigenvalue $\lambda^{*}$ and any associated eigenfunction $v$, Lemma 3 of [15] implies that

$$
|v| \leqq A_{\operatorname{Re} \lambda^{*}}|v| .
$$

Hence $r\left(A_{\operatorname{Re} \lambda^{*}}\right) \geqq 1$, and the result is established.
It is of substantial interest from the biological point of view not only to have the existence of an unbounded continuum of positive solutions to (2.2) but also to know there is a solution $(\lambda, u)$ on the continuum for all $\lambda>\lambda_{1}(m)$. Such an observation requires information in addition to that provided by global bifurcation theory. The a priori estimates given in the following theorem are sufficient for this purpose.

Theorem 2.2. Suppose $(\lambda, u)$ is a positive solution to (2.2) and that $\lambda \in[a, b]$, where $0 \leqq a \leqq b<\infty$. Then there is a constant $K>0$ such that $\|u\|_{1, p} \leqq K$.

Proof. We know that $u \in W^{2, p}(\Omega) \cap W_{0}^{1, p}(\Omega)$ and consequently $u \in C_{0}^{1+\alpha}(\bar{\Omega})$. Hence, as in $\S 2$ of [6], the maximum principle implies that $\|u\|_{\infty} \leqq$ ess $\sup _{x \in \bar{\Omega}}\left(m^{+}(x) / c\right)$. The result then will follow if we can show $\|\nabla u\|_{\infty}$ is bounded uniformly with respect to $\lambda \in[a, b]$.

To this end, we employ results in $\S \S 4$ and 5 of Chapter 4 and in $\S 2$ of Chapter 6 of [18]. Equation (2.2) satisfies the ellipticity and structure conditions there imposed, with ellipiticity (and other constants) bounded for $\lambda \in[a, b]$. Moreover, as noted, $0 \leqq u(x) \leqq \operatorname{ess} \sup _{x \in \bar{\Omega}}\left(m^{+}(x) / c\right)$. By the proof of Theorem 4.1 of [18, Chap. 4], ess $\sup _{\Omega}|\nabla u|$ can then be bounded in terms of ess $\sup _{\partial \Omega}|\nabla u|$ and integrals which are in essence $\|u\|_{2,2}^{2}$ and $\|u\|_{1,4}^{2}$. Theorem 5.1 of [18, Chap. 4] implies that these last integrals are bounded in terms of $\|u\|_{\infty}$ and constants depending on $\Omega$ and the coefficients of (2.2), all of which are uniformly bounded for $\lambda \in[a, b]$.

In order to see that ess $\sup _{\partial \Omega}|\nabla u|$ is uniformly bounded with respect to $\lambda \in[a, b]$, we employ Lemma 4.1 of [18, Chap. 4] or Lemma 2.1 of [18, Chap. 6]. (These are two statements of the same result.) The idea behind the lemmas is Bernstein's, namely, to compare $u$ with an appropriate auxiliary function via differential inequalities and the maximum principle to obtain bounds on $\partial u / \partial n$ on subsets of $\partial \Omega$. In [18], the classical maximum principle is used, and $u$ is assumed to have classical second derivatives throughout $\Omega$. However, we may replace the classical maximum principle with the maximum principle for weak solutions as stated in Chapter 8 of [11] and only require that $u \in W^{2, p}(\Omega) \cap W_{0}^{1, p}(\Omega)$. The bound we obtain depends only on $\Omega$, $\|u\|_{\infty}$, and ellipticity and structure constants which are bounded as long as $\|u\|_{\infty}$ and $\lambda$ are uniformly bounded so the result follows.

Consequently, there is an unbounded continuum $\mathscr{C}$ in $\mathbb{R} \times W_{0}^{1, p}(\Omega)$ of positive solutions to (2.2) with the property that if $(\lambda, u) \in \mathscr{C}$ and $\lambda \in[a, b]$, where $0 \leqq a<b<\infty$, there is a $K>0$ such that $\|u\|_{1, p} \leqq K$. Furthermore, it is evident that (2.2) has only the trivial solution when $\lambda=0$. Hence, the projection $\Pi(\mathscr{C})$ into $\mathbb{R}$ of $\mathscr{C}$ must satisfy $\left(\lambda_{1}(m), \infty\right) \subseteq \Pi(\mathscr{C}) \subseteq(0, \infty)$. In particular, there is at least one positive solution of (2.2) for every $\lambda>\lambda_{1}(m)$.

For any fixed $\lambda,(\lambda, u) \in \mathscr{C}$ of course implies that $u$ is an equilibrium solution to (2.1). It is sometimes possible to determine that $u$ is globally asymptotically stable with respect to smooth initial data $u_{0}(x) \geqq 0$. We first observe that if $\lambda>\lambda_{1}(m)$, then the zero solution of (2.2) is unstable. To this end, observe that the linearization $A$ of $-\nabla \cdot(d(x, u) \nabla u)+\mathbf{b}(x) \cdot \nabla u-\lambda\left(m(x) u-c u^{2}\right)$ with respect to $u$ at $u=0$ is given by $A(\phi)=-\nabla \cdot(d(x, 0) \nabla \phi)+\mathbf{b}(x) \cdot \nabla \phi-\lambda m(x) \phi$ and that the zero solution is unstable provided that

$$
\begin{array}{ll}
A \phi=\sigma \phi & \text { in } \Omega, \\
\phi=0 & \text { on } \partial \Omega,
\end{array}
$$

and $\phi(x)>0$ in $\Omega$ implies that $\sigma<0$. If $\sigma \geqq 0$, then $v=\phi$ is a positive solution to the inhomogeneous boundary value problem

$$
\begin{array}{ll}
-\nabla \cdot(d(x, 0) \nabla v)+\mathbf{b}(x) \cdot \nabla v=\lambda m(x) v+h & \text { in } \Omega \\
v=0 & \text { on } \partial \Omega
\end{array}
$$

where $h=\sigma \phi \geqq 0$. As $\lambda>\lambda_{1}(m)$, Proposition 3 of [15] is violated. As a consequence, the zero solution of (2.2) is unstable as an equilibrium to (2.1) if $\lambda>\lambda_{1}(m)$, and we are able to establish the following theorem.

Theorem 2.3. Suppose that for some $\lambda>\lambda_{1}(m)$, there is a unique positive solution $\bar{u}$ to (2.2). Then $\bar{u}$ is a globally asymptotically stable equilibrium for (2.1) provided we require the initial data $u_{0}$ to lie in an appropriate Sobolev-Slobedickii space $W_{0}^{\sigma, p}$. This will be the case if $u_{0} \in C_{0}^{2}(\bar{\Omega})$, for example.

Proof. The methods of Amann [1], [2] imply that (2.1) generates a monotone flow on a Sobolev-Slobedickii space $W_{0}^{\sigma, p}(\Omega)$ with $W_{0}^{\sigma, p}(\Omega) \subseteq W^{2, p}(\Omega) \cap W_{0}^{1, p}(\Omega) \subseteq C^{1}(\bar{\Omega})$. (See also [16, Thm. 4.6]. We assume slightly less regularity than Amann since $m(x) \in$ $L^{\infty}(\Omega)$, but a comparison principle for weak solutions to quasilinear parabolic problems can be readily obtained by modifying the proof of Theorem 9.5 of [11] to treat the parabolic case, so this is not a problem.) Consequently, the results of [16] are applicable in this situation. Since the zero solution of (2.2) is an unstable equilibrium and since [ $0, \bar{u}$ ] is an order interval containing no other equilibria, Theorem 0.6 of [16] implies that if $0 \leqq \bar{u}_{0}(x) \leqq \bar{u}(x)$ and $u_{0}(x) \not \equiv 0$, then the solution $u(x, t)$ of (2.1) corresponding to $u_{0}(x)$ converges to $\bar{u}(x)$ as $t \rightarrow \infty$, uniformly on $\bar{\Omega}$. Moreover, for any sufficiently
large constant $K$, Theorem 0.7 of [16] implies that the solution $u_{K}(x, t)$ of (2.1) corresponding to initial condition $K$ converges to $\bar{u}(x)$ as $t \rightarrow \infty$, uniformly on $\bar{\Omega}$. The result now follows from monotonicity, since for any smooth initial data $v(x)>0$ and $v \not \equiv 0$, we can find $u_{0}(x) \in[0, \bar{u}]$ and $K$ sufficiently large so that $u_{0}(x) \leqq v(x) \leqq K$. We conclude this section with the following result, which is a corollary to Theorems 2.1-2.3.

Theorem 2.4. Consider equation (2.6) and let $\lambda_{1}(d, \mathbf{b}, m)$ be as in Theorem 2.1. If $\lambda_{1}(d, \mathbf{b}, m)<1$, then the problem (2.1) with $\lambda=1$ has a positive equilibrium solution $\bar{u}$. If $\bar{u}$ is unique, then it is globally asymptotically stable with respect to smooth initial data $u_{0}(x)$.
2.1. Biological interpretation. The primary result of biological interest in this section is Theorem 2.4. That result asserts that there exists a positive equilibrium density for the population being modeled provided that the eigenvalue $\lambda_{1}(d, \mathbf{b}, m)$ is less than 1 . The significance of the result lies in the fact that $\lambda_{1}(d, \mathbf{b}, m)$ depends directly on the terms in the model describing biological properties of the population and the environment. Thus Theorem 2.4 provides a criterion for the possible persistence of a population in terms of diffusion, drift, and growth rates which vary with location. In some simple cases it is possible to compute $\lambda_{1}(d, \mathbf{b}, m)$ as the solution of an equation involving trigonometric and hyperbolic functions (which can be approximated by Newton's method). This is discussed in [7]; an example is given below.

In general, the numerical problem of finding $\lambda_{1}(d, \mathbf{b}, m)$ is fairly difficult but has been studied extensively. Approximation schemes for the case $\mathbf{b}=0$ (no drift) are discussed in detail in [29]. There is a substantial literature on numerical approximation for solutions of eigenvalue problems with or without drift terms; [29] gives a large number of references. It is not surprising that the computation of the eigenvalue $\lambda_{1}$ may be complicated, since if $\lambda_{1}$ gives a reasonable synthesis of the various factors such as the size, shape, and quality of the environment and the effects of winds, currents, temperature or chemical gradients, it must reflect a large number of complex biological factors. In giving an accurate description of a complex phenomenon, a certain amount of mathematical sophistication may be required. Even so, the computational problem of finding $\lambda_{1}(d, \mathbf{b}, m)$ is likely to be simpler than that of evaluating the results of a comparably detailed simulation.

A major advantage of having a criterion for persistence based on $\lambda_{1}(d, \mathbf{b}, m)$ is that it is possible to make a number of qualitative statements about the ways in which changes in the environment affect a population. That is the main theme of [6] and [7] and of $\S 4$ of this article. We discuss the topic at some length in $\S 4$.

As an example, suppose that we consider a one-dimensional region $\Omega=(0, \ell)$, with no drift, constant diffusion rate, and a growth rate $m(x)$ which is a positive constant on a subinterval of $\Omega$ and a negative constant on the remainder of $\Omega$. For appropriate $d$, this problem can easily be rescaled into the form

$$
\begin{align*}
& u^{\prime \prime}+m(x) u-c u^{2}=0 \quad \text { on }(0,1),  \tag{2.8}\\
& u(0)=u(1)=0
\end{align*}
$$

with

$$
m(x)= \begin{cases}-1, & 0<x<a  \tag{2.9}\\ k, & a<x<a+T \\ -1, & a+T<x<1\end{cases}
$$

for some $T<1$ describing the relative size of the favorable region, some $a \in[0,1-T]$ describing its location relative to the boundary, and some $k$ describing the relative
quality of the favorable habitat compared with the unfavorable. (The diffusion coefficient is scaled into $m(x)$; the carrying capacity relative to habitat quality is described by $c$ but does not directly enter the computation of $\lambda_{1}$.) We show in [7] that for (2.8), (2.9), we have $\lambda_{1}=\alpha^{2}$ where $\alpha$ is the smallest positive solution of

$$
\begin{equation*}
\cot \alpha \sqrt{k} T=\frac{k \tanh [\alpha(1-a-T)] \tanh \alpha a-1}{\sqrt{k}[\tanh \alpha a+\tanh \alpha(1-a-T)]} . \tag{2.10}
\end{equation*}
$$

Note that for a uniformly favorable environment we have $\lambda_{1}=\alpha^{2}=\pi^{2} / k$ so that we can expect persistence only for $k>\pi^{2}$. For $k=16, T=1, a=0$ (indicating a uniformly favorable environment), we have $\lambda_{1} \approx .61$. For $k=16, a=.1, T=.8$ we find by solving (2.10) that $\lambda_{1} \approx .63$. For $k=16, a=.3, T=.4, \lambda_{1} \approx .86$. The results of [7] show how in (2.8) a number of other forms of $m(x)$ can be treated via equations similar to (2.10).
3. Uniqueness. In this section we shall consider the question of uniqueness for positive steady states in our model. Our analysis includes some results on the direction of bifurcation with respect to the unfolding parameter $\lambda$, and on the linearized stability of the steady state. We begin with an example that shows that some restrictions are needed if uniqueness is to hold. In the general semilinear problem $\Delta u+f(x, u)=0$, some conditions must be imposed on $f$ to obtain uniqueness, and the problem $\nabla \cdot d(u) \nabla u+m(x) u-c u^{2}=0$ is equivalent to the semilinear problem $\Delta U+$ $m(x) D^{-1}(U)-c\left[D^{-1}(U)\right]^{2}=0$ where $U=D(u)$ with $D^{\prime}(s)=d(s), D(0)=0$; so we must expect that some conditions will be needed on $d(s)$ if the corresponding semilinear problem is to have a unique solution. The nature of those conditions is indicated by the problem

$$
\begin{equation*}
\left(d(u) u^{\prime}\right)^{\prime}+\lambda\left(u-u^{2}\right)=0, \quad u>0 \quad \text { on }(0, \pi), \quad u(0)=u(\pi)=0 \tag{3.1}
\end{equation*}
$$

where $d(s)=1-2 d_{0} s$ for $0 \leqq s \leqq d_{0} / 4, d(s)$ is smooth for $0 \leqq s<\infty$, and $d(s) \geqq d_{1}>0$. By the analysis in $\S 2$, a branch of positive solutions to (3.1) bifurcates from the trivial solution at $\lambda=1$. If we multiply the equation in (3.1) by $u$, integrate by parts, and use the fact that

$$
\int_{0}^{\pi} u^{\prime}(x)^{2} d x \geqq \int_{0}^{\pi} u(x)^{2} d x
$$

then we obtain the relation

$$
d_{1} \int_{0}^{\pi} u^{2} d x \leqq d_{1} \int_{0}^{\pi}\left(u^{\prime}\right)^{2} d x \leqq \int_{0}^{\pi} d(u)\left(u^{\prime}\right)^{2} d x=\lambda \int_{0}^{\pi} u^{2} d x-\lambda \int_{0}^{\pi} u^{3} d x
$$

Since $u>0$ on $(0, \pi)$, it follows that $\lambda \geqq d_{1}>0$. Also, $0<u<1$ on $(0, \pi)$ by the maximum principle, so a standard application of the Rabinowitz global bifurcation theorem implies that the branch of positive solutions emanating from the zero solution at $\lambda=1$ must meet infinity in $\lambda$. However, if we multiply (3.1) by $\sin x$ and integrate by parts, then as long as $0 \leqq u \leqq d_{0} / 4$ (which will be true locally near the bifurcation point) we have

$$
\begin{aligned}
\lambda \int_{0}^{\pi} u \sin x d x-\lambda \int_{0}^{\pi} u^{2} \sin x d x & =-\int_{0}^{\pi}\left(d(u) u^{\prime}\right)^{\prime} \sin x d x \\
& =-\int_{0}^{\pi} u^{\prime \prime} \sin x d x+\int_{0}^{\pi}\left(2 d_{0} u u^{\prime}\right)^{\prime} \sin x d x \\
& =\int_{0}^{\pi} u \sin x d x-\int_{0}^{\pi} d_{0} u^{2} \sin x d x
\end{aligned}
$$

Hence, as long as $0<u \leqq d_{0} / 4$, we have

$$
\lambda \int_{0}^{\pi}\left(u-u^{2}\right) \sin x d x=\int_{0}^{\pi}\left(u-u^{2}\right) \sin x d x+\left(1-d_{0}\right) \int_{0}^{\pi} u^{2} \sin x d x
$$

so if $d_{0}>1$, we must have $\lambda<1$. But the branch of solutions must meet infinity in $\lambda$, so there must be a solution with sup $u>d_{0} / 4$ corresponding to $\lambda=1$. It follows from the fact that the branch of positive solutions is a continuum and the leftward direction of bifurcation that for some $\varepsilon>0$, the problem (3.1) has at least two solutions, one with $\sup u \leqq d_{0} / 4$ and one with $\sup u>d_{0} / 4$, for $\lambda=1-\varepsilon$.

To avoid the phenomenon observed in this example, we must ensure that the bifurcation is to the right rather than to the left. If we have $\lambda>\lambda_{1}(d(x, 0), \mathbf{b}, m)$ for all positive solutions and they are all linearly stable, that is enough for uniqueness.

Theorem 3.1. Assume that $d(x, u)$ is of class $C^{1}$. Suppose that for any solution of

$$
\begin{array}{ll}
\nabla d(x, u) \nabla u-\mathbf{b}(x) \cdot \nabla u+\lambda\left(m(x) u-c u^{2}\right)=0 & \text { in } \Omega, \\
u=0 & \text { on } \partial \Omega,  \tag{3.2}\\
\lambda>0, \quad u>0 & \text { in } \Omega,
\end{array}
$$

we have $\lambda>\lambda_{1}(d(x, 0), \mathbf{b}, m)$, and that the first eigenvalue of the linearized problem

$$
\begin{array}{ll}
-\nabla \cdot d(x, u) \nabla \phi-\nabla \cdot \phi \frac{\partial d(x, u)}{\partial u} \nabla u+\mathbf{b} \cdot \nabla \phi+\lambda(2 c u-m) \phi=\sigma \phi & \text { in } \Omega,  \tag{3.3}\\
\phi=0 & \text { on } \partial \Omega
\end{array}
$$

satisfies $\sigma_{1}>0$ for any positive solution $u$. Then the positive solution for (3.2) is unique for any given $\lambda$.

Remarks. Combined with the comparison principle for the corresponding parabolic problem and the results of Hirsch [16], uniqueness implies stability. The condition $\sigma_{1}>0$ already implies linearized (and hence local) stability.

Proof. Choose $p>1$ large enough that $W^{2, p}(\Omega) \cap W_{0}^{1, p}(\Omega)$ embeds in $C_{0}^{1+\alpha}(\Omega)$ and $W^{1, p / 2}(\Omega)$ embeds in $C^{\beta}(\Omega)$ for some $\alpha, \beta \in(0,1)$. Then the nonlinear function $F(\lambda, u)=\nabla \cdot d(x, u) \nabla u-\mathbf{b}(x) \cdot \nabla u+\lambda\left(m(x) u-c u^{2}\right)$ maps $\mathbb{R} \times\left(W^{2, p}(\Omega) \cap W_{0}^{1, p}(\Omega)\right) \rightarrow$ $L^{p}(\Omega)$. The map is continuously differentiable, and the derivative with respect to the second variable is the negative of the operator on the left side of (3.3). If $\sigma_{1}>0$ in (3.3), then the linearized operator is invertible from $L^{p}$ to $W^{2, p} \cap W_{0}^{1, p}$ by standard elliptic theory. Thus, if $\left(\lambda_{0}, u_{0}\right)$ satisfies $F(\lambda, u)=0$ and $u_{0}>0$ in $\Omega$, then there is a bounded neighborhood $U$ of $u_{0}$ in $W^{2, p} \cap W_{0}^{1, p}$, an interval $\Lambda=\left(\lambda_{0}-\delta, \lambda_{0}+\delta\right)$ with $\delta>0$, and a function $g: \Lambda \rightarrow U$ such that for any $\lambda \in \Lambda$, the unique solution in $U$ of (3.2) is $u=g(\lambda)$. Let $\lambda_{k} \uparrow \lambda_{0}+\delta$ as $k \rightarrow \infty$. By (3.2), we have for $u_{k}=g\left(\lambda_{k}\right)$

$$
\begin{align*}
u_{k} & =-\Delta^{-1}\left[\left(\nabla d\left(x, u_{k}\right) \cdot \nabla u_{k}-\mathbf{b} \cdot \nabla u_{k}+\lambda_{k}\left(m u_{k}-c u_{k}^{2}\right)\right) / d\left(x, u_{k}\right)\right]  \tag{3.4}\\
& \equiv-\Delta^{-1} w_{k} .
\end{align*}
$$

Since $U$ is bounded in $W^{2, p} \cap W_{0}^{1, p}$, so is $\bar{U}$; thus the right side of (3.4) is of the form $-\Delta^{-1} w_{k}$, where $\left\{w_{k}\right\}$ is uniformly bounded in $W^{1, p / 2}$. (Here the $p / 2$ is due to the presence on the right side of (3.4) of terms of the form ( $\partial d / \partial u)|\nabla u|^{2}$; also, we have used the fact that $d \geqq d_{1}>0$, the embedding $W^{2, p} \cap W_{0}^{1, p} \leftrightarrows C_{0}^{1+\alpha}$, and the differentiability of $d$.) Our choice of $p$ is such that $W^{1, p / 2} \hookrightarrow C^{\beta}$, so since $C^{\beta}$ embeds compactly in
$C^{0}$, we may choose a subsequence and reindex so that $\left\{w_{k}\right\}$ converges in $C^{0}$, and hence in $L^{p}$. Then (3.4) implies that the sequence $\left\{u_{k}\right\}$ converges in $W^{2, p} \cap W_{0}^{1, p}$, thus producing a nonnegative solution to (3.2) at $\lambda=\lambda_{0}+\delta$. A similar argument applies at $\lambda=\lambda_{0}-\delta$. For these values of $\lambda$, the solution can be extended further if it is positive. However, if we choose $K>0$ sufficiently large we have from (3.2) that

$$
-\nabla \cdot d(x, u) \nabla u+\mathbf{b}(x) \cdot \nabla u+K u=[\lambda m(x)-\lambda c u+K] u \geqq 0,
$$

so if $u \geqq 0$ and $u=0$ somewhere in $\Omega$, then $u=0$ almost everywhere by the strong maximum principle for weak solutions (see [11, Thm. 8.19]). Hence, the only way that continuation in $\lambda$ can fail is if $\lambda$ is a bifurcation point from the branch of trivial solutions. The unique point where positive solutions can bifurcate from that branch is $\lambda=\lambda_{1}(d(x, 0), \mathbf{b}, m)$. It follows that if (3.2) has a positive solution $u_{0}$ for some $\lambda_{0}$, then there is a curve $(\lambda, u(\lambda))$ of positive solutions passing through $\left(\lambda_{0}, u_{0}\right)$ which can be extended at least until $\lambda=\lambda_{1}(d(x, 0), \mathbf{b}, m)$. Suppose that for some $\lambda_{0}>$ $\lambda_{1}(d(x, 0), \mathbf{b}, m)$ there are two distinct positive solutions of (3.2). Then each lies on an arc which extends until $\lambda=\lambda_{1}(d(x, 0), \mathbf{b}, m)$, and the arcs cannot intersect as long as the solutions to (3.2) remain positive. If an arc contains a positive solution to (3.2) at $\lambda=\lambda_{1}(d(x, 0), \mathbf{b}, m)$, then the preceding argument based on the implicit function theorem implies that there are positive solutions of (3.2) on $\lambda \in\left(\lambda_{1}-\delta, \lambda_{1}\right)$, for some $\delta>0$, contradicting our hypotheses. But both branches cannot connect to the zero solution at the point $\lambda=\lambda_{1}(d(x, 0), \mathbf{b}, m)$, since the Crandall-Rabinowitz constructive bifurcation theorem for simple eigenvalues implies that there is a unique branch of positive solutions in some neighborhood of the bifurcation point. Hence, assuming the existence of two distinct positive solutions for some $\lambda$ yields a contradiction, so for any $\lambda$ the positive solution of (3.2) must be unique.

Remark. A similar argument is used to obtain a uniqueness theorem for a diffusive Lotka-Volterra competition model in [5].

So far, we have been unable to establish that the hypotheses of Theorem 3.1 are satisfied, in general, for equations of the form (3.2). However, we can show that they will be met if the differential operator in (3.2) is either linear or in divergence form. The two cases require different arguments, so we consider them separately.

Corollary 3.2. Suppose that $\mathbf{b} \equiv 0$ and $\partial d(x, u) / \partial u \geqq 0$ for all $x \in \Omega$ and $u \in$ $\left[0\right.$, ess sup $\left.\left(m^{+} / c\right)\right]$. Then (3.2) has a unique positive solution for $\lambda>\lambda_{1}(d(x, 0), 0, m)$.

Proof. Suppose that (3.2) has a positive solution for some $\lambda>0$. Multiplying by $u$, integrating by parts, and using the hypothesis that $d(x, u)$ is monotone increasing in $u$, we have

$$
0<\int_{\Omega} d(x, 0)|\nabla u|^{2} d x<\int_{\Omega} d(x, u)|\nabla u|^{2}+\lambda c \int_{\Omega} u^{3} d x=\lambda \int_{\Omega} m(x) u^{2} d x .
$$

Since $\int_{\Omega} m u^{2} d x>0$, it follows from results in [16] that

$$
\int_{\Omega} d(x, 0)|\nabla u|^{2} d x \geqq \lambda_{1}(d(x, 0), 0, m) \int_{\Omega} m(x) u^{2} d x
$$

so that

$$
\lambda_{1}(d(x, 0), 0, m) \int_{\Omega} m u^{2} d x<\lambda \int_{\Omega} m u^{2} d x
$$

and

$$
\lambda_{1}(d(x, 0), 0, m)<\lambda
$$

as required.

Suppose that $\phi_{1}>0$ is an eigenfunction for (3.3) corresponding to the principa eigenvalue $\sigma_{1}$. Multiplying (3.3) by $u$ and integrating by parts yields

$$
\sigma_{1} \int_{\Omega} u \phi_{1} d x=\int_{\Omega}\left[-\nabla \cdot d(x, u) \nabla u+\frac{\partial d(x, u)}{\partial u}|\nabla u|^{2}+2 \lambda c u^{2}-\lambda m u\right] \phi_{1} d x,
$$

so by (3.2) we have

$$
\sigma_{1} \int_{\Omega} u \phi_{1} d x=\int_{\Omega}\left[\frac{\partial d(x, u)}{\partial u}|\nabla u|^{2}+\lambda c u^{2}\right] \phi_{1} d x>0
$$

and hence $\sigma_{1}>0$ as required.
Corollary 3.3. Suppose that $d(x, u) \equiv d(x, 0)$, so that (3.2) is semilinear. The (3.2) has a unique positive solution for $\lambda>\lambda_{1}(d(x, 0), \mathbf{b}, m)$.

Proof. Suppose that (3.2) has a positive solution for some $\lambda>0$. Then we have

$$
-\nabla \cdot d(x, 0) \nabla u+\mathbf{b}(x) \cdot \nabla u=\lambda(m(x)-c u) u,
$$

where $u>0$ in $\Omega$ and $u=0$ on $\partial \Omega$, so that

$$
\lambda=\lambda_{1}(d(x, 0), \mathbf{b}, m-c u)>\lambda_{1}(d(x, 0), \mathbf{b}, m)
$$

by the monotonicity of the positive principal eigenvalue with respect to the weigh (see [11]). In this case, (3.2) can be written as

$$
\begin{equation*}
-\nabla \cdot d(x, 0) \nabla u+\mathbf{b} \cdot \nabla u+\lambda(2 c u-m) u=\lambda c u>0 . \tag{3.5}
\end{equation*}
$$

Since (3.5) admits a positive solution $u$ for the positive inhomogeneous term $\lambda c \imath$ it follows that the principal eigenvalue for the operator $L \phi \equiv-\nabla \cdot d(x, 0) \nabla \phi$ $\mathbf{b} \cdot \nabla \phi+\lambda(2 c u-m) \phi$ must be positive. Since $\partial d(x, u) / \partial u \equiv 0$, that eigenvalue is $\sigma_{1}$ so $\sigma_{1}>0$.

Remark. It would be of interest to find a natural set of conditions including thos of both corollaries under which the hypotheses of Theorem 3.1 are satisfied. So far w have been unable to find such general conditions. It is well known that results fo quasilinear problems not in divergence form are typically much weaker and/or mor difficult than for either linear or divergence form problems (see the discussion in [7 and [14]). There are numerous open questions about uniqueness even in the case o ordinary differential equations.
3.1. Biological interpretation. The results of this section serve largely to sharpe those of the previous section by giving criteria for the uniqueness of the positive stead state for the population. Uniqueness is important in the context of our models becaus it implies the global stability of the positive steady state and thus the persistence o the population. Perhaps the most interesting observation from a biological viewpoin is that uniqueness may fail if the rate of diffusion is allowed to decrease with resper to the population density. Such a phenomenon occurs when the diffusion rate i constant but the logistic growth term is replaced by something of the form $u f(x, u$ with $f(x, u)$ sometimes increasing with $u$; in other words, in the presence of depensatio in the growth rate. That observation is made in [20] in connection with a model fo the population dynamics of the spruce budworm. As far as we know, it has not bee observed previously that the same sort of effect can be induced by density depender diffusion, which can sometimes produce multiple steady states even with a simpl logistic growth term. In the absence of drift, we show that such an effect can onl occur if the diffusion rate decreases relative to the population density at some densities We have not been able to determine the effects of drift terms on this phenomenon. I
the case of a density independent diffusion rate, we show that a positive steady state is unique and stable if it exists, and similarly for models with no drift and a diffusion rate which increases with population density.
4. Properties of the principal eigenvalue. We have seen that under fairly general hypotheses, the condition $\lambda_{1}(d(x, 0), \mathbf{b}(x), m(x))<1$ is sufficient for the existence of a positive steady state for our model, and under somewhat stronger hypotheses the condition is also necessary and the positive steady state is unique and hence stable. Thus, it is natural to ask how $\lambda_{1}(d(x, 0), \mathbf{b}(x), m(x))$ depends on $d, \mathbf{b}$, and $m$. Some results for the case $d(x, 0) \equiv 1, m(x) \equiv 1$ are given in [21], and for the case $d(x, 0) \equiv 1$ and $\mathbf{b} \equiv 0$ in [6].

Our first result is an extension of Theorem 3.1 of [6].
Theorem 4.1. Suppose that $d(x)=d(x, 0) \in C^{1+\alpha}(\bar{\Omega}), \mathbf{b}(x)=\left(b_{1}, \cdots, b_{n}\right)$ with $b_{i}(x) \in C^{\alpha}(\bar{\Omega})$ for $i=1, \cdots, n$, and $m_{j}(x) \in L^{\infty}(\Omega)$ for $j=1,2, \cdots$. Suppose that $d$ and b are such that for any $\phi \in W_{0}^{1,2}(\Omega)$ we have

$$
\begin{equation*}
\int_{\Omega} d|\nabla \phi|^{2}+(\mathbf{b} \cdot \nabla \phi) \phi \geqq d_{0} \int_{\Omega}|\nabla \phi|^{2} \tag{4.1}
\end{equation*}
$$

for some $d_{0}>0$, and for each $j$,

$$
\begin{equation*}
\left\|m_{j}\right\|_{\infty} \leqq m_{0} \quad \text { and } \quad m_{j}>0 \quad \text { on a set of positive measure. } \tag{4.2}
\end{equation*}
$$

To have $\lim _{j \rightarrow \infty} \lambda_{1}\left(d, \mathbf{b}, m_{j}\right)=\infty$, it is necessary and sufficient that

$$
\begin{equation*}
\underset{j \rightarrow \infty}{\limsup } \int_{\Omega} m_{j} \beta \leqq 0 \tag{4.3}
\end{equation*}
$$

for all $\beta \in L^{1}(\Omega)$ with $\beta \geqq 0$ almost everywhere.
Proof. Suppose that (4.1), (4.2), and (4.3) hold but $\lambda_{1}\left(d, \mathbf{b}, m_{j}\right) \nrightarrow \infty$ as $j \rightarrow \infty$. We may then choose a subsequence $\left\{\lambda_{1}\left(d, \mathbf{b}, m_{k}\right)\right\}$ which is bounded. Let $\phi_{k}$ be the positive eigenfunction corresponding to $\lambda_{1}\left(d, \mathbf{b}, m_{k}\right)$ and normalized so that $\int_{\Omega}\left|\nabla \phi_{k}\right|^{2}=1$. Then the sequence $\left\{\phi_{k}\right\}$ is uniformly bounded in $W_{0}^{1,2}(\Omega)$, and since $W_{0}^{1,2}(\Omega)$ embeds compactly in $L^{2}(\Omega)$, we may choose a subsequence $\left\{\phi_{l}\right\}$ which converges in $L^{2}(\Omega)$ to some function $\phi$. We have

$$
\begin{align*}
d_{0} & =d_{0} \int_{\Omega}\left|\nabla \phi_{l}\right|^{2} \leqq \int_{\Omega} d(x)\left|\nabla \phi_{l}\right|^{2}+\phi_{l} \mathbf{b}(x) \cdot \nabla \phi_{l} \\
& =\lambda_{1}\left(d, \mathbf{b}, m_{l}\right) \int_{\Omega} m_{l} \phi_{l}^{2}  \tag{4.4}\\
& =\lambda_{1}\left(d, \mathbf{b}, m_{l}\right)\left(\int_{\Omega} m_{l}\left(\phi_{l}^{2}-\phi^{2}\right)+\int_{\Omega} m_{l} \phi^{2}\right) .
\end{align*}
$$

Letting $l \rightarrow \infty$, the first integral in the last formula goes to zero since $\left\|m_{l}\right\|_{\infty} \leqq m_{0}$ and $\phi_{l} \rightarrow \phi$ in $L^{2}(\Omega)$; the second goes to zero by (4.3). Since $\left\{\lambda_{1}\left(d, \mathbf{b}, m_{l}\right)\right\}$ is bounded, this implies $d_{0} \leqq 0$, which is a contradiction, so we must have $\lambda_{1}\left(d, \mathbf{b}, m_{j}\right) \rightarrow \infty$.

To show that our hypotheses are necessary as well as sufficient, we use a device due to Holland [17] in a form similar to that used by Hess [13] in the context of periodic-parabolic problems. (In fact, this device provides a method for estimating the size of $\lambda_{1}(d, \mathbf{b}, m)$ from above for fixed $d$, $\mathbf{b}$, and $m$, but we shall not pursue this.) Consider the problem

$$
\begin{equation*}
-\nabla d(x) \nabla \psi+\mathbf{b} \cdot \nabla \psi-\lambda m \psi=\mu \psi \quad \text { in } \Omega, \quad \psi=0 \quad \text { on } \partial \Omega, \tag{4.5}
\end{equation*}
$$

where $m \in L^{\infty}(\Omega)$ and $m>0$ on a set of positive measure. The first eigenvalue $\mu_{1}(\lambda)$ admits an eigenfunction with $\psi>0$ on $\Omega$. Let $\theta=-\ln \psi$; then $\theta$ is defined on $\Omega$ and satisfies

$$
\begin{equation*}
d \Delta \theta-d|\nabla \theta|^{2}-(\mathbf{b}-\nabla d) \cdot \nabla \theta-\lambda m=\mu_{1}(\lambda) . \tag{4.6}
\end{equation*}
$$

Suppose that $\phi \in C_{0}^{\infty}(\Omega)$ satisfies $\int_{\Omega} m \phi^{2}>0$ and $\int_{\Omega} \phi^{2}=1$. (We will return to the question of deciding if such functions exist later.) Multiplying (4.6) by $\phi^{2}$ and using the divergence theorem, we have

$$
\begin{equation*}
\int_{\Omega} \nabla \cdot d \phi^{2} \nabla \theta-\int_{\Omega}\left[d \phi^{2}|\nabla \theta|^{2}+2 d \phi \nabla \phi \cdot \nabla \theta+\phi^{2} \mathbf{b} \cdot \nabla \theta\right]-\lambda \int_{\Omega} m \phi^{2}=\mu_{1}(\lambda) . \tag{4.7}
\end{equation*}
$$

Another application of the divergence theorem shows that the first term in (4.7) is zero. Adding the quantity

$$
\int_{\Omega} d|\phi \nabla \theta+[\phi \mathbf{b}+2 d \nabla \phi] / 2 d|^{2} \geqq 0
$$

to the left side of (4.7) and rearranging terms, we have

$$
\begin{equation*}
\int_{\Omega}\left[|\phi \mathbf{b}+2 d \nabla \phi|^{2} / 4 d\right]-\lambda \int m \phi^{2} \geqq \mu_{1}(\lambda) . \tag{4.8}
\end{equation*}
$$

If we let

$$
\lambda=\Lambda(\phi, m) \equiv \int_{\Omega}\left[|\phi \mathbf{b}+2 d \nabla \phi|^{2} / 4 d\right] / \int_{\Omega} m \phi^{2}
$$

then (4.8) implies $\mu_{1}(\lambda) \leqq 0$; but since $\psi>0$, it then follows from (4.5) and the positivity lemma of [15] that $\lambda_{1}(d, \mathbf{b}, m) \leqq \Lambda(\phi, m)$. Now suppose that $\lim \sup _{j \rightarrow \infty} \int_{\Omega} m_{j} \beta=\varepsilon_{0}>0$ for some $\beta \in L^{1}(\Omega)$ with $\beta \geqq 0$ almost everywhere. Then we can take a subsequence $\left\{m_{k}\right\}$ so that $\int_{\Omega} m_{k} \beta \geqq \varepsilon_{0} / 2$, and we can approximate $\sqrt{\beta}$ as closely as we wish in $L^{2}(\Omega)$ with a function $\phi \in C_{0}^{\infty}(\Omega)$. If we choose $\phi$ so that $\int_{\Omega}\left|\beta-\phi^{2}\right| \leqq \varepsilon_{0} / 4 m_{0}$, we obtain $\int m_{k} \phi^{2} \geqq \varepsilon_{0} / 4>0$. It follows that for such $\phi$ the denominator of $\Lambda\left(\phi, m_{k}\right)$ is uniformly bounded away from zero, and since the numerator is independent of $m$, we have $\lambda_{1}\left(d, \mathbf{b}, m_{k}\right) \leqq \Lambda_{0}<\infty$ for some $\Lambda_{0}$ and all $m_{k}$ in the subsequence. Hence we cannot have $\lim _{j \rightarrow \infty} \lambda_{1}\left(d, \mathbf{b}, m_{j}\right)=\infty$ if (4.3) does not hold.

Remarks. If we consider a set of weights $\left\{m_{j}\right\}$ with $\int m_{j} \geqq m_{1}>0$ for all $j$, then (4.3) fails for $\beta \equiv 1$, so the corresponding set of principal eigenvalues $\lambda_{1}\left(d, \mathbf{b}, m_{j}\right)$ must be bounded, since otherwise we could find a sequence $m_{l}$ with $\lambda_{1}\left(d, \mathbf{b}, m_{l}\right) \rightarrow \infty$ as $l \rightarrow \infty$. There are various conditions on $d$ and $\mathbf{b}$ under which (4.1) must hold. For example, if we assume $d \geqq d_{1}>0$ and $|\mathbf{b}| \leqq b_{0}$, then we have for any $\varepsilon>0$

$$
\left|\int_{\Omega}(\mathbf{b} \cdot \nabla \phi) \phi\right| \leqq \int_{\Omega}\left(\varepsilon(\mathbf{b} \cdot \nabla \phi)^{2} / 2\right)+\left(\phi^{2} / 2 \varepsilon\right) \leqq\left[\left(\varepsilon b_{0}^{2} / 2\right)+\left(1 / 2 \varepsilon \lambda_{0}\right)\right] \int_{\Omega}|\nabla \phi|^{2}
$$

where $\lambda_{0} \equiv \lambda_{1}(1,0,1)$. If we minimize with respect to $\varepsilon$, we obtain $\left|\int_{\Omega}(\mathbf{b} \cdot \nabla \phi) \phi\right| \leqq$ $b_{0} / \sqrt{\lambda_{0}}$, so that (4.1) is satisfied if $d_{1}>b_{0} / \sqrt{\lambda_{0}}$. If we assume $\mathbf{b} \in\left[C^{1}(\bar{\Omega})\right]^{n}$, we have

$$
\int_{\Omega}(\mathbf{b} \cdot \nabla \phi) \phi=\frac{1}{2} \int_{\Omega} \mathbf{b} \cdot \nabla\left(\phi^{2}\right)=-\frac{1}{2} \int_{\Omega}(\nabla \cdot \mathbf{b}) \phi^{2} .
$$

If $\nabla \cdot \mathbf{b} \leqq b_{1}$ and $d \geqq d_{1}>0$, then (4.1) must hold provided $d_{1}>b_{1} / 2 \lambda_{0}$.

Next we consider the problem of how $\mathbf{b}$ affects $\lambda_{1}(d, \mathbf{b}, m)$. For the case where $d \equiv 1, m \equiv 1$, and $\mathbf{b}=-\nabla B, B \in C^{2}(\bar{\Omega})$, Murray and Sperb [22] showed that if $\gamma_{1}, \gamma_{2}$ are such that $\gamma_{1} \leqq \frac{1}{2} \Delta B+\frac{1}{4}|\nabla B|^{2} \leqq \gamma_{2}$, then

$$
\begin{equation*}
\lambda_{1}(1,0,1)+\gamma_{1} \leqq \lambda_{1}(1, \mathbf{b}, 1) \leqq \lambda_{1}(1,0,1)+\gamma_{2} . \tag{4.9}
\end{equation*}
$$

They also showed that if $\Omega \subseteq \mathbb{R}^{2}$ is convex, the matrix $\left(\left(\partial b_{i} / \partial x_{j}\right)\right)$ is positive semidefinite in $\Omega, \omega=\max _{\partial \Omega}|\mathbf{b}|, \alpha(\lambda, \omega)=\omega\left(\left(\lambda+\omega^{2}\right)^{1 / 2}+\omega\right)$, and $\rho$ is the radius of the largest disc contained in $\Omega$, then $\lambda_{1}(\mathbf{1}, \mathbf{b}, 1)$ is greater than or equal to the first positive root $\lambda$ of $\alpha(\lambda, \omega) /(\lambda+\alpha(\lambda, \omega))=\cos (\rho \sqrt{\lambda})$.

Inequality (4.9) is obtained via a change of variables. If we have $\mathbf{b}(x) / d(x)=-\nabla B$ for some $B$, we can make the corresponding change of variables; letting $\psi=e^{B / 2} \phi$ converts the problem $-\nabla \cdot d \nabla \phi+\mathbf{b} \cdot \nabla \phi=\lambda m \phi$ to

$$
\begin{equation*}
-\nabla \cdot d \nabla \psi+\left[(\nabla \cdot d \nabla B / 2)+\left(d|\nabla B|^{2} / 4\right)\right] \psi=\lambda m \psi \tag{4.10}
\end{equation*}
$$

while preserving the homogeneous Dirichlet boundary condition. If $\lambda=\lambda_{1}(d, \mathbf{b}, m)$ then since $\psi=e^{B / 2} \phi>0, \lambda$ is also the first eigenvalue for (4.10), which has the variational characterization (see [21])

$$
\begin{equation*}
\lambda=\inf _{\substack{\psi \in W_{0}^{11^{2}}(\Omega) \\ \\ m \psi^{2}>0}} \frac{\int_{\Omega}\left[d|\nabla \psi|^{2}+\gamma \psi^{2}\right]}{\int_{\Omega} m \psi^{2}}, \tag{4.11}
\end{equation*}
$$

where $\gamma=\left[(\nabla \cdot d \nabla B / 2)+\left(d|\nabla B|^{2} / 4\right)\right]$. In the special case $d \equiv 1, m \equiv 1$, (4.11) implies the bound (4.9). In general, if $\mathbf{b}$ satisfies $\mathbf{b}=-d \nabla B$, with $B$ such that $\gamma \geqq 0$, then we may conclude $\lambda_{1}(d, \mathbf{b}, m) \geqq \lambda_{1}(d, 0, m)$, and if $\gamma \leqq 0, \lambda_{1}(d, \mathbf{b}, m) \leqq \lambda_{1}(d, 0, m)$. Since $m$ is indefinite, it is not clear how to obtain bounds analogous to (4.9).

In the case where $\mathbf{b}$ is not a gradient, we can still obtain some information if $\mathbf{b} \in\left[C^{1}(\Omega)\right]^{n}$. If we multiply the equation $-\nabla \cdot d \nabla \phi+\mathbf{b} \cdot \nabla \phi=\lambda_{1} m \phi$ by $\phi$, integrate by parts, and use the boundary condition, we obtain

$$
\begin{equation*}
\int_{\Omega}\left[d|\nabla \phi|^{2}-(\nabla \cdot \mathbf{b} / 2) \phi^{2}\right]=\lambda_{1} \int_{\Omega} m \phi^{2} . \tag{4.12}
\end{equation*}
$$

If condition (4.1) is satisfied (which will clearly be the case if $\nabla \cdot \mathbf{b} \leqq 0$ ) then we have $\int_{\Omega} m \phi^{2}>0$, so that we may again use the variational formulation of [21] to see that if $\nabla \cdot \mathbf{b} \leqq 0$, then

$$
\begin{aligned}
\lambda_{1}(d, \mathbf{b}, m) & \geqq \inf _{\substack{\psi \in W_{0}^{1,2}(\Omega) \\
\int_{\Omega} m \psi^{2}>0}} \frac{\int_{\Omega}\left[d|\nabla \psi|^{2}-(\nabla \cdot \mathbf{b} / 2) \psi^{2}\right]}{\int_{\Omega} m \psi^{2}} \\
& \geqq \inf _{\substack{\psi \in W_{0}^{1,2}(\Omega) \\
\int_{\Omega} m \psi^{2}>0}} \frac{\int_{\Omega} d|\nabla \psi|^{2}}{\int_{\Omega} m \psi^{2}}=\lambda_{1}(d, 0, m) .
\end{aligned}
$$

We have thus proved the following result.
Theorem 4.2. Suppose that either $\mathbf{b} \in\left[C^{1}(\bar{\Omega})\right]^{n}$ and $\nabla \cdot \mathbf{b} \leqq 0$, or that $\mathbf{b}=-d \nabla B$ for some $B \in C^{2}(\bar{\Omega})$ such that $\gamma \equiv\left[(\nabla \cdot d \nabla B / 2)+\left(d|\nabla B|^{2} / 4\right)\right] \geqq 0$. Then $\lambda_{1}(d, \mathbf{b}, m) \geqq$ $\lambda_{1}(d, 0, m)$.

Theorem 4.2 generalizes a result of [22] which implies that adding a constant drift term to the Laplacian always raises the principal eigenvalue. It can be shown via a perturbation argument that if $\mathbf{b} \in\left[C^{1}(\bar{\Omega})\right]^{n}$ with $\nabla \cdot \mathbf{b}>0$, then for $\varepsilon>0$ sufficiently small, $\lambda_{1}(1, \varepsilon \mathbf{b}, m) \leqq \lambda_{1}(1,0, m)$. The general question of deciding how $\lambda_{1}\left(d_{1}, \mathbf{b}_{1}, m_{1}\right)$ and $\lambda_{1}\left(d_{2}, \mathbf{b}_{2}, m_{2}\right)$ are related is to our knowledge an open problem.

Theorem 4.3. Suppose that $d \geqq d_{1}>0$ and that $\mathbf{b} \in\left[C^{1}(\bar{\Omega})\right]^{n}$ with $\nabla \cdot \mathbf{b} \leqq 0$. Let $M(x)$ be any solution to

$$
\begin{equation*}
\nabla \cdot d \nabla M+\mathbf{b} \cdot \nabla M+(\nabla \cdot \mathbf{b}) M=m \tag{4.13}
\end{equation*}
$$

Suppose $M_{1} \geqq \sup _{\Omega} M$ and $M_{2} \geqq$ ess $\sup _{\Omega}(-M m)$. If $M_{2} \leqq 0$, then $\lambda_{1}(d, \mathbf{b}, m) \geqq 1 / 2 M_{1}$. If $M_{2}>0$, then

$$
\lambda_{1}(d, \mathbf{b}, m) \geqq \frac{-2 M_{1}+\left[4 M_{1}^{2}+\left(8 M_{2} / d_{1} \lambda_{1}(1,0,1)\right)\right]^{1 / 2}}{\left(4 M_{2} / d_{1} \lambda_{1}(1,0,1)\right)}
$$

Remarks. Observe that no boundary condition is imposed on $M$ in (4.13). Since $\nabla \cdot \mathbf{b} \leqq 0$, there will exist a solution for any reasonable boundary data.

Proof. Suppose $\phi$ satisfies

$$
\begin{array}{ll}
-\nabla \cdot d \nabla \phi+\mathbf{b} \cdot \nabla \phi=\lambda_{1}(d, \mathbf{b}, m) m \phi & \text { in } \Omega,  \tag{4.14}\\
\phi=0 & \text { on } \partial \Omega .
\end{array}
$$

Then we have via integration by parts

$$
0=\int_{\Omega} M\left(\nabla \cdot d \nabla \phi^{2}\right)-\phi^{2}(\nabla \cdot d \nabla M) .
$$

Since

$$
\begin{aligned}
\nabla \cdot d \nabla \phi^{2} & =2 \phi \nabla \cdot d \nabla \phi+2 d|\nabla \phi|^{2} \\
& =2 \phi \mathbf{b} \cdot \nabla \phi-2 \lambda_{1} m \phi^{2}+2 d|\nabla \phi|^{2}
\end{aligned}
$$

and

$$
\int_{\Omega} 2 M \phi(\mathbf{b} \cdot \nabla \phi)=\int_{\Omega} M \mathbf{b} \cdot \nabla \phi^{2}=-\int_{\Omega} \phi^{2}[\nabla M \cdot \mathbf{b}+M \nabla \cdot \mathbf{b}],
$$

it follows that

$$
\begin{equation*}
0=2 \int_{\Omega} M d|\nabla \phi|^{2}-\int_{\Omega} \phi^{2}[\nabla \cdot d \nabla M+\mathbf{b} \cdot \nabla M+(\nabla \cdot \mathbf{b}) M]-2 \lambda_{1} \int_{\Omega} M m \phi^{2} \tag{4.15}
\end{equation*}
$$

From (4.14) it follows that

$$
\begin{aligned}
\lambda_{1} \int_{\Omega} m \phi^{2} & =\int_{\Omega}\left[d|\nabla \phi|^{2}+(\mathbf{b} \cdot \nabla \phi) \phi\right] \\
& =\int_{\Omega}\left[d|\nabla \phi|^{2}-(\nabla \cdot \mathbf{b} / 2) \phi^{2}\right]>0,
\end{aligned}
$$

and we may assume that $\phi$ is normalized so that $\lambda_{1} \int_{\Omega} m \phi^{2}=1$. By (4.13) we may replace the middle term in (4.15) by $-\int_{\Omega} m \phi^{2}$; if we then rearrange terms and multiply by $\lambda_{1}$, we obtain

$$
\begin{equation*}
1=\lambda_{1} \int_{\Omega} m \phi^{2}=-2 \lambda_{1}^{2} \int_{\Omega} M m \phi^{2}+2 \lambda_{1} \int_{\Omega} M d|\nabla \phi|^{2} . \tag{4.16}
\end{equation*}
$$

Since

$$
\nabla \cdot \mathbf{b} \leqq 0, \quad 0<\int_{\Omega} d|\nabla \phi|^{2} \leqq \lambda_{1} \int_{\Omega} m \phi^{2}=1 ;
$$

also,

$$
\int_{\Omega} \phi^{2} \leqq \frac{1}{\lambda_{1}(1,0,1) d_{1}} \int_{\Omega} d|\nabla \phi|^{2} .
$$

If we estimate the two integrals on the right of (4.16), we obtain

$$
\int_{\Omega} d|\nabla \phi|^{2} \leqq 1 \leqq 2 M_{2} \lambda_{1}^{2} \int_{\Omega} \phi^{2}+2 M_{1} \lambda_{1} \int_{\Omega} d|\nabla \phi|^{2}
$$

If $M_{2} \leqq 0$, we have $1 \leqq 2 M_{1} \lambda_{1}$. If $M_{2}>0$, then we have

$$
1 \leqq\left(2 M_{2} / \lambda_{1}(1,0,1) d_{1}\right) \lambda_{1}^{2}+2 M_{1} \lambda_{1} .
$$

The bounds on $\lambda_{1}$ follow immediately.
Example. Let $\Omega=(0, \pi), d \equiv 1, \mathbf{b} \equiv b_{0}$, and $M=\sin n x$. Then (4.13) becomes $M^{\prime \prime}+b M^{\prime}=\sin n x$, which has a solution

$$
M=-\left[b_{0} / n\left(n^{2}+b_{0}^{2}\right)\right] \cos n x-\left[1 /\left(n^{2}+b_{0}^{2}\right)\right] \sin n x .
$$

We may use $M_{1}=1 / n\left(n^{2}+b_{0}^{2}\right)^{1 / 2}$ and $M_{2}=\left(n+b_{0}\right) / n\left(n^{2}+b_{0}^{2}\right)$. Theorem 4.3 then yields

$$
\begin{equation*}
\lambda_{1}\left(1, b_{0}, \sin n x\right) \geqq \frac{1}{2}\left[\frac{-\left(n^{2}+b_{0}^{2}\right)^{1 / 2}}{n+b_{0}}+\left(\frac{n^{2}+b_{0}^{2}}{\left(n+b_{0}\right)^{2}}+\frac{2 n\left(n^{2}+b_{0}^{2}\right)}{n+b_{0}}\right)^{1 / 2}\right], \tag{4.17}
\end{equation*}
$$

which implies that $\lambda_{1}\left(1, b_{0}, \sin n x\right) \rightarrow \infty$ with order $n$ as $n \rightarrow \infty$ and with order $\sqrt{b_{0}}$ as $b_{0} \rightarrow \infty$.
4.1. Biological interpretation. While the results of this section are technical in appearance in the sense that they represent extensions of existing results, they are potentially the most relevant for studying the effects of environmental factors on population dynamics. In previous sections we established that the size of the eigenvalue $\lambda_{1}(d, \mathbf{b}, m)$ gives a criterion for persistence, namely, $\lambda_{1}(d, \mathbf{b}, m)<1$, so that $\lambda_{1}(d, \mathbf{b}, m)$ serves as a reasonable measure of the overall suitability of an environment. In the next section we shall strengthen the case for using $\lambda_{1}$ as such a measure by deriving a population estimate in terms of $\lambda_{1}$. The results of this section give some information on how $\lambda_{1}(d, \mathbf{b}, m)$ is affected by the aspects of the environment described by the diffusion rate, drift, and local growth rate. Thus, they provide a means of using our models to infer the likely effects of certain environmental changes. The first two major results are qualitative, in that they describe the general behavior of $\lambda_{1}$ when the environment is perturbed in certain ways. The third is quantitative and allows a comparison of the relative impact of different effects, at least in simple cases. Our biological conclusions are somewhat tentative because of the enormous complexity of the problems they address, but they provide a starting point and direction for further work. We undertake a much more detailed analysis of some specific situations in [7].

Theorem 4.1 is a generalization of a result in [6]. Its main significance, we believe, is that it allows us to gain some insight into the effects of habitat fragmentation via reaction-diffusion models. The problem of understanding habitat fragmentation on populations is one of the most important topics in conservation biology. The theory
of island biogeography has been used to a considerable extent in the theoretical work on this problem, and it generally suggests that a few large regions of favorable habitat can be expected to sustain more species than a great many very small regions of the same total area. Theorem 4.1 allows us to consider the question at the species level rather than the community level, but leads to conclusions which are similar in spirit. Specifically, if we consider an environment in which the average habitat quality (as measured by the integral of the growth rate $m(x)$ ) is zero and vary the spatial distribution of favorable habitat so that it becomes more and more fragmented and more closely interspersed with unfavorable regions, then $\lambda_{1}$ will eventually tend to infinity so that our model predicts extinction.

As a simple example, if we consider a one-dimensional environment with fixed diffusion and drift coefficients and take $m_{j}(x)=\sin (j x)$, then $\lambda_{1}(d, b, \sin (j x)) \rightarrow \infty$ as $j \rightarrow \infty$. Whenever $j$ is large enough that $\lambda_{1}(d, b, \sin (j x))>1$, the population cannot be expected to persist. It is important to keep in mind the asymptotic nature of this result; some of our work in [7] indicates that under certain conditions a few medium-sized favorable regions may provide a more suitable overall environment than a single large one. In some cases, we can obtain more precise quantitative information from Theorem 4.3. We have given an example immediately prior to this discussion. For more details on the connections between our work, island biogeography theory, and conservation biology, along with some references, see [6].

Theorem 4.2 gives some information on the effects of drift on the population. It is well known that (in the presence of a hostile exterior) increasing the diffusion rate tends to cause a more rapid loss of population across the boundary of the environment. Under certain conditions the effects of drift can produce the same results, and the theorem described some of those conditions. The case of constant growth and diffusion rates was treated by Murray and Sperb [22], and our results can be viewed as an extension of theirs to the case of variable diffusion. In realistic models we should expect $\nabla \cdot \mathbf{b}$ to change sign unless $\mathbf{b}$ is constant, since otherwise the drift term itself acts as a source or a sink. The condition $\mathbf{b}=-d \nabla B$ with $B$ satisfying $(\nabla \cdot d \nabla B / 2)+$ $\left(d|\nabla B|^{2} / 4\right) \geqq 0$ says roughly that the drift acts to augment the effects of diffusion. This condition can be checked via standard techniques from vector calculus. It was shown in [22] that for constant diffusion and growth rates, constant drift always makes the environment less suitable for the population under the assumption of a hostile exterior. Our results show that the same conclusion holds in the case of variable growth and diffusion rates. In both situations, the effect is due essentially to the drift pushing the population toward the hostile exterior region in one direction, while contributing no inward flux from the other since there will be no population in the hostile exterior region.

The qualitative results of Theorems 4.1 and 4.2 are augmented by the quantitative bounds on $\lambda_{1}$ given by Theorem 4.3. The example following the proof of that theorem shows how it can be used to draw conclusions about the persistence of a population from data on the diffusion, drift, and growth coefficients in a specific case. If the lower bound given in (4.17) is larger than 1, our model predicts extinction for the population. Other situations could be treated in a similar way. Of course, more complicated situations will require more effort in the analysis, but the estimate is based on the well-developed theory of linear differential equations. The specific bound (4.17) is already of some interest biologically since it gives an indication of the relative significance of drift and environmental heterogeneity. If we consider a one-dimensional environment, the estimate increases with the same order as the number of fragments of equal size into which the regions of favorable and unfavorable habitat are divided. It increases with the order of the square root of the coefficient describing the drift.
5. Population estimates. In the situations covered by Corollary 3.2 (density dependent diffusion in divergence form) and Corollary 3.3 (density independent diffusion not necessarily in divergence form), we are able to estimate the total size $\int_{\Omega} u d x$ of the positive steady states to (2.1) in a manner analogous to that in Theorem 4.1 of [6]. Since the results for these two cases are different from each other, we include them in this paper for the sake of completeness. We begin with the case of density independent diffusion.

Theorem 5.1. Suppose that $u$ is the positive solution to

$$
\begin{array}{ll}
-\nabla \cdot(d(x) \nabla u)+\mathbf{b}(x) \cdot \nabla u=\lambda\left[m(x) u-u^{2}\right] & \text { in } \Omega \\
u=0 & \text { on } \partial \Omega \tag{5.1}
\end{array}
$$

where $\lambda>\lambda_{1}(d, \mathbf{b}, m)$. Suppose that the differential operator satisfies the coercivity condition (4.1) and that $\tilde{\lambda}>0$ is the principal eigenvalue for

$$
\begin{array}{ll}
-d_{0} \Delta z=\mu m z & \text { in } \Omega \\
z=0 & \text { on } \partial \Omega
\end{array}
$$

Then $\tilde{\lambda} \leqq \lambda_{1}(d, \mathbf{b}, m)$ and

$$
\|u\|_{1} \leqq\left(1-\frac{\tilde{\lambda}}{\lambda}\right)\left\|m_{+}\right\|_{3}|\Omega|^{2 / 3} .
$$

Proof. Suppose that $w>0$ on $\Omega$ and satisfies

$$
\begin{array}{ll}
-\nabla \cdot(d(x) \nabla w)+\mathbf{b}(x) \cdot \nabla w=\lambda_{1}(d, \mathbf{b}, m) m(x) w & \text { in } \Omega, \\
w=0 & \text { on } \partial \Omega .
\end{array}
$$

Then

$$
\lambda_{1}(d, \mathbf{b}, m) \int_{\Omega} m(x) w^{2}=\int_{\Omega} w(-\nabla \cdot(d(x) \nabla w)+\mathbf{b}(x) \cdot \nabla w) \geqq d_{0} \int_{\Omega}|\nabla w|^{2} .
$$

Consequently, $\int_{\Omega} m(x) w^{2}>0$ and $d_{0} \int_{\Omega}|\nabla w|^{2} \geqq \tilde{\lambda} \int_{\Omega} m(x) w^{2}$ by the variational characterization of $\tilde{\lambda}$ [21]. Hence $\tilde{\lambda} \leqq \lambda_{1}(d, \mathbf{b}, m)$. Multiplying (5.1) by $u$ and integrating gives

$$
\begin{aligned}
\int_{\Omega} u^{3} & =\int_{\Omega} m(x) u^{2}-\int_{\Omega} u\left[\frac{-\nabla \cdot(d(x) \nabla u)+\mathbf{b}(x) \cdot \nabla u}{\lambda}\right] \\
& \leqq \int_{\Omega} m(x) u^{2}-\frac{d_{0}}{\lambda} \int_{\Omega}|\nabla u|^{2} \\
& \leqq\left(1-\frac{\tilde{\lambda}}{\lambda}\right) \int_{\Omega} m(x) u^{2},
\end{aligned}
$$

since $\int_{\Omega} m(x) u^{2}>0$ by (4.1). Since $\int_{\Omega} m u^{2} \leqq \int_{\Omega} m_{+} u^{2} \leqq\left\|m_{+}\right\|_{3}\|u\|_{3}^{2}$ and $\|u\|_{1} \leqq$ $\|u\|_{3}|\Omega|^{2 / 3}$, the result follows.

Two comments are in order at this point. The first is that the reader will recall that $\S 4$ contains a discussion of conditions under which the coercivity condition (4.1) obtains. The second is that Theorem 5.1 does not provide an estimate of the rate at which $\|u\|_{1}$ approaches zero as $\lambda \rightarrow \lambda_{1}(d, \mathbf{b}, m)$ which we know must be the case by the results of $\S \S 2$ and 3 . This limitation is due to the presence of the drift term. However, Theorem 5.1 does provide the useful global estimate $\|u\|_{1} \leqq\|m+\|_{3}|\Omega|^{2 / 3}$. In the density dependent case in divergence form, we can obtain the same global estimate
as well as estimate the rate at which $\|u\|_{1}$ tends to zero as $\lambda \rightarrow \lambda_{1}(d(x, 0), 0, m)$ as the next result shows.

Theorem 5.2. Suppose that $u$ is the positive solution to

$$
\begin{array}{ll}
-\nabla \cdot(d(x, u) \nabla u)=\lambda\left[m(x) u-u^{2}\right] & \text { in } \Omega, \\
u=0 & \text { on } \partial \Omega,
\end{array}
$$

where $\lambda>\lambda_{1}(d(x, 0), 0, m)$ and we assume that $\partial d / \partial u \geqq 0$. Then

$$
\|u\|_{1} \leqq\left(1-\frac{\lambda_{1}(d(x, 0), 0, m)}{\lambda}\right)\left\|m_{+}\right\|_{3}|\Omega|^{2 / 3} .
$$

Proof.

$$
0<\int_{\Omega} \frac{d(x, u)|\nabla u|^{2}}{\lambda}+\int_{\Omega} u^{3}=\int_{\Omega} m u^{2} .
$$

So $\int_{\Omega} m u^{2}>0$, and hence

$$
\begin{aligned}
\int_{\Omega} u^{3} & =\int_{\Omega} m u^{2}-\int_{\Omega} \frac{d(x, u)}{\lambda}|\nabla u|^{2} \\
& \leqq \int_{\Omega} m u^{2}-\int_{\Omega} \frac{d(x, 0)}{\lambda}|\nabla u|^{2} \\
& \leqq\left(1-\frac{\lambda_{1}(d(x, 0), 0, m)}{\lambda}\right) \int_{\Omega} m u^{2}
\end{aligned}
$$

by the positivity of $\int_{\Omega} m u^{2}$ and the variational characterization of $\lambda_{1}(d(x, 0), 0, m)$. The remainder of the proof follows as in the proof of Theorem 5.1.

Finally, we note that in both these situations, we can obtain estimates on the rate of decay of solutions to (2.1) which are analogous to the result of Theorem 4.7 in [6]. The modifications needed to obtain these results from Theorem 4.7 of [6] are similar to those needed to obtain Theorems 5.1 and 5.2 above from Theorem 4.1 of [6]. Consequently, we omit them from this paper.
5.1. Biological interpretation. The immediate biological interpretation of the results of this section is clear. They yield bounds on the total population which our models predict a given environment can sustain. Theorem 5.1 is less sharp than Theorem 5.2, but for regions with simple geometry $\tilde{\lambda}$ may be easier to compute than $\lambda_{1}$. A deeper interpretation of Theorem 5.2 is that $\lambda_{1}(d, \mathbf{b}, m)$ is, in fact, an appropriate measure of environmental suitability, for in the original form of our models with $\lambda=1$, Theorem 5.2 gives a bound on the population in which $1-\lambda_{1}(d, \mathbf{b}, m)$ appears as a factor. Thus, if we vary $d, \mathbf{b}$, and $m$ so that $\lambda_{1}(d, \mathbf{b}, m)$ approaches 1 , the bound on the population goes to zero. (We have considered only the case where the carrying capacity is taken to be 1 , but that can always be achieved by a rescaling if the carrying capacity is a constant.)
6. Conclusions. Reaction-diffusion models have been widely used to model population dynamics (see [4]-[7], [9], [10], [19], [20], [24], [27], [28]). We consider a class of such models which incorporate environmental variation, drift, and density dependent diffusion. We establish that in many cases the eigenvalue $\lambda_{1}(d, \mathbf{b}, m)$ for an associated linear problem is a reasonable measure of environmental suitability by showing that the condition $\lambda_{1}(d, \mathbf{b}, m)<1$ implies persistence and obtaining upper bounds for the population in which $1-\lambda(d, \mathbf{b}, m)$ appears as a factor. The significance of this
observation is that $\lambda_{1}(d, \mathbf{b}, m)$ is a quantity which depends directly on the diffusion, drift, and growth rates for the population and which can be computed by using well-known (although sometimes fairly sophisticated) mathematical techniques. In some cases we can calculate $\lambda_{1}(d, \mathbf{b}, m)$ fairly easily, but what is perhaps more important is that we can make qualitative inferences about the effects of changing various aspects of the environment on its overall suitability for a population as measured by $\lambda_{1}$. Specifically, our models predict that a high degree of fragmentation of favorable habitat increases $\lambda_{1}$ and thus decreases environmental suitability, and that the presence of drift may either increase or decrease environmental suitability. (It turns out that under the assumption of a hostile exterior region that constant drift always decreases the overall environmental suitability, but a spatially varying drift term may actually increase it.) Similar conclusions have been drawn in other ways, but largely on the basis of either heuristic arguments or different modeling viewpoints. A conclusion that does not rely on properties of $\lambda_{1}$ is that the presence of density dependent diffusion can lead to multiple equilibria. A similar effect has been observed for models with constant diffusion but depensatory growth rate, but the observation that multiple equilibria can occur with a logistic growth term and density dependent diffusion is apparently new.
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#### Abstract

The global behavior of the general $s \rightarrow i \rightarrow s$ age-structured epidemic model in a population of constant size is obtained. It is shown that there is a sharp threshold which determines the existence and global stability of an endemic state; hence, periodic solutions are ruled out. The threshold is identified as the spectral radius of a positive linear operator. The analysis employs the theory of semigroups and positive operator methods, and is based on the formulation of the problem as an abstract differential equation in a Banach space.
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1. Introduction. Periodic oscillations in the incidence rates of infectives occur for a number of diseases, and there are several dynamic mechanisms that could be the cause of this oscillatory behavior. For example, there is a pronounced biennial oscillation in the occurence of measles that is reported in the data of several large cities $[7],[10],[13]$, and these have been variously attributed to the incubation delays [10], to the age-structured seasonal interaction rates that are due to school attendance [13], and to more complicated nonlinear transmission dynamics [7]. The simplest epidemiological interactions occur for diseases which do not impart immunity and which can be described by models that include only two epidemiological classes composed of the susceptible and infective parts of the population, that is, they are of the $s \rightarrow i \rightarrow s$ type. Since it has been suggested that the age dependence of the transmission rate of a disease may cause oscillations that do not occur in the corresponding situation without age structure, a basic problem in epidemic modeling is to rigorously establish either the possibility or the impossibility of the occurence of such oscillations.

The purpose of this and of a subsequent paper, where we will include vertical transmission, is to show that, for the general $s \rightarrow i \rightarrow s$ age-structured model, periodic oscillations do not occur. In fact, we give the complete global dynamic behavior for such a model when the total population is at its equilibrium distribution. To our knowledge, this is the first general age-structured epidemic model for which the global dynamic behavior is resolved. Global behavior results for this model have recently been obtained by Busenberg, Cooke, and Iannelli [2] when the force of infection term assumes certain particular age-dependent forms. These forms represent the cases where the disease transmission interactions are limited to members of the same age group (the intracohort case), and the other extreme possibility where the age of the infectives does not affect their contact rates with other individuals (the intercohort case.) In fact, for the intercohort case, periodic oscillations are ruled out in [2], only

[^86]with additional assumptions on the form of the age-dependent probability that a contact of a susceptible with an infective will lead to the transmission of the disease.

There is a recent surge of interest in analyzing the effects of age-structure on the dynamics of epidemics [1]-[6], [8], [11], [12] because of the recognition that the transmission dynamics of certain diseases could not be correctly described by the traditional epidemic models with no age dependence. Much of the work in this area has been limited to the derivation of threshold conditions for the existence of endemic steady states and, in some cases, to the the study of the local stability of these endemic states. Global stability analyses of such models have been obtained only in special cases [2], [4]. Even though the $s \rightarrow i \rightarrow s$ model exhibits one of the simplest types of disease transmision interactions, its complete analysis which we provide here settles a basic open question in the modeling of epidemics.

The model that we consider divides the affected population into two epidemiologically distinct classes, composed of the susceptible and the infective individuals. The age-specific densities of the susceptibles at time $t$ and age $a$ is denoted by $s(a, t)$, and that of the infectives by $i(a, t)$. Thus

$$
\int_{a_{1}}^{a_{2}} s(a, t) d a \quad \text { and } \quad \int_{a_{1}}^{a_{2}} i(a, t) d a
$$

are the respective numbers of susceptible and infective individuals at time $t$ whose ages fall between $a_{1}$ and $a_{2}$. Let $K\left(a, a^{\prime}\right)$ denote the rate at which an infective individual of age $a^{\prime}$ comes into a disease transmitting contact with a susceptible individual of age $a$ also let $K_{0}(a)$ be the infection rate for pure intracohort interaction. Then the rate at which susceptible individuals of age $a$ are moved over into the infective class is given by

$$
s(a, t) \lambda[a \mid u(\cdot, t)]=s(a, t)\left[K_{0}(a) i(a, t)+\int_{0}^{\infty} K\left(a, a^{\prime}\right) i\left(a^{\prime}, t\right) d a^{\prime}\right]
$$

The decomposition of the trasmission rate into the two parts $K_{0}$ and $K$ allows us to include a pure intracohort term without using kernels which are measures.

Denoting the age-specific mortality, birth rate, and cure rate by $\mu(a), \beta(a)$, and $\gamma(a)$, respectively, and using the notation $\lambda(a, t)$ for $\lambda[a \mid u(\cdot, t)]$, we obtain the following system of equations that describe the dynamics of this model:

$$
\begin{equation*}
\frac{\partial s(a, t)}{\partial t}+\frac{\partial s(a, t)}{\partial a}+\mu(a) s(a, t)=-s(a, t) \lambda(a, t)+\gamma(a) i(a, t) \tag{1.1}
\end{equation*}
$$

$$
\frac{\partial i(a, t)}{\partial t}+\frac{\partial i(a, t)}{\partial a}+\mu(a) i(a, t)=s(a, t) \lambda(a, t)-\gamma(a, t) i(a, t)
$$

with initial and boundary conditions

$$
\begin{align*}
& s(0, t)=\int_{0}^{\infty} \beta(a) s(a, t) d a, \quad i(0, t)=0  \tag{1.2}\\
& s(a, 0)=s_{0}(a), \quad i(a, 0)=i_{0}(a)
\end{align*}
$$

We note that in our assumption the disease does not affect the natural mortality and fertility rates.

We shall be dealing with these equations under the hypothesis that the total population, $p(a, t)=s(a, t)+i(a, t)$, has reached a steady-state distribution $p_{\infty}(a)$. From the classical theory of the linear McKendrick-Von Foerster equation which $p(a, t)$ satisfies, this occurs when the basic reproductive number $R$ of the total population is equal to 1 . That is,

$$
\begin{equation*}
R=\int_{0}^{\infty} \beta(a) \exp \left(-\int_{0}^{a} \mu\left(a^{\prime}\right) d a^{\prime}\right) d a=1 \tag{1.3}
\end{equation*}
$$

It is worth noting that, if the parameters $\beta, \mu, \gamma$, and $K$ in the model did not depend on age, the corresponding equations for the total populations $S(t)$ and $I(t)$, can be obtained by integrating (1.1) from $a=0$ to $\infty$, and using the conditions (1.2), and $s(\infty, t)=i(\infty, t)=0$. These last conditions simply mean that no individual in the population can survive to infinite age. The resulting equations are

$$
\begin{align*}
\frac{d S(t)}{d t} & =(\beta-\mu) S(t)+\gamma I(t)-K S(t) I(t)  \tag{1.4}\\
\frac{d I(t)}{d t} & =-(\mu+\gamma) I(t)+K S(t) I(t)
\end{align*}
$$

This is the standard $S \rightarrow I \rightarrow S$ epidemic model with vital dynamics. The condition (1.3) implies that $\beta=\mu$. Hence, we are in the case where the births and deaths are in balance, and consequently, the total population $S(t)+I(t)=P$ is constant. Writing $S(t)=P-I(t)$, and substituting in the second equation in (1.4), we obtain a first-order equation in the single variable $I(t)$ which can be explicitly integrated by elementary methods. The system (1.4) cannot exhibit time-periodic behavior, and the main result of this paper shows that the introduction of age dependence, with a general form $K\left(a, a^{\prime}\right)$ of the contact rate, does not produce a model which has periodic solutions, regardless of the choice of the age-dependent parameters entering in (1.1)-(1.2).

In the next section we transform the problem (1.1)-(1,2) to one that involves only a single dependent variable $u(a, t)=i(a, t) / p_{\infty}(a)$. We then proceed to show that the problem can be viewed as a dynamical system for which we prove the existence of an appropriate unique solution, under mild restrictions on the parameters appearing in the equations. In the other sections we exploit the monotonicity and convexity properties of our formulation of the problem to show that all solutions stabilize to steady states, regardless of their initial data. The conditions we impose on the contact rate $K\left(a, a^{\prime}\right)$ include all epidemiologically significant cases. Thus, for the general $s \rightarrow i \rightarrow s$ age structured model, the global behavior of solutions is settled, and oscillatory solutions do not occur. In the final section we discuss the epidemiological implications of our results and of the hypotheses that we need to place on the pertinent parameters in the model.
2. Setting the problem. Let us first state the assumptions on the demographic parameters $\beta(a)$ and $\mu(a)$, namely, we assume that there is a maximum age $a_{\dagger}$ for the population so that we can restrict ourselves to the age interval $\left[0, a_{\dagger}\right]$, and

$$
\begin{align*}
& \beta(a) \quad \text { is nonnegative and belongs to } L^{\infty}\left(0, a_{\dagger}\right)  \tag{2.1}\\
& \mu(a) \text { is nonnegative and measurable } \tag{2.2}
\end{align*}
$$

$$
\begin{equation*}
R=\int_{0}^{a_{\dagger}} \beta(a) \exp \left(-\int_{0}^{a} \mu\left(a^{\prime}\right) d a^{\prime}\right) d a=1 \tag{2.3}
\end{equation*}
$$

This last parameter $R$ is the basic reproductive number of the population and represents the mean number of newborns from an individual, during his whole lifespan. Thus, by (2.3) we are assuming that the demographic parameters are such that a steady asymptotic state exists:

$$
\begin{equation*}
p_{\infty}(a)=b_{0} \exp \left(-\int_{0}^{a} \mu(\sigma) d \sigma\right) \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{0}=\int_{0}^{a_{\dagger}} \beta(a) p_{\infty}(a) d a \tag{2.5}
\end{equation*}
$$

Now we assume that the total population $p(a, t)=s(a, t)+i(a, t)$ has reached the steady-state distribution (2.4). Thus we have

$$
\begin{equation*}
s(a, t)=p_{\infty}(a)-i(a, t) \tag{2.6}
\end{equation*}
$$

and the system can be reduced to a single equation for $i(a, t)$. In fact, fitting (2.6) into the second equation in (1.1), we have

$$
\begin{aligned}
& \frac{\partial i(a, t)}{\partial t}+\frac{\partial i(a, t)}{\partial a}+\mu(a) i(a, t)=\lambda[a \mid i(., t)]\left[p_{\infty}(a)-i(a, t)\right]-\gamma(a) i(a, t), \\
& \lambda[a \mid i(., t)]=K_{0}(a) i(a, t)+\int_{0}^{a_{\dagger}} K\left(a, a^{\prime}\right) i\left(a^{\prime}, t\right) d a^{\prime} \\
& i(0, t)=0, \quad i(a, 0)=i_{0}(a) .
\end{aligned}
$$

Furthermore, we perform the following change $u(a, t)=i(a, t) / p_{\infty}(a)$ so that

$$
\begin{align*}
& \frac{\partial u(a, t)}{\partial t}+\frac{\partial u(a, t)}{\partial a}=\lambda[a \mid u(\cdot, t)][1-u(a, t)]-\gamma(a) u(a, t) \\
& \lambda[a \mid u(\cdot, t)]=K_{0}(a) p_{\infty}(a) u(a, t)+\int_{0}^{a_{+}} K\left(a, a^{\prime}\right) p_{\infty}\left(a^{\prime}\right) u\left(a^{\prime}, t\right) d a^{\prime}  \tag{2.7}\\
& u(0, t)=0, \quad u(a, 0)=\frac{i_{0}(a)}{p_{\infty}(a)}=u_{0}(a)
\end{align*}
$$

and this is the problem that we are going to consider in the sequel.
Let us now state the assumptions on $\gamma(a)$ and on the contact rates $K_{0}(a)$ and $K\left(a, a^{\prime}\right)$. We assume that
(2.8) $\quad \gamma(a), K_{0}(a) \quad$ are nonnegative and belong to $L^{\infty}\left(0, a_{\dagger}\right)$;
moreover, $K\left(a, a^{\prime}\right)$ is measurable, and there exist a positive constant $\epsilon$ and nonnegative functions $K_{1}(a), K_{2}(a)$ such that

$$
\begin{gather*}
\epsilon K_{1}(a) K_{2}\left(a^{\prime}\right) \leq K\left(a, a^{\prime}\right) p_{\infty}\left(a^{\prime}\right) \leq K_{1}(a) K_{2}\left(a^{\prime}\right),  \tag{2.9}\\
K_{1} \in L^{1}\left(0, a_{\dagger}\right), \quad K_{2} \in L^{\infty}\left(0, a_{\dagger}\right) \tag{2.10}
\end{gather*}
$$

There are $0 \leq a_{1}, a_{2}, b_{1}, b_{2} \leq a_{\dagger}$ such that

$$
\begin{equation*}
a_{1}<b_{1}, \quad a_{2}<b_{2}, \quad a_{1}<b_{2}, \tag{2.11}
\end{equation*}
$$

$$
\begin{array}{ll}
K_{1}(a)>0 & \text { if } a_{1}<a<b_{1}, \\
K_{2}(a)>0 & \text { if } a_{2}<a<b_{2} . \tag{2.13}
\end{array}
$$

The implications of these hypotheses from the viewpoint of the biological model will be discussed in $\S 6$.
3. Resetting the problem. We now identify the problem as an abstract semilinear equation. To this purpose we consider the Banach space $E=L^{1}\left(0, a_{\dagger}\right)$ and define

$$
A=\left\{\begin{array}{l}
D_{A}=\{f \in E \mid f \text { is absolutely continuous; } f(0)=0\}  \tag{3.1}\\
(A f)(a)=-f^{\prime}(a)
\end{array}\right.
$$

where

$$
\lambda[a \mid f(.)]=K_{0}(a) p_{\infty}(a) f(a)+\int_{0}^{a_{\dagger}} K\left(a, a^{\prime}\right) p_{\infty}\left(a^{\prime}\right) f\left(a^{\prime}\right) d a^{\prime}
$$

Thus (2.2) can be expressed as the following Cauchy problem in $E$ :

$$
\begin{equation*}
\frac{d}{d t} u(t)=A u(t)+F(u(t)), \quad u(0)=u_{0} \tag{3.3}
\end{equation*}
$$

and, due to the meaning of $u(a, t)$, we look for a solution in the closed convex set:

$$
\begin{equation*}
C=\left\{f \in L^{1}\left(0, a_{\dagger}\right) ; 0 \leq f(a) \leq 1 \text { a.e. }\right\} \tag{3.4}
\end{equation*}
$$

Concerning the operator $A$ we have that it is the generator of the $C_{0}$-semigroup on $E$ :

$$
\left(e^{t A} u_{0}\right)(a)=\left\{\begin{array}{cc}
u_{0}(a-t) & \text { for } \quad t<a  \tag{3.5}\\
0 & \text { for } \quad t>a
\end{array}\right.
$$

with the following properties:

$$
\begin{equation*}
\text { if } u_{0} \leq v_{0}, \quad \text { then } e^{t A} u_{0} \leq e^{t A} v_{0} \tag{3.7}
\end{equation*}
$$

where $\leq$ denotes the usual ordering in $L^{1}$.
We also note that if $\alpha>0$ the resolvent $(I-\alpha A)^{-1}$ is given by the formula:

$$
\begin{equation*}
\left((I-\alpha A)^{-1} f\right)(a)=\frac{1}{\alpha} \int_{0}^{a} e^{-\frac{1}{\alpha}(a-s)} f(s) d s \tag{3.8}
\end{equation*}
$$

and satisfies:

$$
\begin{equation*}
(I-\alpha A)^{-1}(C) \subset C \tag{3.9}
\end{equation*}
$$

$$
\begin{equation*}
\text { if } u \leq v, \quad \text { then }(I-\alpha A)^{-1} u \leq(I-\alpha A)^{-1} v \tag{3.10}
\end{equation*}
$$

Concerning $F$ we have Proposition 3.1.
Proposition 3.1. The function $F: C \rightarrow E$ is Lipschitz continuous and there exists a constant $\alpha \in(0,1)$ such that

$$
\begin{align*}
& \text { if } u \leq v, \quad \text { then } u+\alpha F(u) \leq v+\alpha F(v),  \tag{3.11}\\
&  \tag{3.12}\\
& (I+\alpha F)(C) \subset C
\end{align*}
$$

Proof. Lipschitz continuity is a simple matter. Moreover, let $\gamma^{+}$and $\lambda^{+}$be such that $\gamma(a)<\gamma^{+}$and $\lambda[a \mid f()]<.\lambda^{+}$for any $f \in C$. Take

$$
\begin{equation*}
\alpha<\frac{1}{\gamma^{+}+\lambda^{+}} \tag{3.13}
\end{equation*}
$$

then, if $u \leq v$,

$$
\begin{aligned}
(u+\alpha F(u))(a) & =u(a)+\alpha \lambda[a \mid u(\cdot)][1-u(a)]-\alpha \gamma(a) u(a) \\
& \leq u(a)+\alpha \lambda[a \mid v(\cdot)][1-u(a)]-\alpha \gamma(a) u(a) \\
& =u(a)[1-\alpha \lambda[a \mid v(\cdot)]-\alpha \gamma(a)]+\alpha \lambda[a \mid v(\cdot)] \\
& \leq v(a)[1-\alpha \lambda[a \mid v(\cdot)]-\alpha \gamma(a)]+\alpha \lambda[a \mid v(\cdot)] \\
& =(v+\alpha F(v))(a)
\end{aligned}
$$

with the last estimate being possible because the square bracket is nonnegative, thanks to the choice of $\alpha$.

Finally (3.12) is a consequence of (3.11), in fact if $0 \leq u(a) \leq 1$ then, by (3.2),

$$
\begin{equation*}
0 \leq \alpha F(0) \leq u+\alpha F(u) \leq 1+\alpha F(1)=1-\alpha \gamma(a) \leq 1 . \tag{3.14}
\end{equation*}
$$

Now we are ready to prove existence of a mild solution to problem (3.3), namely, we look for a solution of the integral equation (see A. Pazy [12]):

$$
\begin{equation*}
u(t)=e^{t A} u_{0}+\int_{0}^{t} e^{(t-s) A} F(u(s)) d s \tag{3.15}
\end{equation*}
$$

We then have Theorem 3.2.
Theorem 3.2. Let $u_{0} \in C$; then problem (3.3) has a unique mild solution in $C$. This defines a flow $S(t) u_{0}$ which has the following properties:

$$
\begin{gather*}
S(t)(C) \subset C,  \tag{3.16}\\
\text { if } u_{0} \leq v_{0}, \quad \text { then } S(t) u_{0} \leq S(t) v_{0},  \tag{3.17}\\
\text { if } 0 \leq \xi \leq 1, \quad \text { then } \xi S(t) u_{0} \leq S(t)\left(\xi u_{0}\right) . \tag{3.18}
\end{gather*}
$$

Proof. It is easy to prove that problem (3.15) is equivalent to the following one:

$$
\begin{equation*}
u(t)=e^{-\frac{1}{\alpha} t} e^{t A} u_{0}+\frac{1}{\alpha} \int_{0}^{t} e^{-\frac{1}{\alpha}(t-s)} e^{(t-s) A}[u(s)+\alpha F(u(s))] d s \tag{3.19}
\end{equation*}
$$

where $\alpha$ is chosen as in (3.13). We start the standard iterative procedure:

$$
\begin{align*}
& u^{0}(t)=u_{0} \\
& u^{n+1}(t)=e^{-\frac{1}{\alpha} t} e^{t A} u_{0}+\frac{1}{\alpha} \int_{0}^{t} e^{-\frac{1}{\alpha}(t-s)} e^{(t-s) A}\left[u^{n}(s)+\alpha F\left(u^{n}(s)\right)\right] d s \tag{3.20}
\end{align*}
$$

Now, thanks to (3.6) and (3.12), $u^{n+1}(t) \in C$; in fact, the right-hand side of (3.20) is a convex linear combination of $e^{t A} u_{0}$ and $\left[u^{n}(s)+\alpha F\left(u^{n}(s)\right)\right]$ (note that $e^{-\frac{1}{\alpha} t}+$ $\frac{1}{\alpha} \int_{0}^{t} e^{-\frac{1}{\alpha}(t-s)} d s=1$ ); thus, because of the Lipschitz continuity of $F$, the sequence $u^{n}(t)$ converges uniformly to $S(t) u_{0} \in C$.

Furthermore, if we start the procedure with $v_{0} \geq u_{0}$, thanks to (3.7) and (3.11), the iterates $v^{n}$ and $u^{n}$ satisfy $v^{n} \geq u^{n}$ so that, in the limit, we have (3.17).

Finally, let $u_{\xi}^{n}$ be the iterates (3.20) with $u_{0}$ replaced by $\xi u_{0}$. Since $0 \leq \xi \leq 1$, we have

$$
\xi u+\alpha F(\xi u) \geq \xi(u+\alpha F(u))
$$

so that

$$
u_{\xi}^{n} \geq \xi u^{n}
$$

and, going to the limit, we obtain (3.18). $\quad$.
4. Existence and uniqueness of an endemic equilibrium. We are now concerned with existence and uniqueness of a nontrivial equilibrium point to problem (3.3); namely, we look for a solution to the equation

$$
\begin{equation*}
A u_{\infty}+F\left(u_{\infty}\right)=0 \tag{4.1}
\end{equation*}
$$

We use the symbol $u_{\infty}$ because we shall show below that any such fixed point is a limit of other solutions of (3.3). This is equivalent to looking for a fixed point of the flow:

$$
\begin{equation*}
S(t) u_{\infty}=u_{\infty} \tag{4.2}
\end{equation*}
$$

In fact, if $u_{\infty}$ satisfies (4.2), from equation (3.15) we get

$$
\begin{equation*}
u_{\infty}=e^{t A} u_{\infty}+\int_{0}^{t} e^{(t-s) A} d s F\left(u_{\infty}\right) \quad \forall t \geq 0 \tag{4.3}
\end{equation*}
$$

that is,

$$
\begin{equation*}
e^{t A} u_{\infty}=u_{\infty}-\int_{0}^{t} e^{s A} d s F\left(u_{\infty}\right) \tag{4.4}
\end{equation*}
$$

which implies that $e^{t A} u_{\infty}$ is differentiable, and consequently, that $u_{\infty} \in D_{A}$. Differentiating (4.4) at $t=0$, we obtain (4.1). This argument can be followed backward proving (4.2), starting from (4.1).

We now state a necessary condition which should be satisfied by any nontrivial solution of (4.1).

Proposition 4.1. Let $u_{\infty}$ be a nontrivial solution of (4.1); then

$$
\begin{equation*}
\int_{0}^{a_{\dagger}} K_{2}(a) u_{\infty}(a) d a>0 \tag{4.5}
\end{equation*}
$$

Proof. If (4.5) is not fulfilled, then

$$
\begin{equation*}
\int_{0}^{a_{\dagger}} K\left(a, a^{\prime}\right) p_{\infty}\left(a^{\prime}\right) u_{\infty}\left(a^{\prime}\right) d a^{\prime}=0 \quad \forall a \in\left[0, a_{\dagger}\right] \tag{4.6}
\end{equation*}
$$

and $u_{\infty}$ satisfies

$$
u_{\infty}^{\prime}(a)=-\gamma(a) u_{\infty}(a)+K_{0}(a) p_{\infty}(a) u_{\infty}(a)\left[1-u_{\infty}(a)\right]
$$

thus $u_{\infty}(a)$ is either identically zero or positive on $\left[0, a_{\dagger}\right]$, and this latter case is not compatible with (4.6) and (2.9)-(2.13).

We next state a preliminary estimate that must be satisfied by any possible nontrivial fixed point. Our estimate involves a comparison function, namely,

$$
\begin{equation*}
m(a)=\int_{0}^{a} K_{1}\left(a^{\prime}\right) d a^{\prime} \tag{4.7}
\end{equation*}
$$

Proposition 4.2. Let $u_{\infty}$ be a nontrivial solution to (4.1). Then

$$
\begin{equation*}
\epsilon_{1} m(a) \leq u_{\infty}(a) \leq \epsilon_{2} m(a) \tag{4.8}
\end{equation*}
$$

where $\epsilon_{1}, \epsilon_{2}$ are positive constants depending on $u_{\infty}$.
Proof. As $u_{\infty}$ is a nontrivial solution, (4.5) is satisfied so that

$$
c_{1} K_{1}(a) \leq \lambda\left[a \mid u_{\infty}(.)\right] \leq k_{0}^{+} u_{\infty}(a)+c_{2} K_{1}(a),
$$

where $c_{1}, c_{2}$ are positive and $k_{0}^{+} \geq b_{0} K_{0}(a)$. Hence $u_{\infty}$ satisfies the inequality

$$
c_{1} K_{1}(a)-\left(\lambda^{+}+\gamma^{+}\right) u_{\infty}(a) \leq u_{\infty}^{\prime}(a) \leq k_{0}^{+} u_{\infty}(a)+c_{2} K_{1}(a)
$$

and, since $u_{\infty}(0)=0$, we can find positive $\epsilon_{1}, \epsilon_{2}$ such that (4.8) is satisfied.
To deal with problem (4.1) it is convenient to transform this problem into the following one:

$$
u_{\infty}=(I-\alpha A)^{-1}(I+\alpha F) u_{\infty},
$$

where $\alpha$ is as in (3.13). Thus we are led to investigate fixed points of the mapping

$$
T=(I-\alpha A)^{-1}(I+\alpha F),
$$

which by (3.9)-(3.12) has the following properties:

$$
\begin{equation*}
T(C) \subset C \tag{4.9}
\end{equation*}
$$

$$
\begin{equation*}
\text { if } u \leq v, \quad \text { then } T u \leq T v \tag{4.10}
\end{equation*}
$$

We first show the uniqueness of a nontrivial equilibrium by following the line of reasoning in Krasnosel'skii [9]. In order to do this, we need some more estimates.

Lemma 4.3. Let $u_{\infty} \in C$ be a nontrivial fixed point of $T$. Let $\xi$ be a constant and $v \in C$, such that $0<\xi<1, v \geq 0$, and

$$
\begin{equation*}
\xi u_{\infty}+v \in C, \quad \int_{0}^{a_{\dagger}} K_{2}(a) v(a) d a>0 \tag{4.11}
\end{equation*}
$$

then there exists a constant $\epsilon_{3}>0$ such that

$$
\begin{equation*}
T\left(\xi u_{\infty}+v\right) \geq \xi u_{\infty}+\epsilon_{3}(1-\xi) m \tag{4.12}
\end{equation*}
$$

Proof. Note that (see (3.13))

$$
\begin{aligned}
\left(\xi u_{\infty}+\right. & \left.v+\alpha F\left(\xi u_{\infty}+v\right)\right)(a) \\
= & \xi u_{\infty}(a)+v(a)+\alpha\left[1-\xi u_{\infty}(a)-v(a)\right] \lambda\left[a \mid \xi u_{\infty}(\cdot)+v(\cdot)\right] \\
\quad & \quad-\alpha \gamma(a)\left(\xi u_{\infty}(a)+v(a)\right) \\
= & \xi u_{\infty}(a)+\alpha F\left(\xi u_{\infty}\right)(a) \\
& \quad+v(a)\left(1-\alpha \lambda\left[a \mid \xi u_{\infty}(\cdot)+v(\cdot)\right]-\alpha \gamma(a)\right)+\alpha\left[1-\xi u_{\infty}(a)\right] \lambda[a \mid v(\cdot)] \\
\geq & \xi u_{\infty}(a)+\alpha \xi F\left(u_{\infty}\right)(a)+\alpha(1-\xi) \lambda[a \mid v(\cdot)] \\
\geq & \xi\left(u_{\infty}+\alpha F u_{\infty}\right)(a)+\alpha \epsilon(1-\xi) K_{1}(a) \int_{0}^{a_{+}} K_{2}\left(a^{\prime}\right) v\left(a^{\prime}\right) d a^{\prime} .
\end{aligned}
$$

Then by (3.8), (3.10), and (4.7), we obtain (4.12).
Lemma 4.4. Let $u_{\infty} \in C$ be a nontrivial fixed point of $T$ and let $0<\xi<1$. Then there exists a constant $\epsilon_{4}>0$ such that

$$
\begin{equation*}
T\left(\xi u_{\infty}\right) \geq \xi u_{\infty}+\xi(1-\xi) \epsilon_{4} m_{1} \tag{4.13}
\end{equation*}
$$

where $m_{1}(a)=m^{2}(a)$.
Proof. Note that

$$
\begin{aligned}
\left(\xi u_{\infty}\right. & \left.+\alpha F\left(\xi u_{\infty}\right)\right)(a) \\
& =\xi\left(u_{\infty}+\alpha F\left(u_{\infty}\right)\right)(a)+\alpha \xi(1-\xi) u_{\infty}(a) \lambda\left[a \mid u_{\infty}(.)\right] \\
& \geq \xi\left(u_{\infty}+\alpha F\left(u_{\infty}\right)\right)(a)+\alpha \xi(1-\xi) \epsilon u_{\infty}(a) K_{1}(a) \int_{0}^{a_{+}} K_{2}\left(a^{\prime}\right) u_{\infty}\left(a^{\prime}\right) d a^{\prime} \\
& \geq \xi\left(u_{\infty}+\alpha F\left(u_{\infty}\right)\right)(a)+\alpha \xi(1-\xi) \epsilon_{4} \frac{d}{d a}\left[\int_{0}^{a} K_{1}\left(a^{\prime}\right) d a^{\prime}\right]^{2}
\end{aligned}
$$

where we have used (4.8). Thus, by (3.8) and (3.10) we get (4.13).
Note that by (4.13) it follows that

$$
\xi u_{\infty}+\xi(1-\xi) \epsilon_{4} m_{1} \in C,
$$

and moreover, since $a_{1}<b_{2}$, it follows that

$$
\int_{0}^{a_{\dagger}} K_{2}\left(a^{\prime}\right) m_{1}\left(a^{\prime}\right) d a^{\prime}>0
$$

Finally, we have Theorem 4.5.
Theorem 4.5. Thas at most one nontrivial fixed point.
Proof. Let $u_{\infty} \not \equiv v_{\infty}$ be two nontrivial fixed points. Without losing generality we can assume that we do not have $u_{\infty} \leq v_{\infty}$. By (4.8), $v_{\infty} \geq\left(\epsilon_{1} / \epsilon_{2}\right) u_{\infty}$. Let $\xi$ be the maximum constant such that

$$
\begin{equation*}
v_{\infty} \geq \xi u_{\infty} \tag{4.14}
\end{equation*}
$$

It must be that $0<\xi<1$. Then, by Lemma 4.4

$$
\begin{equation*}
v_{\infty}=T^{2}\left(v_{\infty}\right) \geq T^{2}\left(\xi u_{\infty}\right) \geq T\left(\xi u_{\infty}+\xi(1-\xi) \epsilon_{4} m_{1}\right) \tag{4.15}
\end{equation*}
$$

and by Lemma 4.3 (take $\left.v=\xi(1-\xi) \epsilon_{4} m_{1}\right)$

$$
v_{\infty} \geq \xi u_{\infty}+(1-\xi) \epsilon_{3} m
$$

so that

$$
v_{\infty} \geq \xi u_{\infty}+(1-\xi) \frac{\epsilon_{3}}{\epsilon_{2}} u_{\infty}
$$

which is impossible because it contradicts the definition of $\xi$. $\quad$
The existence of a nontrivial equilibrium is related to the Fréchet derivative of $T$, which we denote by $D T[u]$, and depends on the spectral radius $\rho$ of $D T[0]$; actually we have Proposition 4.6.

Proposition 4.6. Let $\rho \leq 1$; then the mapping $T$ has no nontrivial fixed points in $C$.

Proof. Suppose that $u_{\infty}$ is a nontrivial fixed point of $T$ and let $0<\xi<1$. Then, by Lemmas 4.3 and 4.4

$$
T^{2}\left(\xi u_{\infty}\right) \geq T\left(\xi u_{\infty}+\xi(1-\xi) \epsilon_{4} m_{1}\right) \geq \xi u_{\infty}+(1-\xi) \frac{\epsilon_{3}}{\epsilon_{2}} u_{\infty}=\xi(1+\delta) u_{\infty}
$$

and, by noting that

$$
\begin{equation*}
(T u)(a)=(D T[0] u)(a)-\int_{0}^{a} e^{-\frac{1}{\alpha}(a-s)} \lambda[s \mid u(\cdot)] u(s) d s \tag{4.16}
\end{equation*}
$$

which implies

$$
T(u) \leq D T[0] u \quad \text { for any } u \in C
$$

we have

$$
\xi(D T[0])^{2} u_{\infty} \geq T^{2}\left(\xi u_{\infty}\right) \geq \xi(1+\delta) u_{\infty}
$$

so that

$$
(D T[0])^{2} u_{\infty} \geq(1+\delta) u_{\infty}
$$

which implies $\rho>1$, thus contradicting the assumption.
On the other hand, we also have Proposition 4.7.
Proposition 4.7. If $\rho>1, T$ has at least one nontrivial fixed point.
Proof. $D T[0]$ is linear, completely continuous, and leaves the positive cone $K \equiv$ $\{h \in E \mid h \geq 0\}$ invariant. Then by the Krein-Rutman theorem, there exists an eigenvector $h^{*} \geq 0$ with eigenvalue $\rho$. Since $h^{*}$ satisfies the problem:

$$
\begin{aligned}
& \alpha \rho \frac{d}{d a} h^{*}(a)=[1-\alpha \gamma(a)-\rho] h^{*}(a)+\alpha \lambda\left[a \mid h^{*}(\cdot)\right], \\
& h^{*}(0)=0 .
\end{aligned}
$$

Proceeding as in the proof of Proposition 4.2, we can find positive constants $c_{1}, c_{2}$ such that

$$
c_{1} m(a) \leq h^{*}(a) \leq c_{2} m(a) .
$$

This, in particular, implies that $h^{*}$ belongs to $L^{\infty}\left(0, a_{\dagger}\right)$, so that, without loss of generality, we can assume that $h^{*} \in C$. Moreover, by (4.16), we have, for $0<\xi<1$,

$$
T\left(\xi h^{*}\right)(a)=\xi \rho h^{*}(a)-\xi^{2} \int_{0}^{a} e^{-\frac{1}{\alpha}(a-s)} \lambda\left[s \mid h^{*}(\cdot)\right] h^{*}(s) d s
$$

Since

$$
\int_{0}^{a} \lambda\left[s \mid h^{*}(\cdot)\right] h^{*}(s) d s \leq \lambda^{+} c_{2} m(a) \leq \lambda^{+} \frac{c_{2}}{c_{1}} h^{*}(a)
$$

we have

$$
T\left(\xi h^{*}\right)(a) \geq \xi h^{*}(a)+\xi\left[(\rho-1)-\xi \lambda+\frac{c_{2}}{c_{1}}\right] h^{*}(a)
$$

and, if $\xi$ is sufficiently small,

$$
T\left(\xi h^{*}\right) \geq \xi h^{*}
$$

Thus the sequence

$$
u_{n}=T^{n}\left(\xi h^{*}\right) \in C
$$

is monotonic nondecreasing and converges to some $u_{\infty}$ which is a nontrivial fixed point of $T$.
5. Convergence to the equilibrium. Our first statement concerns the case when only the trivial equilibrium exists.

Theorem 5.1. Assume that no nontrivial equilibrium exists; then

$$
\begin{equation*}
\forall u_{0} \in C, \quad S(t) u_{0} \longrightarrow 0 \quad \text { as } t \rightarrow \infty \tag{5.1}
\end{equation*}
$$

Proof. Assume that (5.1) is not true for some initial datum $u_{0}$, then define

$$
\bar{u}=\limsup _{t \rightarrow \infty} S(t) u_{0}
$$

This $\bar{u} \neq 0$ does exist in $C$ because $L^{1}\left(0, a_{\dagger}\right)$ is a complete lattice. Moreover, since $\sup _{s \geq r} S(s) u_{0}$ is nonincreasing as a function of $r$, then

$$
\bar{u}=\lim _{r \rightarrow \infty} \sup _{s \geq r} S(s) u_{0} .
$$

Now

$$
\begin{aligned}
S(t) \bar{u} & =\lim _{r \rightarrow \infty} S(t) \sup _{s \geq r} S(s) u_{0} \geq \lim _{r \rightarrow \infty} \sup _{s \geq r} S(t+s) u_{0} \\
& =\lim _{r \rightarrow \infty} \sup _{s \geq t+r} S(s) u_{0}=\lim _{r \rightarrow \infty} \sup _{s=r} S(s) u_{0}=\bar{u}
\end{aligned}
$$

which implies that $S(t) \bar{u}$ is nondecreasing as a function of $t$; in fact, if $h>0$,

$$
S(t+h) \bar{u}=S(t) S(h) \bar{u} \geq S(t) \bar{u}
$$

Then

$$
u_{\infty}=\lim _{t \rightarrow \infty} S(t) \bar{u}
$$

exists and is a nontrivial fixed point of $S(t)$, i.e., it is a nontrivial equilibrium. This contradicts the assumptions and proves that (5.1) is true.

Let us now consider the case in which a (unique) nontrivial equilibrium $u_{\infty}$ exists. In this case we have to introduce the following condition:

$$
\begin{equation*}
\int_{t}^{a \dagger} K_{2}(a) u_{0}(a-t) d a>0 \quad \text { for some } t \geq 0 \tag{5.2}
\end{equation*}
$$

If this condition is satisfied, we say that $u_{0}$, with support in $\left[0, a_{\dagger}\right]$, is a nontrivial initial datum.

Then we have Proposition 5.2.
Proposition 5.2. Let $u_{0}$ be a nontrivial initial datum. Then there exist $t_{0}>0$ and $\xi>0$ such that

$$
S\left(t_{0}\right) u_{0} \geq \xi u_{\infty}
$$

Proof. We start from equation (3.19) (where $u(t)=S(t) u_{0}$ ), which yields

$$
\begin{equation*}
u(t) \geq \frac{1}{\alpha} \int_{0}^{t} e^{-\frac{1}{\alpha}(t-s)} e^{(t-s) A}[u(s)+\alpha F(u(s))] d s \tag{5.3}
\end{equation*}
$$

Now, since $\alpha<1 /\left(\lambda^{+}+\gamma^{+}\right)$we have

$$
u(s)+\alpha F(u(s)) \geq w(s)
$$

where

$$
(w(s))(a)=\alpha \epsilon K_{1}(a) \int_{0}^{a_{\dagger}} K_{2}\left(a^{\prime}\right)(u(s))\left(a^{\prime}\right) d a^{\prime}
$$

so that

$$
\left(e^{(t-s) A} w(s)\right)(a) \geq\left\{\begin{array}{cc}
\alpha \epsilon K_{1}(a+s-t) \int_{0}^{a_{\dagger}} K_{2}\left(a^{\prime}\right)(u(s))\left(a^{\prime}\right) d a^{\prime} & \text { for } a>t-s \\
0 & \text { for } a<t-s
\end{array}\right.
$$

and, plugging this into (5.3), we obtain

$$
\begin{equation*}
(u(t))(a) \geq \epsilon e^{-\frac{1}{\alpha} t} \int_{(t-a) \vee 0}^{t} K_{1}(a+s-t) h(s) d s \tag{5.4}
\end{equation*}
$$

with

$$
h(s)=\int_{0}^{a_{\dagger}} K_{2}\left(a^{\prime}\right)(u(s))\left(a^{\prime}\right) d a^{\prime}
$$

We will prove that

$$
\begin{equation*}
\text { There exists } s_{\infty} \text { such that } h(s)>0 \text { for } s>s_{\infty} \tag{5.5}
\end{equation*}
$$

To this aim, we first prove that

$$
\begin{equation*}
\text { If } h(s)>0 \text { for } s \in\left[s_{1}, s_{2}\right] \text {, then } h(s)>0 \text { for } s \in\left[s_{1}+c_{1}, s_{2}+c_{2}\right] \text {, } \tag{5.6}
\end{equation*}
$$

where $c_{1}=\left(a_{1} \vee a_{2}\right)-b_{1}$ and $c_{2}=b_{2}-a_{1}$.
Note first that $u(t)(a)>0$ if

$$
\begin{equation*}
a>a_{1}, \quad t>s_{1}, \quad s_{1}-b_{1}<t-a<s_{2}-a_{1} \tag{5.7}
\end{equation*}
$$

In fact, if these are fulfilled then $(t-a) \vee s_{1}<t \wedge s_{2}$ and, setting $I \equiv\left[(t-a) \vee s_{1}, t \wedge s_{2}\right]$ we have

$$
\begin{equation*}
I \subset\left[s_{1}, s_{2}\right], \quad\{a-t+I\} \cap\left[a_{1}, b_{1}\right] \neq \emptyset \tag{5.8}
\end{equation*}
$$

so that from (5.4)

$$
\begin{equation*}
(u(t))(a) \geq \epsilon e^{-\frac{1}{\alpha} t} \int_{(t-a) \vee s_{1}}^{t \wedge s_{2}} K_{1}(a+s-t) h(s) d s>0 \tag{5.9}
\end{equation*}
$$

because by (5.8) the integrand is positive on some interval contained in $I$.
Finally, fix $t \in\left[s_{1}+c_{1}, s_{2}+c_{2}\right]$ and note that

$$
h(t) \geq \int_{a_{2}}^{b_{2}} K_{2}\left(a^{\prime}\right)(u(t))\left(a^{\prime}\right) d a^{\prime}>\int_{a_{1} \vee a_{2}}^{b_{2}} K_{2}\left(a^{\prime}\right)(u(t))\left(a^{\prime}\right) d a^{\prime} .
$$

Now, $K_{2}$ is positive on $\left[a_{1} \vee a_{2}, b_{2}\right]$ and, by (5.7), $u(t)(a)$ is positive for $a>a_{1}$ and $a \in J \equiv\left[a_{1}+t-s_{2}, t+b_{1}-s_{1}\right]$ but our choice of $t$ yields

$$
\begin{gathered}
a_{1}+t-s_{2}<a_{1}+c_{2}=b_{2} \\
t+b_{1}-s_{1}>b_{1}+c_{1}=a_{1} \vee a_{2}
\end{gathered}
$$

so that $J \cap\left[a_{1} \vee a_{2}, b_{2}\right] \neq \emptyset$, and $h(t)>0$.
Now that (5.6) is proven, note that if $u_{0}$ is a nontrivial initial datum, then from (3.19) we see that for some positive constant $\delta$
$h(s)=\int_{0}^{a_{\dagger}} K_{2}(a) u(s)(a) d a \geq \delta \int_{0}^{a_{\dagger}} K_{2}(a)\left(e^{s A} u_{0}\right)(a)=\delta \int_{s}^{a_{\dagger}} K_{2}(a) u_{0}(a-s) d a>0$ for $s$ in some interval $\left[s_{1}, s_{2}\right]$. Thus, iterating statement (5.6) we have, for any integer $n$

$$
\begin{equation*}
h(s)>0 \quad \text { in }\left[s_{1}+n c_{1}, s_{2}+n c_{2}\right] \tag{5.10}
\end{equation*}
$$

so that, since $c_{2}-c_{1}>0$ and $c_{2}>0$ by (2.11), if $n$ is sufficiently large, successive intervals are overlapping, and consequently statement (5.5) is proven.

We now use (5.5) in order to prove that

$$
\begin{equation*}
\text { There exists } t_{\infty} \text { such that }(u(t))(a)>0 \text { for } a>a_{1} \text { and } t>t_{\infty} \tag{5.11}
\end{equation*}
$$

In fact, if $t>s_{\infty}+a_{\dagger}+b_{1}$, we have $t-a>s_{\infty}$ and, by (5.4)

$$
\begin{aligned}
(u(t))(a) & \geq \epsilon e^{-\frac{1}{\alpha} t} \int_{(t-a)}^{t} K_{1}(a+s-t) h(s) d s \\
& \geq \epsilon e^{-\frac{1}{\alpha} t} \int_{a_{1}}^{a \wedge b_{1}} K_{1}(\sigma) h(\sigma+t-a) d \sigma>0
\end{aligned}
$$

Now let $t_{0}>s_{\infty}+a_{\dagger}$; then $t_{0}-a>s_{\infty}$ and

$$
\begin{aligned}
\left(u\left(t_{0}\right)\right)(a) & \geq \epsilon e^{-\frac{1}{\alpha} t_{0}} \int_{\left(t_{0}-a\right)}^{t_{0}} K_{1}\left(a+s-t_{0}\right) h(s) d s \\
& >\epsilon e^{-\frac{1}{\alpha} t_{0}} h_{-} \int_{\left(t_{0}-a\right)}^{t_{0}} K_{1}\left(a+s-t_{0}\right) d s \\
& =\epsilon e^{-\frac{1}{\alpha} t_{0}} h_{-} \int_{0}^{a} K_{1}(s) d s=\epsilon e^{-\frac{1}{\alpha} t_{0}} h_{-} m(a)
\end{aligned}
$$

where $h_{-}=\inf _{s \in\left[s_{\infty}, t_{0}\right]} h(s)$. Finally, by (4.8) we have

$$
\begin{equation*}
\left(u\left(t_{0}\right)\right)(a) \geq \xi u_{\infty}(a), \tag{5.12}
\end{equation*}
$$

where $\xi=\left(\epsilon / \epsilon_{2}\right) e^{-\frac{1}{\alpha} t_{0}} h_{-}$, and the proof is done.
Finally, we come to the following theorem.
Theorem 5.3. Let $u_{\infty}$ be the unique nontrivial equilibrium; then for any nontrivial initial datum $u_{0}$

$$
\begin{equation*}
S(t) u_{0} \longrightarrow u_{\infty} \quad \text { as } t \rightarrow \infty \tag{5.13}
\end{equation*}
$$

If $u_{0}$ is not nontrivial, then

$$
\begin{equation*}
S(t) u_{0}=0 \quad \text { for } t \geq a_{\dagger} \tag{5.14}
\end{equation*}
$$

Proof. Let $\xi$ and $t_{0}$ be as in the previous proposition; then letting 1 denote the function equal to 1 almost everywhere on $\left[0, a_{\dagger}\right]$,

$$
\xi u_{\infty} \leq S\left(t_{0}\right) u_{0} \leq \mathbf{1}
$$

and

$$
\begin{equation*}
S(t) \xi u_{\infty} \leq S\left(t+t_{0}\right) u_{0} \leq S(t) \mathbf{1} \tag{5.15}
\end{equation*}
$$

Now

$$
\xi u_{\infty}=\xi S(t) u_{\infty} \leq S(t) \xi u_{\infty} \text { and } S(t) \mathbf{1} \leq \mathbf{1}
$$

Consequently, $S(t) \xi u_{\infty}$ and $S(t) \mathbf{1}$ are monotonic with respect to $t$ (nondecreasing and nonincreasing, respectively) and converge to a nontrivial equilibrium which coincides with $u_{\infty}$ by the uniqueness Theorem 4.5; then (5.13) follows from (5.15).

Now let

$$
\int_{t}^{a_{\dagger}} K_{2}(a) u_{0}(a-t) d a=0 \quad \text { for all } t \geq 0
$$

Let us show that the iterates $u^{n}(t)$ defined in (3.20) also satisfy

$$
\begin{equation*}
\int_{s}^{a_{\dagger}} K_{2}(a) u^{n}(t)(a-s) d a=0 \quad \text { for all } t \geq 0 \text { and } s \geq 0 \tag{5.16}
\end{equation*}
$$

Actually, if (5.16) is true, then

$$
\begin{aligned}
\lambda\left[a \mid u^{n}(t)(\cdot)\right] & \leq K_{0}(a) p_{\infty}(a) u^{n}(t)(a)+K_{1}(a) \int_{0}^{a_{\dagger}} K_{2}(a) u^{n}(t)(a) d a \\
& =K_{0}(a) p_{\infty}(a) u^{n}(t)(a)
\end{aligned}
$$

and

$$
u^{n}(t)+\alpha F\left(u^{n}(t)\right) \leq\left(1+\alpha k_{0}^{+}\right) u^{n}(t)
$$

This implies that

$$
u^{n+1}(t) \leq e^{t A} u_{0}+c \int_{0}^{t} e^{(t-\sigma) A} u^{n}(\sigma) d \sigma
$$

where $c>0$; and, consequently,

$$
\begin{aligned}
\int_{s}^{a_{\dagger}} K_{2}(a) u^{n+1}(t)(a-s) d a \leq & \int_{s+t}^{a_{\dagger}} K_{2}(a) u_{0}(a-t-s) d a \\
& +c \int_{0}^{t} \int_{s+t-\sigma}^{a_{\dagger}} K_{2}(a) u^{n}(\sigma)(a-t-s+\sigma) d a d \sigma=0 .
\end{aligned}
$$

Thus (5.16) is true by induction.
Now (5.16) implies that

$$
\begin{equation*}
\int_{s}^{a_{\dagger}} K_{2}(a) u(t)(a-s) d a=0 \quad \text { for all } t \geq 0 \text { and } s \geq 0 \tag{5.17}
\end{equation*}
$$

so that if $t>a_{\dagger}$

$$
\begin{equation*}
u(t) \leq c \int_{0}^{t} e^{(t-s) A} u(s) d s \tag{5.18}
\end{equation*}
$$

which implies (5.14). In fact, fix $t>a_{\dagger}, a \in\left[0, a_{\dagger}\right]$ and define

$$
\phi(x)=u(t-a+x)(x) \quad \text { for } x \in\left[0, a_{\dagger}\right] ;
$$

then by (5.18)

$$
\phi(x) \leq c \int_{0}^{x} \phi(s) d s
$$

which implies $\phi(x) \equiv 0$.
6. Conclusion. As noted in the Introduction, our results provide a complete global stability analysis and show that sustained periodic behavior is not possible in the general $s-i-s$ age-dependent epidemic model with constant total population size. Consequently, the addition of age-structure does not change the gross dynamics of this model, even though it adds considerable demographic detail and realism to the model. We demonstrate the existence of a sharp endemic threshold and our results can be used to obtain the age distribution of the susceptible and the infective subpopulations. The basic endemic threshold for this model is identified as the spectral radius of an explicit linear operator which depends on the pertinent demographic and epidemiological parameters. It generalizes the explicit expressions that were obtained for this threshold by Busenberg, Cooke, and Iannelli [2] for the two special cases of purely intercohort and intracohort forces of infection. The proof that we provide for the existence and uniqueness of the endemic state, when it exists, is constructive. It can be used as the basis of an iterative method for obtaining approximations, within prescribed error bounds, of the subpopulation age distributions at the endemic state.

The generality of our results is limited only by the restrictions (2.9)-(2.13) on the age-dependent force of infection term. The conditions (2.10)-(2.13) do not place any essential restrictions on $K\left(a, a^{\prime}\right)$ that go beyond what would be dictated by the biological situation that is being modeled. However, from (2.9) it is seen that if $K\left(\tilde{a}, \tilde{a}^{\prime}\right)=0$ for some fixed $\left(\tilde{a}, \tilde{a}^{\prime}\right) \in\left[0, a_{\dagger}\right] \times\left[0, a_{\dagger}\right]$, then either $K_{1}(\tilde{a})=0$, or $K_{2}\left(\tilde{a}^{\prime}\right)=$ 0 . Hence, we either have $K(\tilde{a}, a)=0$ or $K\left(a, \tilde{a}^{\prime}\right)=0$ for all $a \in\left[0, a_{\dagger}\right]$. That is, if the disease is never transmitted to any age $\tilde{a}$ individual from every age $\tilde{a}^{\prime}$ individual, then either it cannot be transmitted from any age group $a \neq \tilde{a}$ to age $\tilde{a}$ individuals, or it
cannot be transmitted from any age $\tilde{a}^{\prime}$ individual to an age $a \neq \tilde{a}^{\prime}$ individual for all $a \in$ $\left[0, a_{\dagger}\right]$. Since we are dealing with densities which are defined almost everywhere, this represents a real restriction only when there exist two age-class intervals $I_{1}, I_{2} \subset\left[0, a_{\dagger}\right]$, for which $K\left(a, a^{\prime}\right)=0$ for all $\left(a, a^{\prime}\right) \subset I_{1} \times I_{2}$. In the epidemiological situtation that we are modeling, such complete immunity to disease transmission across two separate age classes is extremely unlikely. Hence, condition (2.9) includes the situations that are of interest from the viewpoint of the epidemiological model. In particular, asymmetric forms of $K$ with $K\left(a, a^{\prime}\right) \neq K\left(a^{\prime}, a\right)$ are included in our result, as well as cases where individuals from two separate age groups have only limited, but nonvanishing, disease transmitting interactions. Nevertheless, it would be interesting to explore the dynamic implications of any substantial weakening of condition (2.9).

We finally note that we have excluded the possibility of vertical transmission in our model by requiring that $i(0, t)=0$ in (1.2). This restriction is not essential, and was made for technical reasons since the inclusion of vertical transmission adds complications to the the model equations. Similar results to the ones that we have proved here also hold for the model with vertical transmission and they will be taken up in a separate paper.
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#### Abstract

Convergence of almost all trajectories of strongly order-preserving semiflows is derived under suitable additional assumptions. These essentially consist in slightly sharpening the strongly order-preserving property and in the continuous differentiability of the flow with respect to the state variable. Required spectral properties of the linearizations of the flow around equilibria usually follow in the same way as the compactness and monotonicity assumptions for the flow itself. The proofs are based on sharpened versions of the limit set dichotomy and the sequential limit set trichotomy.
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Introduction. In the fundamental paper [7], Hirsch establishes that most orbits of a strongly monotone semiflow on a strongly ordered space $X$ tend to the set $E$ of the equilibria. Somewhat more precisely, Hirsch shows that the set of all $x \in X$ for which $\omega(x)$, the omega (positive) limit set of $x$, satisfies $\omega(x) \subset E$, is a "large" (open dense, residual, set of full measure) subset of $X$. Points $x$ for which $\omega(x) \subset E$ are called quasi-convergent points; they are called convergent points if $\omega(x)$ consists of a single point of $E$.

The results in [7] extend earlier work of Hirsch [4], [5] for competitive and cooperative ordinary differential equations to infinite-dimensional semiflows. Applications are made to parabolic partial differential equations.

Matano pioneered the monotone dynamical systems approach to parabolic equations in [12] and [13] where he introduces the notion of upward (downward) stability of equilibria and considers the dynamics near such equilibria using monotonicity arguments. In his more recent work [13]-[16], he outlines an alternative approach to monotone dynamical systems, parallel to Hirsch's, which does not require that the space be strongly ordered and is, therefore, more suitable for applications to parabolic equations. One of the main results of Matano's theory, like that of Hirsch's, provides sufficient conditions for "most" points to be quasi-convergent.

In a recent paper [27], Smith and Thieme combine ideas from Hirsch and Matano to obtain a theory which improves several of the results of both authors while at the same time being conceptually simpler. We adopt (a slight generalization of) Matano's idea of a strongly order-preserving semiflow, but base our results on modified versions of two fundamental results due to Hirsch, namely, the nonordering principle for limit sets [7] and the limit set dichotomy [7]. These two principles also hold under Matano's weaker assumptions (see [16]) and can actually be shown by modifying Hirsch's proofs accordingly.

In this paper we present conditions for the existence of a dense open set of convergent points, i.e., any trajectory starting in that dense open set converges to a single equilibrium.

[^87]Trivial conditions consist in assuming that the set of equilibria $E$ is discrete or totally ordered. Both assumptions guarantee that any quasi-convergent point is convergent: in the first case because the $\omega$ limit set is connected, in the second because the $\omega$ limit set cannot contain two different order-related points due to the nonordering principle.

These two trivial conditions do not harmonize with the spirit of the theory, namely, finding general structural conditions (e.g., strongly order preserving) under which almost all solutions have a very simply asymptotic behavior. For systems of equations and particularly for infinite-dimensional problems, it can be very difficult to verify one of the two trivial conditions above.

Our aim is to obtain general structural conditions that guarantee the existence of a dense open set of convergent points. These conditions do not imply that any quasi-convergent point is convergent (though this holds if we assume that it is a stable point). Essentially they consist in strengthening the notion of a strongly order-preserving semiflow (remaining more general than strongly monotone) and, more importantly, assuming that the semiflow is $C^{1}$, i.e., continuously differentiable in the state variable, at least in a neighborhood of each point of $E$. We also require spectral conditions for the linearization of the semiflow around equilibria, but these usually follow from the same considerations which establish the strengthened strongly order-preserving properties and the compactness properties of the semiflow.

Our approach has been inspired by the work of Poláčik [20], who finds conditions for abstract semilinear parabolic evolution equations to have a residual set of convergent points. In setting down these conditions, he is able to exploit the special framework for semilinear parabolic equations, as described by Henry [3]. Our approach is more general in the sense that we make no assumptions on the underlying system of equations generating the semiflow. Our abstract results, applied to the case considered by Poláčik, yield stronger conclusions than those in [20], assuming less smoothness but more compactness. We conclude that the set of stable convergent points is open and dense, whereas Poláčik concludes that the set of convergent points is a residual set.

In the remainder of this section we describe some basic ideas and notation and preview several of the main results.

Let $X$ be an ordered metric space with metric $d$ and order relation $\leqq$. We write $x<y$ if $x \leqq y$ and $x \neq y$. Points $x$ and $y$ in $X$ are ordered if either $x<y$ or $y<x$. Given two subsets $A$ and $B$ of $X$ we write $A \leqq B(A<B)$ whenever $x \leqq y(x<y)$ for each choice of $x \in A$ and $y \in B$. If $x<y$ then $[x, y]=\{z \in X: x \leqq z \leqq y\}$. A subset $Y$ of $X$ is order convex if $\left[y_{1}, y_{2}\right] \subset Y$ whenever $y_{1}, y_{2} \in Y$ and $y_{1}<y_{2}$.

We assume that the order and the topology on $X$ are compatible in the sense that $x \leqq y$ whenever $x_{n} \rightarrow x, y_{n} \rightarrow y$, and $x_{n} \leqq y_{n}$ for all $n$. If $x \in X$ we say that $x$ can be approximated from below (above) in $X$ if there exists a sequence $\left\{x_{n}\right\}$ in $X$ satisfying $x_{n}<x_{n+1}<x\left(x<x_{n+1}<x_{n}\right)$ for $n \geqq 1$ and $x_{n} \rightarrow x$.

The space $X$ is said to be normally ordered if there exists a constant $k>0$ such that

$$
d(u, v) \leqq k d(x, y)
$$

for all $x, y, u, v$ with $u, v \in[x, y]$.
For simplicity here, we assume that $\Phi$ is a global semiflow on $X$. More precisely, let $\Phi: X \times \mathbf{R}^{+} \rightarrow X$ be a semiflow on $X$, that is, $\Phi$ is continuous and $\Phi_{t}(x) \equiv \Phi(x, t)$ satisfies $\Phi_{0}(x)=x$ for every $x$ and $\Phi_{t} \Phi_{s}=\Phi_{t+s}$ for every $t, s \geqq 0$. For $x \in X$, let

$$
\begin{aligned}
& \mathcal{O}^{+}(x)=\left\{\Phi_{t}(x): t \geqq 0\right\}, \\
& \omega(x)=\bigcap_{t \geqq 0} \mathcal{O}^{+}\left(\Phi_{t}(x)\right)
\end{aligned}
$$

be the orbit initiating at $x$ and the omega (positive) limit set of $\mathscr{O}^{+}(x)$, respectively. If $\mathcal{O}^{+}(x)$ has compact closure in $X$, then $\omega(x)$ is nonempty, compact, connected, and invariant, i.e., $\Phi_{t}(\omega(x))=\omega(x), t \geqq 0$, and $\Phi_{t}(x) \rightarrow \omega(x)$ as $t \rightarrow \infty$. We let $E=$ $\left\{x \in X: \Phi_{t}(x)=x, t \geqq 0\right\}$ be the set of equilibria. The set of quasi-convergent points is denoted by $Q=\{x \in X: \omega(x) \subset E\}$ and the set of convergent points by $C=\{x \in Q: \omega(x)$ is a singleton set $\}$.

The semiflow $\Phi$ is said to be monotone provided

$$
\Phi_{t}(x) \leqq \Phi_{t}(y) \quad \text { whenever } x \leqq y .
$$

Following Matano [15], [16], $\Phi$ is said to be strongly order-preserving if $\Phi$ is monotone and whenever $x, y \in X$ with $x<y$, there exist open sets $U$ and $V, x \in U, y \in V$, and $t_{0} \geqq 0$ such that $\Phi_{t_{0}}(U) \leqq \Phi_{t_{0}}(V)$. By monotonicity, it follows that

$$
\Phi_{t}(U) \leqq \Phi_{t}(V) \quad \text { for } t \geqq t_{0} .
$$

In almost every case in which the strong order-preserving property can be verified, it results from the fact that the semiflow $\Phi$ eventually operates as a strongly monotone semiflow on some subset $Z$ of an ordered Banach space ( $Y,\|\cdot\|$ ) with cone $Y_{+}$and where Int $Y_{+} \neq \varnothing$. We write $\leqq_{Y}$ for the partial order on $Y$ generated by $Y_{+}$and << for the strong ordering induced by Int $Y_{+}$; that is, $y_{1} \ll y_{2}$ if and only if $y_{2}-y_{1} \in \operatorname{Int} Y_{+}$. We assume that $Z$ is a common subset of $Y$ and of $X$, that the two partial orders $\leqq$ and $\leqq{ }_{Y}$ induced on $Z$ by the ordering on $X$ and the ordering on $Y$ agree, and that the inclusion $Z \hookrightarrow X$ is continuous, where $Z$ is given the topology induced by the norm on $Y$. In order to simplify the statement of our results here, we assume that $Z$ is order convex.

Additional hypotheses intertwine the set $Z$ and the semiflow $\Phi$ :

$$
\begin{equation*}
\Phi_{t}(Z) \subseteq Z \text { for } t \geqq 0 . \tag{I}
\end{equation*}
$$

There exists $\tau \geqq 0$ such that $\Phi_{\tau}(X) \subseteq Z$ and $\Phi_{\tau}: X \rightarrow Z$ is continuous.
If $x_{1}, x_{2} \in X$ satisfy $x_{1}<x_{2}$, then $\Phi_{\tau}\left(x_{1}\right) \ll \Phi_{\tau}\left(x_{2}\right)$.
$\Phi_{\tau}$ is continuously differentiable on $Z$ with derivative $\Phi_{\tau}^{\prime}(z)$.
( $\Sigma$ ) For any equilibrium $e$ of $\Phi$ satisfying $\rho(e):=\operatorname{spr}\left(\Phi_{\tau}^{\prime}(e)\right) \geqq 1, \rho(e)$ is a pole of the resolvent of $\Phi_{\tau}^{\prime}(e)$ with finite rank and $N\left(\rho(e) I-\Phi_{\tau}^{\prime}(e)\right)$ is spanned by an element of Int $Y_{+}$.
Here we use the notation spr $L$ for the spectral radius of a bounded linear operator $L$ and $N(L)$ for the null space of $L$. Less restrictive hypotheses are stated with more care and detail in § 3.

The spectral hypothesis $(\Sigma)$ is crucial to our result. It may appear very restrictive until we realize that the monotonicity of $\Phi$ implies that the derivative $\Phi_{\tau}^{\prime}(e)$ is a positive linear operator on $Y$. In applications we usually can establish the compactness of $\Phi_{\tau}^{\prime}(e)$ which implies that $\rho(e)$ is a pole of the resolvent with finite rank. The same consideration that checks the strong monotonicity assumption (M) usually provides that the operator $\Phi_{\tau}^{\prime}(z)$ is strongly positive, i.e., maps nonzero positive elements into Int $Y_{+}$. This implies [22] that the eigenspace associated with $\rho(e)$ is one-dimensional and spanned by a vector in Int $Y_{+}$.

Hypotheses (D) and ( $\Sigma$ ) can be replaced by an alternative hypothesis that $\Phi_{t}^{\prime}(e)$ generates a strongly continuous semigroup for each $e \in E$ and where spectral conditions are assumed to hold for the generator of this semigroup instead of for the semigroup itself. This approach is more appropriate for applications to semilinear parabolic equations.

It turns out that (J) and (M), together with the monotonicity of $\Phi$ on $X$, imply (see Lemma 2.1) that $\Phi$ is strongly order preserving on $X$. The additional assumptions allow a significant improvement of the limit set dichotomy in [27] (see Proposition 2.2).

Proposition. Let $\Phi$ be a monotone semiflow on $X$ satisfying (I), (J), (M), (D), and $(\Sigma)$. If $x_{1}, x_{2} \in X$ are such that $\mathbb{O}^{+}\left(x_{1}\right)$ and $\mathscr{O}^{+}\left(x_{2}\right)$ have compact closure in $X$ and $x_{1}<x_{2}$, then either
(a) $\omega\left(x_{1}\right)<\omega\left(x_{2}\right)$, or
(b) $\omega\left(x_{1}\right)=\omega\left(x_{2}\right)=\{e\}$ for some equilibrium $e \in E$.

Armed with this sharpened limit set dichotomy, we improve our sequential limit set trichotomy of [27] in Proposition 2.3 and this, in turn, leads to two of our main results stated below.

Theorem 1. Suppose that for each $x \in X, \mathcal{O}^{+}(x)$ has compact closure in $X$ and that $x$ can be approximated either from above or from below in $X$ by a sequence $\left\{x_{n}\right\}$ such that $\cup_{n \cong 1} \omega\left(x_{n}\right)$ has compact closure in $X$. Then Int $C$ is dense in $X$.

In fact, under minimal additional hypotheses we can show that $X$ contains an open and dense set of stable convergent points (see Theorem 2.6). A point $x \in X$ is called a stable point if for every $\varepsilon>0$ there exists $\delta>0$ such that $d\left(\Phi_{t}(x), \Phi_{t}(y)\right)<\varepsilon$ for $t \geqq 0$ whenever $y \in X$ and $d(x, y)<\delta$.

In many applications, however, it is unreasonable to assume that we have a global semiflow on the space $X$. We typically have a local semiflow on $X$ (see $\S 3$ for precise definitions) and can show that $\mathscr{O}^{+}(x)$ has compact closure in $X$ only for some subset $X_{0}$ of points of $X$. In $\S 3$ we show that, by suitably modifying assumptions (I), (J), (M), (D), and ( $\Sigma$ ), we can obtain the following result.

Theorem 2. Let $X_{0}$ be an open subset of $X$ such that every point of $X_{0}$ can be approximated both from above and from below in $X$. Assume either
(a) $X$ is normally ordered, every orbit starting in $X_{0}$ has compact closure in $X$, and for any convergent monotone sequence $x_{n}$ in $X_{0}, \cup_{n \supseteqq 1} \omega\left(x_{n}\right)$ has compact closure in $X$, or
(b) Each point of $X_{0}$ belongs to a neighborhood $U$ such that $U \times[0, \infty) \subset \operatorname{Dom} \Phi$ and $\Phi\left(U \times\left[t_{0}, \infty\right)\right)$ has compact closure in $X$ for some $t_{0}>0$.

Then $X_{0}$ contains a dense open subset of stable convergent points.
The modified versions of assumptions (I), (J), (M), (D), and ( $\Sigma$ ) are assumed to hold in Theorem 2.

The compactness assumptions contained in both (a) and (b) of Theorem 2 are rather mild for most applications. However, these assumptions are not made in [7] or [20]. In § 3 we show that neither of these compactness assumptions is required for the weaker result that there are at most a countable number of nonconvergent points on any totally ordered arc of points of $X$ having precompact orbits in $X$. Such a result for quasi-convergent points was obtained by Hirsch [7, Thm. 7.3].

For applications of the results of monotone dynamical systems theory, we refer the reader to [4]-[6], [23], and [24] for applications to systems of ordinary differential equations, to [7], [12]-[17], [20], and [21] for applications to parabolic initial-boundary value problems, to [25], [26], and [28] for applications to functional differential equations, and to [10] and [11] for applications to systems of parabolic equations with time delays. In these applications the stronger results of this paper are typically obtained by finding additional conditions that guarantee that the induced semiflow is continuously differentiable in the state variable.

The organization of this paper is as follows. In $\S 1$ we establish the key result, Proposition 1.2, leading to the improved limit set dichotomy. Proposition 1.2 states that for a strongly order-preserving discrete dynamical system with certain smoothness and compactness properties, any compact, connected, unordered, and nonempty set
of equilibria which attracts two orbits $\left\{u_{n}\right\}$ and $\left\{v_{n}\right\}$ with $u_{n} \ll v_{n}$ must be a singleton. In § 2, we use this result to establish the improved limit set dichotomy (the proposition above) and Theorem 1. In this section we assume that $\Phi$ is a global semiflow on $X$. In $\S 3$ we show how to modify the ideas of $\S 2$ to apply in case the semiflow is a local one. Theorem 2 is a corollary of the main result of this section. Finally, in $\S 4$ we consider two applications of our results. The first application is to semilinear parabolic equations. Here we compare our results to those of Poláčik [20]. The second is to systems of functional differential equations, following [25].

1. Discrete prelude. Let $Y$ be an ordered Banach space with cone $Y_{+}$such that Int $Y_{+} \neq \varnothing$. Let $Z \subset Y$ and $S: Z \rightarrow Y$ be a mapping which is order preserving and has the following property. If $e \in Z$ is a fixed point of $S$, i.e., $S e=e$ and $l$ a natural number, then there exists a neighborhood $U$ of $e$ in $Z$ which is order convex in $Y$ such that (i) $S^{l}$ is defined on $U$ and (ii) $S$ is continuously differentiable on $U$; that is, there exists a continuous mapping $S^{\prime}: U \rightarrow L_{+}(Y)$ such that

$$
S(z)-S\left(z_{0}\right)=S^{\prime}\left(z_{0}\right)\left(z-z_{0}\right)+\phi\left(z, z_{0}\right)\left\|z-z_{0}\right\|
$$

with $\phi\left(z, z_{0}\right) \rightarrow 0$ as $z \rightarrow z_{0}$ where $z_{0}, z \in U$. Here $L_{+}(Y)$ denotes the cone of bounded linear operators on $Y$ mapping $Y_{+}$into itself. The reader may think of $S$ as the map $\Phi_{\tau}$ where $\Phi$ is the semiflow in the Introduction.

We assume the existence of a compact connected set $K$ of fixed points of $S$ in $Z$ with the following properties:
(A) For any $e \in K$ with $\rho_{e} \equiv \operatorname{spr}\left(S^{\prime}(e)\right) \geqq 1, \rho_{e}$ is a pole of the resolvent of $S^{\prime}(e)$ of order $m_{e}$ and $N\left(\left(\rho_{e} I-S^{\prime}(e)\right)^{m_{e}}\right)$ is finite-dimensional. Moreover, $N\left(\rho_{e} I-\right.$ $\left.S^{\prime}(e)\right)$ is spanned by a vector in Int $Y_{+}$.
(B) If $e_{1}, e_{2} \in K$ and $e_{1} \leqq e_{2}$, then $e_{1}=e_{2}$, i.e., $K$ contains no pair of distinct order-related points.

If an isolated point $\alpha$ of the spectrum of a closed linear operator $L$ is a pole of the resolvent of $L$ of finite order and $\bigcup_{k \geqq 1} N\left((\alpha I-L)^{k}\right)$ is finite-dimensional, we say that $\alpha$ is a pole of the resolvent of finite rank.

Assumption (A) has several consequences that are conveniently described here. First, we note that $\rho_{e} \geqq 1$ for all $e \in K$ unless $K$ is a singleton. For if $e \in K$ is a limit point of $K$, then necessarily one belongs to the spectrum of $S^{\prime}(e)$. So let us assume that $\rho_{e} \geqq 1$ for all $e \in K$. It follows that $\rho_{e}$ depends continuously on $e \in K$. In fact, the upper semicontinuity follows from the well-known upper semicontinuity of the spectrum as a function of the operator and the lower semicontinuity is a result of the lower semicontinuity of isolated parts of the spectrum [8, Thm. 3.1, Remark 3.3, Thm. 3.16, Chap. IV]. As $\rho_{e}$ is a pole of the resolvent of the order $m=m_{e}$

$$
Y=N\left(\left(\rho_{e} I-S^{\prime}(e)\right)^{m}\right) \oplus \operatorname{Im}\left(\left(\rho_{e} I-S^{\prime}(e)\right)^{m}\right)
$$

where both subspaces are invariant under $S^{\prime}(e)$ and $\rho_{e}$ does not belong to the spectrum of the restriction of $S^{\prime}(e)$ to $\operatorname{Im}\left(\left(\rho_{e} I-S^{\prime}(e)\right)^{m}\right)$. Let $P(e)$ denote the projection onto $N\left(\left(\rho_{e} I-S^{\prime}(e)\right)^{m}\right)$ along $\operatorname{Im}\left(\left(\rho_{e} I-S^{\prime}(e)\right)^{m}\right)$. Then $P(e)$ depends continuously on $e \in K$ [8, Thm. 3.16, Chap. IV].

Finally, let $z(e)$ denote the unique eigenvector of $S^{\prime}(e)$ associated with $\rho_{e}$ of unit norm belonging to Int $Y_{+}$. We establish the continuity of $z(e)$ on $K$ as follows. Let $e_{n} \rightarrow e$ as $n \rightarrow \infty$ where $e_{n}, e \in K$, and let $z_{n}=z\left(e_{n}\right), z=z(e)$. Then $(I-P(e)) z_{n}=$ $\left[P\left(e_{n}\right)-P(e)\right] z_{n} \rightarrow 0$ as $n \rightarrow \infty$, and $\left\{P(e) z_{n}\right\}$ is precompact in the finite-dimensional
space $N\left(\left(\rho_{e} I-S^{\prime}(e)\right)^{m}\right)$. Hence, $\left\{z_{n}\right\}$ is precompact, and, if $z_{n_{i}} \rightarrow u$ for some subsequence $\left\{n_{i}\right\}$, then $S^{\prime}(e) u=\lim _{i \rightarrow \infty} S^{\prime}\left(e_{n_{i}}\right) z_{n_{i}}=\lim _{i \rightarrow \infty} \rho_{e_{n_{i}}} z_{n_{i}}=\rho_{e} u$. It follows that $u=z$ and that $z_{n} \rightarrow z$ as $n \rightarrow \infty$.

Proposition 1.1. If $K$ is not a singleton, then $\rho_{e}>1$ for all $e \in K$.
Proof. Assume $K$ is not a singleton. Then $\rho_{e} \geqq 1$ for all $e \in K$ as noted above. Suppose that $\rho_{e}=1$ for some $e \in K$. Choose a sequence $e_{n} \in K, e_{n} \neq e, e_{n} \rightarrow e$ as $n \rightarrow \infty$. Then

$$
e-e_{n}=S(e)-S\left(e_{n}\right)=S^{\prime}(e)\left(e-e_{n}\right)+o\left(\left\|e-e_{n}\right\|\right) .
$$

Put $v_{n}=\left(e-e_{n} /\left\|e-e_{n}\right\|\right)$. We have

$$
v_{n}=S^{\prime}(e) v_{n}+r_{n}, \quad r_{n} \rightarrow 0 \quad \text { as } n \rightarrow \infty .
$$

In view of our hypothesis (A) and the discussion following it, we may conclude that $I-S^{\prime}(e)$, restricted to $(I-P(e)) Y$, is invertible where $P(e)$ is the spectral projection defined in the discussion preceding the proposition. Let $w_{n}=(I-P(e)) v_{n}$ and observe that

$$
\left(I-S^{\prime}(e)\right) w_{n}=(I-P(e)) r_{n} \rightarrow 0
$$

which implies that $w_{n} \rightarrow 0$. As in a previous argument, this implies that $\left\{v_{n}\right\}$ is precompact in $Y$ and any limit point belongs to $P(e) Y$. If $v_{n_{i}} \rightarrow v$ as $i \rightarrow \infty$ for some subsequence, then $v=S^{\prime}(e) v$. Thus, $v= \pm z(e)$, and this implies that $e_{n_{i}}=e-\left\|e-e_{n_{i}}\right\| v_{n_{i}}$ is related to $e$ for large $i$, contradicting (B) and completing our proof.

Proposition 1.1 is the only place where we require that $N\left(\rho_{e} I-S^{\prime}(e)\right)$ be spanned by a vector in Int $Y_{+}$(see (A)). The proof of Proposition 1.2 below requires only that the null space $N\left(\rho_{e} I-S^{\prime}(e)\right)$ contain a vector in Int $Y_{+}$.

Proposition 1.2. If there exist sequences $\left\{u_{n}\right\}$ and $\left\{v_{n}\right\}$ in $Z, u_{n+1}=S\left(u_{n}\right), v_{n+1}=$ $S\left(v_{n}\right), u_{n} \gg v_{n}$ and dist $\left(u_{n}, K\right) \rightarrow 0$, dist $\left(v_{n}, K\right) \rightarrow 0$ as $n \rightarrow \infty$, then $K$ is a singleton.

Proof. Suppose $K$ is not a singleton set but that there exist two sequences as in the hypotheses. Let $w \in$ Int $Y_{+}$and define a new norm $\|\cdot\|_{w}$ on $Y$ by $\|y\|_{w}=$ $\inf \{\lambda>0:-\lambda w \leqq y \leqq \lambda w\}$. Since $w \in \operatorname{Int} Y_{+}$, there exists $\delta>0$ such that for all $y \in Y, y \neq$ 0 , it follows that $w \pm \delta(y /\|y\|) \geqq 0$. From this, we conclude that $\|y\|_{w} \leqq \delta^{-1}\|y\|$ for all $y \in Y$, i.e., the $w$-norm is weaker than the original norm. All convergence and continuity statements below are with respect to the original norm. The $\|\cdot\|_{w}$ norm is used only for order purposes.

Define $\alpha_{n}=\sup \left\{\alpha>0: u_{n} \geqq v_{n}+\alpha w\right\}$ and note that $\alpha_{n}>0$ and $u_{n} \geqq v_{n}+\alpha_{n} w$. We observe that $\alpha_{n} \rightarrow 0$ as $n \rightarrow \infty$. If not, $\alpha_{n_{i}} \geqq \alpha>0$ for some subsequence $\left\{n_{i}\right\}$ and, by the compactness of $K$ and the fact that $u_{n}, v_{n} \rightarrow K$ as $n \rightarrow \infty$, we may as well assume that $u_{n_{i}} \rightarrow u \in K$ and $v_{n_{i}} \rightarrow v \in K$ as $i \rightarrow \infty$. Then $u \geqq v+\alpha w$ so $u$ and $v$ are distinct orderrelated points of $K$ in contradiction to our hypothesis (B).

Choose $e_{n} \in K$ such that $v_{n}-e_{n} \rightarrow 0$ as $n \rightarrow \infty$. Now $K$ is assumed not to be a singleton, so $\rho_{e}>1$ for all $e \in K$ by Proposition 1.1. As $K$ is compact and $e \mapsto \rho_{e}$ is continuous, there exists $r>1$ such that $\rho_{e_{n}} \geqq r$ for all $n$. Let $z_{n} \in$ Int $Y_{+},\left\|z_{n}\right\|_{w}=1$ be the normalized positive eigenvector of $S^{\prime}\left(e_{n}\right)$ corresponding to $\rho_{e_{n}}$ so $z_{n} \leqq w$. There is an $\varepsilon>0$ such that $z_{n} \geqq \varepsilon w$ holds for all $n$. This follows from the continuity of the map $e \mapsto z(e) \in \operatorname{Int} Y_{+}$assigning to each $e \in K$ the normalized ( $\|z(e)\|_{w}=1$ ) positive eigenvector of $S^{\prime}(e)$ corresponding to $\rho_{e}$, which, in turn, implies the continuity of the map $\beta: K \rightarrow(0, \infty)$ defined by $\beta(e)=\sup \{\beta>0: z(e) \geqq \beta w\}$. As $K$ is compact, there exists $\varepsilon>0$ such that $\beta(K) \geqq \varepsilon$.

Choose $l$, a positive integer, such that $r^{\prime} \varepsilon>1$. By (i) and (ii) and the compactness of $K$ there is a cover of $K$ by order-convex open $U \subset Z$ such that $S^{l}$ is differentiable on $U$ and for each sufficiently large $n$, the entire segment $v_{n}+\xi \alpha_{n} w, 0 \leqq \xi \leqq 1$, belongs
to one of the $U$. Hence

$$
S^{\prime}\left(v_{n}+\alpha_{n} w\right)-S^{\prime} v_{n}=\left(S^{\prime}\right)^{\prime}\left(e_{n}\right) \alpha_{n} w+\alpha_{n} \Delta_{n}
$$

where

$$
\Delta_{n} \equiv \int_{0}^{1}\left[\left(S^{l}\right)^{\prime}\left(v_{n}+\xi \alpha_{n} w\right)-\left(S^{l}\right)^{\prime}\left(e_{n}\right)\right] w d \xi .
$$

Since $v_{n}+\alpha_{n} w-e_{n} \rightarrow 0, K$ is compact, and $\left(S^{l}\right)^{\prime}$ is continuous, it follows that $\delta_{n} \equiv$ $\left\|\Delta_{n}\right\|_{w} \rightarrow 0$ as $n \rightarrow \infty$. Thus we have

$$
\begin{aligned}
S^{\prime}\left(v_{n}+\alpha_{n} w\right)-S^{\prime} v_{n} & \geqq\left[S^{\prime}\left(e_{n}\right)\right]^{l} \alpha_{n} w-\alpha_{n} \delta_{n} w \\
& \geqq\left[S^{\prime}\left(e_{n}\right)\right]^{l} \alpha_{n} z_{n}-\alpha_{n} \delta_{n} w \\
& \geqq r^{\prime} \alpha_{n} z_{n}-\alpha_{n} \delta_{n} w \\
& \geqq\left(r^{\prime} \varepsilon-\delta_{n}\right) \alpha_{n} w \\
& \geqq \alpha_{n} w
\end{aligned}
$$

for all large $n$. We have used that $\varepsilon w \leqq z_{n} \leqq w$ and $e_{n} \in E$ in the estimate above. From this last estimate, we obtain

$$
\begin{aligned}
u_{n+1} & =S^{\prime} u_{n} \geqq S^{\prime}\left(v_{n}+\alpha_{n} w\right) \\
& \geqq S^{\prime} v_{n}+\alpha_{n} w \\
& =v_{n+1}+\alpha_{n} w
\end{aligned}
$$

for all large $n$. This implies that

$$
\alpha_{n+1} \geqq \alpha_{n}
$$

for large $n$, contradicting that $0<\alpha_{n} \rightarrow 0$ as $n \rightarrow \infty$ and completing our proof.
2. Stable convergence. Returning to the continuous scenario outlined in the Introduction, consider an order-preserving (or monotone) semiflow $\Phi$ on an ordered metric space $X$. We assume that for each $x \in X, \mathscr{O}^{+}(x)$ has compact closure in $X$.

Suppose that there is an ordered Banach space $Y$ with order $\leqq_{Y}$ generated by a cone $Y_{+}$having nonempty interior, Int $Y_{+}$, and that $Y$ and $X$ have a common subset $Z$ with the following properties:
(i) The metric $d_{Z}$ induced by the norm in $Y$ on $Z$ is stronger than the metric induced by $d$, the metric on $X$, i.e., the embedding from $\left(Z, d_{Z}\right)$ to $(Z, d)$ is continuous.
(ii) The restriction of $\leqq_{Y}$ to $Z$ agrees with the restriction of $\leqq$ to $Z$.

In the following, the topology on $Z$ will be assumed to be that induced by $d_{Z}$ unless otherwise indicated. Additional hypotheses intertwine the set $Z$ and the semiflow $\Phi$ :
(M) If $x_{1}, x_{2} \in X$ satisfy $x_{1}<x_{2}$, then $\Phi_{\tau}\left(x_{1}\right) \ll \Phi_{\tau}\left(x_{2}\right)$ where $\tau$ is as in (J) and the strong order $\ll$ is induced by Int $Y_{+}$on $Z$.
(D) For any $e \in E$, there exists a neighborhood $U$ of $e$ in $Z$ which is order convex in $Y$ and a $\tau>0$ such that $\Phi_{\tau}$ is continuously differentiable on $U$, i.e., there exists a continuous mapping

$$
\Phi_{\tau}^{\prime}: U \rightarrow L_{+}(Y)
$$

such that

$$
\Phi_{\tau}(z)-\Phi_{\tau}\left(z_{0}\right)=\Phi_{\tau}^{\prime}\left(z_{0}\right)\left(z-z_{0}\right)+\phi\left(z, z_{0}\right)\left\|z-z_{0}\right\|_{Y}
$$

for $z, z_{0} \in U$ with $\left\|\phi\left(z, z_{0}\right)\right\|_{Y} \rightarrow 0$ as $z \rightarrow z_{0}$.
( $\Sigma \quad$ For any equilibrium $e$ of $\Phi$ satisfying $\rho(e):=\operatorname{spr}\left(\Phi_{\tau}^{\prime}(e)\right) \geqq 1, \rho(e)$ is a pole of the resolvent of $\Phi_{\tau}^{\prime}(e)$ with finite rank and $N\left(\rho(e) I-\Phi_{\tau}^{\prime}(e)\right)$ is spanned by an element of Int $Y_{+}$, where $\tau$ is as in (D) above.

Remark 1. As mentioned in the Introduction, assumption ( $\Sigma$ ) is less restrictive than it appears. In applications some compactness property of $\Phi$ will typically imply that $\Phi_{\tau}^{\prime}(e)$ (or one of its powers) can be represented as a sum of a compact operator and an operator with norm strictly less than 1 . This implies that $\rho(e) \geqq 1$ is a pole of the resolvent with finite rank [18]. The same consideration which derives (M) usually shows that $\Phi_{\tau}^{\prime}(e)$ is a strongly positive operator, i.e., maps positive nonzero elements into Int $Y_{+}$. In particular, $\Phi_{\tau}^{\prime}(e)$ is irreducible, implying that the eigenspace of $\Phi_{\tau}^{\prime}(e)$ associated with $\rho(e)$ is one-dimensional and spanned by a vector in Int $Y_{+}$. See Theorem 3.2 of [22, p. 270]. It is possible to give alternative conditions for $(\Sigma)$ to hold which are weaker in certain respects (see [2, §§ 8, 9], [18], [22]), but the above appears to be most appropriate in the applications.

Remark 2. In many cases of interest, $Z$ will be order convex, and, in this case, it is possible to verify (M) and ( $\Sigma$ ) by establishing the following:
$\left(\Sigma^{\prime}\right) \quad$ For any $z \in Z, \Phi_{\tau}^{\prime}(z)$ is a strongly positive operator, i.e., maps any positive nonzero element in $Y$ into Int $Y_{+}$. Moreover, for $e \in E, \Phi_{\tau}^{\prime}(e)$ is compact.
Observe that (M) follows from ( $\Sigma^{\prime}$ ) by the integral version of Taylor's formula.
Remark 3. In many applications, semilinear parabolic equations, for example, $\Phi_{\tau}^{\prime}(e), e \in E$, will usually be a strongly continuous semigroup. In this case, it is more natural to replace the spectral condition ( $\Sigma$ ) involving $\Phi_{t}^{\prime}(e)$ by one which involves the infinitesimal generator $A(e)$ of $\Phi_{t}^{\prime}(e)$. We will show, at the end of this section, how our results may also be obtained by replacing (D) and ( $\Sigma$ ) by the assumption (S) below.
(S) For any $e \in E, t>0, \Phi_{t}$ can be continuously differentiated in a neighborhood of $e$ in $Z$ which is order convex in $Y$ and $\Phi_{t}^{\prime}(e), t \geqq 0$, forms a strongly continuous semigroup on $Y$. Assume that, for $e \in E$, there exists $\varepsilon>0$ and a neighborhood $U$ of $e$ such that $\Phi^{\prime}$ is defined and bounded on $U \times[0, \varepsilon]$ as an $L(Y)$-valued map. Assume that the generator $A(e)$ has compact resolvent. If the spectral bound $s(e)=\sup \{\operatorname{Re} \lambda: \lambda \in \sigma(A(e))\}$ of $A(e)$ satisfies $s(e) \geqq 0$, let $N(s(e) I-A(e))$ be spanned by an element $z(e) \in \operatorname{Int} Y^{+}$.

It turns out that (J) and (M), together with the monotonicity of $\Phi$ on $X$, imply that $\Phi$ is strongly order preserving on $X$.

Lemma 2.1. Assuming the hypotheses above, we have
(a) $\Phi_{t}$ maps $X$ continuously into $Z$ for $t \geqq \tau$.
(b) For any $x_{1}, x_{2} \in X$ with $x_{1}<x_{2}, \Phi_{t}\left(x_{1}\right)<\Phi_{t}\left(x_{2}\right)$ for $t \geqq 0$ and $\Phi_{t}\left(x_{1}\right) \ll \Phi_{t}\left(x_{2}\right)$ for $t \geqq \tau$.
(c) Any compact invariant set in $X$ is also compact and invariant in $Z$.
(d) $\Phi$ is strongly order preserving on $X$.

Proof. We prove (d) as the other statements are obvious. If $x_{1}<x_{2}$ then $\Phi_{\tau}\left(x_{1}\right) \ll$ $\Phi_{\tau}\left(x_{2}\right)$ so we may find neighborhood $U_{Y}, V_{Y}$ in $Z$ with $U_{Y} \leqq V_{Y}$ and $\Phi_{\tau}\left(x_{1}\right) \in$ $U_{Y}, \Phi_{\tau}\left(x_{2}\right) \in V_{Y}$. As $\Phi_{\tau}$ maps $X$ continuously into $Z$, we have $\Phi_{\tau}(U) \subseteq U_{Y}, \Phi_{\tau}(V) \subseteq V_{Y}$ for suitable neighborhoods $U, V$ of $x_{1}, x_{2}$ in $X$.

We next prove the following improvement of the limit set dichotomy in [27]. For the remainder of this section, we assume the existence of a space $Z$ satisfying (i) and (ii) above and we assume (I), (J), (M), (D), and ( $\Sigma$ ) hold.

Proposition 2.2. If $x_{1}, x_{2} \in X$ and $x_{1}<x_{2}$, then either
(a) $\omega\left(x_{1}\right)<\omega\left(x_{2}\right)$, or
(b) $\omega\left(x_{1}\right)=\omega\left(x_{2}\right)=\{e\}$ for some equilibrium $e \in E$.

Proof. We only need to show that if $\omega\left(x_{1}\right)=\omega\left(x_{2}\right) \subseteq E$, then (b) holds. Let $K=$ $\omega\left(x_{1}\right)$ and note that $K$ is compact in $Y$ by Lemma 2.1(c). By the nonordering principle, $K$ contains no pair of order-related points. Let $v_{n}=\Phi_{n \tau}\left(x_{1}\right), u_{n}=\Phi_{n \tau}\left(x_{2}\right)$ and $S: Z \rightarrow Z$ be given by $S=\Phi_{\tau}$. Then $K$ is a compact connected set of fixed points of $S, u_{n+1}=$ $S u_{n}, v_{n+1}=S v_{n}$ and $u_{n} \ll v_{n}$ holds for $n \geqq 2$. Moreover, $\operatorname{dist}_{Z}\left(u_{n} ; K\right) \rightarrow 0$ and $\operatorname{dist}_{Z}\left(v_{n} ; K\right) \rightarrow 0$ as $n \rightarrow \infty$. In fact, (J) implies that $\Phi_{t}\left(x_{1}\right) \rightarrow K$ in $Z$ as $t \rightarrow \infty$. In order to apply Proposition 1.2 , it remains only to check (A) of $\S 1$, as the fact that $S$ is continuously differentiable and order preserving is inherited from the corresponding properties of $\Phi_{\tau}$. But ( $\Sigma$ ) implies (A) of $\S 1$, so by Proposition 1.2, $K$ is a singleton.

Armed with this sharpened limit set dichotomy, we improve our sequential limit set trichotomy of Proposition 3.1 of [27]. Observe that only alternative (c) of the earlier version is affected. Note also that we include explicitly in the hypotheses only the compactness hypotheses required for the proof, rather than assuming hypothesis (C) as in [27].

Proposition 2.3 (sequential limit set trichotomy). Let $x_{0} \in X$ have the property that it can be approximated from below in $X$ by a sequence $\tilde{x}_{n}$ such that $\overline{\bigcup_{n \geqq 1} \omega\left(\tilde{x}_{n}\right)}$ is compact in $X$. Then there exists a subsequence $x_{n}$ of $\tilde{x}_{n}$ such that $x_{n}<x_{n+1}<x_{0}, n \geqq 1$, with $x_{n} \rightarrow x_{0}$ satisfying one of the following:
(a) There exists $u_{0} \in E$ such that

$$
\omega\left(x_{n}\right)<\omega\left(x_{n+1}\right)<u_{0}=\omega\left(x_{0}\right), \quad n \geqq 1
$$

and

$$
\lim _{n \rightarrow \infty} \operatorname{dist}\left(\omega\left(x_{n}\right), u_{0}\right)=0 .
$$

(b) There exists $u_{0} \in E$ such that

$$
\omega\left(x_{n}\right)=u_{0}<\omega\left(x_{0}\right), \quad n \geqq 1 .
$$

If $u \in E$ and $u<\omega\left(x_{0}\right)$, then $u \leqq u_{0}$.
(c) There exists $u_{0} \in E$ such that $\omega\left(x_{n}\right)=\omega\left(x_{0}\right)=u_{0}$ for $n \geqq 1$.

The special property " $\bigcup_{n \geqq 1} \omega\left(\tilde{x}_{n}\right)$ is compact in $X$ " of the sequence $\tilde{x}_{n}$ approximating $x$ from below will be required for several results of this and the next section. It is convenient to have some notation for it. We say $x$ has property $\left(\omega_{-}\right)\left(\left(\omega_{+}\right)\right)$if it can be approximated from below (above) by a sequence $x_{n}$ such that $\mathrm{U}_{n \geqq 1} \omega\left(x_{n}\right)$ is compact in $X$. We say $x$ has property $(\omega)$ if it has both property $\left(\omega_{-}\right)$and $\left(\omega_{+}\right)$.

Repeating the proof of Theorem 3.3 in [27] and using the stronger sequential limit set trichotomy in Proposition 2.3 in place of Proposition 3.1 in [27], we find that there is an open dense subset of $X$ which consists of convergent points.

Theorem 2.4. Suppose each point of $X$ has property $\left(\omega_{-}\right)$or $\left(\omega_{+}\right)$. Then Int $C$ is dense in $X$.

In fact, under minimal additional hypotheses, we can show that $X$ contains an open and dense set of stable convergent points. A point $x \in X$ is called a stable point if, for every $\varepsilon>0$, there exists $\delta>0$ such that $d\left(\Phi_{t}(x), \Phi_{t}(y)\right)<\varepsilon$ for $t \geqq 0$ whenever $y \in X$ and $d(x, y)<\delta$. The set of stable points in $X$ is denoted by $S$.

Proposition 2.5. Let $x \in S$ be a stable point which has property $\left(\omega_{-}\right)$or $\left(\omega_{+}\right)$. Then $x \in C$.

Proof. Consider an approximating sequence $\left\{x_{n}\right\}$. Then, after passing to a subsequence only alternatives (a) or (c) of Proposition 2.3 are possible because points close to $x$ have limit sets which are close to the limit set of $x$. Thus $x \in C$.

Proposition 2.5 implies the following conclusion from Theorem 3.9 in [27].
Theorem 2.6. Let $X$ be a normally ordered metric space. Suppose that each point $x \in X$ has property $\left(\omega_{-}\right)$or $\left(\omega_{+}\right)$and that $X$ contains an open and dense subset $X_{0}$ of points which have property $(\omega)$. Then $S \subseteq C$ and Int $S$ is dense in $X$.

In [27], Theorem 3.13, we give conditions under which the set of asymptotically stable points $A$ is dense in $X$. This theorem cannot be improved by adding the assumptions of this paper, but note that we now have $A \subseteq C$ instead of $A \subseteq Q$. Recall that $A \subseteq S \subseteq C$ by Proposition 2.5 and that, by its definition, $A$ is open.

We conclude this section by sketching modifications of the arguments in the proofs of Propositions 1.1 and 1.2, now in the continuous setting of the semiflow $\Phi_{t}$, which are required in order to establish that assumptions (I), (J), (M), and (S) imply the limit set dichotomy (Proposition 2.2). We begin with the analogue of Proposition 1.1.

Proposition 2.7. Assume (I), (J), (M), and (S) hold. Let $K$ be a nonempty, compact, connected, unordered set of equilibria of $\Phi_{t}$ which is not a singleton. Then $s(e)>0$ for all $e \in K$.

Proof. Let $e \in K$. As in Proposition 1.1, we can find a sequence $e_{n} \in K$ such that $e_{n} \neq e$ and $e_{n} \rightarrow e$ as $n \rightarrow \infty$. We have

$$
e-e_{n}=\Phi_{t}(e)-\Phi_{t}\left(e_{n}\right) .
$$

Set $v_{n}=\left(e-e_{n} /\left\|e-e_{n}\right\|\right)$. Then

$$
\begin{equation*}
v_{n}=\Phi_{t}^{\prime}(e) v_{n}+r_{n}(t) \tag{2.1}
\end{equation*}
$$

where $r_{n}(t) \rightarrow 0$ as $n \rightarrow \infty$ pointwise in $t$. By our boundedness assumption concerning $\Phi^{\prime}$ in (S), we can assume that the

$$
r_{n}(t)=\int_{0}^{1}\left[\Phi_{t}^{\prime}\left(s e+(1-s) e_{n}\right)-\Phi_{t}^{\prime}(e)\right] v_{n} d s, \quad n \geqq 1
$$

are uniformly bounded for $t$ in $[0, \varepsilon]$. Multiplying through (2.1) by $e^{-\lambda t}$ where $\lambda$ is chosen sufficiently large, and integrating the result from zero to $\varepsilon$, we obtain

$$
\begin{aligned}
\lambda^{-1}\left(1-e^{-\lambda \varepsilon}\right) v_{n} & =\int_{0}^{\varepsilon} e^{-\lambda t} \Phi_{t}^{\prime}(e) v_{n} d t+\int_{0}^{\varepsilon} e^{-\lambda t} r_{n}(t) d t \\
& =(\lambda I-A(e))^{-1} v_{n}-\int_{\varepsilon}^{\infty} e^{-\lambda t} \Phi_{t}^{\prime}(e) v_{n} d t+\int_{0}^{\varepsilon} e^{-\lambda t} r_{n}(t) d t,
\end{aligned}
$$

where, in the second equality, we have used the Laplace transform formula for the resolvent of the generator of the semigroup $\Phi_{t}^{\prime}(e)$ (see [19, proof of Remark 5.4, Chap. 1]). By the uniform boundedness of the $r_{n}(t)$ on $[0, \varepsilon]$ and the fact that they converge pointwise to zero, $\int_{0}^{\varepsilon} e^{-\lambda t} r_{n}(t) d t \rightarrow 0$ as $n \rightarrow \infty$. Let $\alpha$ denote the measure of noncompactness [9]. Using the compactness of the resolvent and standard properties of $\alpha$, we obtain from the last formula

$$
\begin{aligned}
\lambda^{-1}\left(1-e^{-\lambda \varepsilon}\right) \alpha\left\{v_{n}\right\} & \leqq \alpha\left\{\int_{\varepsilon}^{\infty} e^{-\lambda t} \Phi_{t}^{\prime}(e) v_{n} d t\right\} \\
& \leqq \frac{M e^{(\omega(\varepsilon)-\lambda) \varepsilon}}{\lambda-\omega(e)} \alpha\left\{v_{n}\right\},
\end{aligned}
$$

where we use that $\left\|\Phi_{t}^{\prime}(e)\right\| \leqq M e^{\omega(e) t}$ for some $M \geqq 1$ and $\omega(e)$. Choosing $\lambda$ sufficiently large in the inequality above establishes that $\alpha\left\{v_{n}\right\}=0$. Hence, $v_{n}$ has a subsequence converging to a point $u$ and, by (2.1),

$$
u=\Phi_{t}^{\prime}(e) u, \quad t \geqq 0
$$

Multiplying through by $e^{-\lambda t}$ and integrating over $t \in[0, \infty)$, we get

$$
\lambda^{-1} u=(\lambda I-A(e))^{-1} u
$$

for large $\lambda$. In particular, $r_{\lambda}(e)$, the spectral radius of $(\lambda I-A(e))^{-1}$, satisfies $r_{\lambda}(e) \geqq \lambda^{-1}$ for large $\lambda$. As $r_{\lambda}(e)=(\lambda-s(e))^{-1} \geqq \lambda^{-1}$, it follows that $s(e) \geqq 0$. If $s(e)=0$, then it follows that $r_{\lambda}(e)=\lambda^{-1}$ and so $u$ is an eigenvector of $A(e)$ associated with $s(e)$. By (S), $u= \pm z(e)$, where $z(e)$ is as in (S). But then $e_{n}=e-\left\|e-e_{n}\right\| v_{n}$ is related to $e$ for some large $n$, contradicting that $K$ is unordered. This proves the proposition.

Now, the proof of Proposition 2.2 can be followed to obtain the sequences $u_{n+1}=S u_{n}$ and $v_{n+1}=S v_{n}$ where $S=\Phi_{\tau}, \tau$ as in (M), $u_{n} \ll v_{n}$ and $\operatorname{dist}_{Z}\left(u_{n} ; K\right) \rightarrow$ 0 , $\operatorname{dist}_{Z}\left(v_{n} ; K\right) \rightarrow 0$ as $n \rightarrow \infty$ with $K=\omega\left(x_{1}\right)$, a nonempty compact, connected, unordered set of equilibria. Now we need Proposition 1.2 to conclude that $K$ is a singleton. Let us see how to modify the proof of Proposition 1.2 so that we may apply it. Indeed, we can follow the proof of Proposition 1.2 through the first paragraph without change. For the remainder of the proof we take $z_{n}$ as the eigenvector of $A\left(e_{n}\right)$ corresponding to $s\left(e_{n}\right)>0$. Clearly $z_{n}$ is an eigenvector of $\Phi_{\tau}^{\prime}\left(e_{n}\right)$ associated with the eigenvalue $r\left(e_{n}\right)=e^{s\left(e_{n}\right) \tau}>1$, although $r\left(e_{n}\right)$ need not be the spectral radius of $\Phi_{\tau}^{\prime}\left(e_{n}\right)$. We need only to establish the continuity of the maps $e \mapsto z(e)$ and $e \mapsto s(e)$ in order to conclude the existence of $r>1$ and $\varepsilon>0$ such that $r\left(e_{n}\right)>r$ and $z\left(e_{n}\right) \geqq \varepsilon w$ hold for all $n$. The remainder of the proof of Proposition 1.2 can then be followed to obtain the desired contradiction.

In order to establish the continuity of the maps $e \mapsto z(e), e \mapsto s(e)$, we show that for sufficiently large $\lambda$, the resolvents $(\lambda I-A(e))^{-1}$ depend continuously on $e \in K$. Indeed, if $e_{n} \rightarrow e, A=A(e), A_{n}=A\left(e_{n}\right), T_{n}(t)=\Phi_{t}^{\prime}\left(e_{n}\right)$, and $T(t)=\Phi_{t}^{\prime}(e)$, then from the boundedness of $\Phi^{\prime}$ in $U \times[0, \varepsilon]$, where $U$ is a neighborhood of $e$ (see (S)), it follows that $\left\|T_{n}(t)\right\|,\|T(t)\| \leqq M e^{\omega t}, n \geqq 1$, for some $M \geqq 1$ and $\omega$ (see the proof of Theorem 2.2 [19, Chap. 1]). Since $T_{n}(t) \rightarrow T(t)$ in the uniform operator topology as $n \rightarrow \infty$, we can argue as in Theorem 4.2 of [19, Chap. 3] to conclude that $\left(\lambda I-A\left(e_{n}\right)\right)^{-1} \rightarrow$ $(\lambda I-A(e))^{-1}$ as $n \rightarrow \infty$ in the uniform operator topology. Note that part (b) of Theorem 4.2 of [19, Chap. 3] proves that if $T_{n}(t) \rightarrow T(t)$ in the strong topology, then the resolvents converge in the strong topology. We obtain the stronger conclusion above by virtue of the stronger hypothesis that $T_{n}(t) \rightarrow T(t)$ in the uniform topology. The spectral radius $r_{\lambda}(e)$ of $(\lambda I-A(e))^{-1}$ depends continuously on $e$ by the same arguments establishing the continuity of the spectral radius $\rho_{e}$ in § 1. Moreover, $r_{\lambda}(e)=(\lambda-s(e))^{-1}$ and $z(e)$ spans the eigenspace of $(\lambda I-A(e))^{-1}$ corresponding to $r_{\lambda}(e)$. Thus, the continuity of $s(e)$ and $z(e)$ follows as in the arguments preceding Proposition 1.1. This completes our sketch of the validity of Proposition 2.2 under the hypotheses (I), (J), (M), and (S). In particular, these assumptions can replace (I), (J), (M), (D), and $(\Sigma)$ in all the results of this section.
3. Stable convergence for local semiflows. In this section we consider the case that the semiflow $\Phi$ may not be globally defined on $X$. We assume only that $\Phi$ : Dom $\Phi \subseteq$ $X \times \mathbf{R}^{+} \rightarrow X$ is a local semiflow as defined below. Our aim will be to show that, through slight modification of the ideas in [27] and the previous section, a stable convergence result may still be obtained in this more general setting. As in § 2, we assume that $X$ is an ordered metric space.

Following Hirsch [7], we assume that $\Phi: \operatorname{Dom} \Phi \rightarrow X$, where $\operatorname{Dom} \Phi$ is an open subset in $X \times \mathbf{R}^{+}$containing $X \times\{0\}$, and $\Phi$ is continuous on Dom $\Phi$ and satisfies
(i) $\Phi_{0}=\Phi(\cdot, 0)=\mathrm{id}_{X}$
(ii) For all $s, t \geqq 0$, $\operatorname{Dom} \Phi_{s+t}=\Phi_{t}^{-1}\left(\operatorname{Dom} \Phi_{s}\right)$ and

$$
\Phi_{s+t}=\Phi_{t} \circ \Phi_{s}
$$

where $\Phi_{t}: \operatorname{Dom} \Phi_{t} \rightarrow X, \operatorname{Dom} \Phi_{t}=\{x:(x, t) \in \operatorname{Dom} \Phi\}$ and $\Phi_{t}(x)=\Phi(x, t)$ for $x \in$ Dom $\Phi_{t}$.

For each $x \in X,\left\{t \geqq 0: x \in \operatorname{Dom} \Phi_{t}\right\}=\left[0, \sigma_{x}\right)$ is a half-open interval with right-hand endpoint $\sigma_{x} \leqq+\infty$. The orbit of $x$ is $\mathcal{O}^{+}(x)=\left\{\Phi_{t}(x): 0 \leqq t<\sigma_{x}\right\}$. A set $K \subset X$ is positively invariant if it contains the orbit of each of its points. If $K$ is compact and positively invariant, then $\sigma_{x}=+\infty$ for each $x \in K$. In particular, if $\overline{\mathcal{O}^{+}(x)}$ is compact in $X$, then $\sigma_{x}=+\infty$ and the omega limit set $\omega(x)$ has the properties described in the Introduction.

We assume hereafter that $\Phi$ is monotone (order preserving) in the sense that $\Phi_{t}(x) \leqq \Phi_{t}(y)$ holds whenever $x \leqq y$ and $0 \leqq t<\min \left\{\sigma_{x}, \sigma_{y}\right\}$.

As in $\S 2$, we assume that there is an ordered Banach space $Y$ with order $\leqq_{Y}$ generated by a cone $Y_{+}$with Int $Y_{+} \neq \varnothing$ and that $Y$ and $X$ have a common subset $Z$ with the assumptions (i) and (ii) of $\S 2$ holding.

We modify the assumptions (I)-(M) of $\S 2$ as follows:

$$
\begin{equation*}
\Phi_{t}(z) \in Z, 0 \leqq t<\sigma_{z}, \text { for each } z \in Z \tag{I}
\end{equation*}
$$

There exists $\tau \geqq 0$ such that, for any $x \in X$ with $\sigma_{x}>\tau$, there is a neighborhood $U$ of $x$ in $X$ such that $\Phi_{\tau}$ is defined on $U$ and maps $U$, with the $X$ topology, continuously into $Z$, with the $Y$ topology.
(M) There exists $\tau>0$ such that if $x_{1}, x_{2} \in X$ satisfy $x_{1}<x_{2}$ and $\sigma_{x_{i}}>\tau$, then $\Phi_{\tau}\left(x_{1}\right) \ll \Phi_{\tau}\left(x_{2}\right)$, where the strong order $\ll$ is induced by Int $Y_{+}$on $Z$.
Assumptions (D) and ( $\Sigma$ ) of $\S 2$ are assumed to hold as well, where $\tau$ in assumption $(\Sigma)$ is the same as $\tau$ in (D). Alternatively, assumption (S) of Remark 3 may be assumed in place of (D) and ( $\Sigma$ ).

By taking $\tau$ sufficiently large, we may assume that the $\tau$ of (J) and (M) are identical. Indeed, if in (J), $\tau<t<\sigma_{x}$, then there exists a neighborhood $V$ contained in $U$ such that $V \times[0, t] \subset \operatorname{Dom} \Phi$ and $\Phi_{t}$ maps $V$, with the $X$ topology, continuously into $Z$, with the $Y$ topology. From (M), it is easily deduced that $\Phi_{t}\left(x_{1}\right) \ll \Phi_{t}\left(x_{2}\right)$ holds for all $t$ satisfying $\tau \leqq t<\min \left\{\sigma_{x_{1}}, \sigma_{x_{2}}\right\}$. As (D) and ( $\Sigma$ ) remain valid with $\tau$ replaced by any integral multiple of itself, it is clear that we may assume, by passing to a sufficiently large $\tau$ if necessary, that the $\tau$ of (J), (M), (D), and ( $\Sigma$ ) are identical.

The strong order-preserving property of $\Phi$ must be understood in a slightly modified form. Arguing as in Lemma 2.1, we can show that if $x_{1}, x_{2} \in X$ satisfy $\sigma_{x_{1}}, \sigma_{x_{2}}>\tau$ and $x_{1}<x_{2}$, then there exist neighborhoods $U$ of $x_{1}$ and $V$ of $x_{2}$ in $X$ such that $U \times[0, \tau]$ and $V \times[0, \tau]$ are contained in $\operatorname{Dom} \Phi$ and $\Phi_{\tau}(U) \leqq \Phi_{\tau}(V)$. Since we will usually assume that the points $x$ with which we work belong to orbits having compact closure in $X$, this modification of the strong order-preserving property will not have a significant effect.

The reader may check that the limit set dichotomy in Proposition 2.3 of [27] remains valid in the present context provided that we assume that $\overline{\mathcal{O}^{+}(x)}$ and $\overline{\mathcal{O}^{+}(y)}$ are compact in $\boldsymbol{X}$. Similarly, the sequential limit set trichotomy in Proposition 3.1 of [27] is valid if we assume that $\overline{\mathcal{O}^{+}\left(x_{0}\right)}$ is compact in $X, \overline{\mathscr{O}^{+}\left(\tilde{x}_{n}\right)}$ is compact in $X$ for each $n$, corresponding to the sequence $\tilde{x}_{n}$ approximating $x_{0}$ from below in $X$, and $\mathrm{U}_{n \geqq 1} \omega\left(x_{n}\right)$ is compact in $X$.

It is now easy to check that the improved limit set dichotomy (Proposition 2.2) and the sequential limit set trichotomy (Proposition 2.3) of § 2 remain valid, provided that we assume that the appropriate points ( $x$ and $y$ in Proposition 2.2 and $x_{0}$ and $\tilde{x}_{n}$ in Proposition 2.3) belong to orbits having compact closure in $X$. Note that hypothesis (i) of $\S 1$ is automatically satisfied since for any $t>0$ and $e \in E$ there exists an open set $U$ such that $U \times[0, t) \subset \operatorname{Dom} \Phi$.

We now introduce a local uniform compactness-of-orbits assumption on $\Phi$ which will allow us to obtain strong stability results as in Theorem 2.6 without the normality assumption of that theorem. This is important for applications to semilinear parabolic equations where the usual interpolation spaces fail to have the normality property.

We say that orbits of $\Phi$ are locally uniformly compact at $x_{0}$, provided there exists a neighborhood $U$ of $x_{0}$ such that $\sigma_{y}=+\infty$ for all $y \in U$ and

$$
\Phi\left(U \times\left[t_{0}, \infty\right)\right)
$$

has compact closure in $X$ for some $t_{0}>0$. Observe that this assumption implies that $\overline{U_{n \geqq 1} \omega\left(x_{n}\right)}$ is compact in $X$ if $x_{n}$ is a sequence approximating $x_{0}$ from below (above) in $X$ and $x_{n} \in U$ for $n \geqq 1$.

Let $x \in X$ belong to a neighborhood $U$ in $X$ such that $\overline{\mathcal{O}^{+}(y)}$ is compact in $X$ for each $y \in U$. Then we say $x$ is stable provided for each $\varepsilon>0$ there exists $\delta>0$ such that $d\left(\Phi_{t}(x), \Phi_{t}(y)\right)<\varepsilon$ for $t \geqq 0$ whenever $y \in X$ satisfies $d(x, y)<\delta$. Let $S$ denote the set of stable points in $X$. We say that $x$ is asymptotically stable if there is a neighborhood $V$ of $x$, contained in $U$, with the property that for every $\varepsilon>0$, there exists $t_{\varepsilon}>0$ such that $d\left(\Phi_{t}(x), \Phi_{t}(y)\right)<\varepsilon$ if $t \geqq t_{\varepsilon}$ and $y \in V$. Let $A$ denote the set of asymptotically stable points in $X$. Note that $A$ is open and that $A \subset S$.

The next two lemmas prepare the way for a main result of this section, Theorem 3.3 below.

Lemma 3.1. Assume that $x_{0}$ is contained in a neighborhood $U$ such that $\sigma_{y}=+\infty$ for $y \in U$ and

$$
\Phi\left(U \times\left[t_{0}, \infty\right)\right)
$$

has compact closure in $X$ for some $t_{0}>0$. Furthermore, assume that $x_{0} \in X$ can be approximated from below such that either alternative (b) or (c) of the sequential limit set trichotomy holds.

Then there exists a neighborhood $W \subset U$ of $x_{0}$ such that any point $x \in W, x<x_{0}$, is an asymptotically stable point.

Proof. Let (b) hold. From Corollary 3.2 of [27] we find a neighborhood $W$ of $x_{0}$ contained in $U$ with the following property: For each $x \in W, x<x_{0}$, there is a neighborhood $V=V_{x}$ of $x$ in $W$, a positive integer $N=N_{x}$ and a time $T=T_{x}>0$ such that

$$
u_{0} \leqq \Phi_{t}(V) \leqq \Phi_{t}\left(x_{N}\right) \quad \text { for } t \geqq T
$$

We claim that, for any $\varepsilon>0$, there is some $t_{\varepsilon}>0$ such that

$$
d\left(\Phi_{t}(v), u_{0}\right)<\varepsilon, \quad t>t_{\varepsilon}, \quad v \in V
$$

If this does not hold, we find sequences $t_{j} \rightarrow \infty, j \rightarrow \infty$ and $v_{j} \in V$ such that, for each $j$,

$$
d\left(\Phi_{t_{j}}\left(v_{j}\right), u_{0}\right)>\varepsilon>0 .
$$

By our compactness assumption we can assume, possibly after choosing a subsequence, that $\Phi_{t_{j}}\left(v_{j}\right)$ converges towards an element $w \in X, d\left(w, u_{0}\right) \geqq \varepsilon$. As

$$
u_{0} \leqq \Phi_{t_{j}}\left(v_{j}\right) \leqq \Phi_{t_{j}}\left(x_{N}\right) \rightarrow u_{0}, \quad j \rightarrow \infty
$$

we conclude that $w=u_{0}$, a contradiction.

We now consider alternative (c). From Corollary 3.2 of [27] we find a neighborhood $W$ of $x_{0}$ contained in $U$ with the following property. For each $x \in W, x<x_{0}$, there is a neighborhood $V=V_{x}$ of $x$ in $W$, a positive integer $N=N_{x}$ and a time $T=T_{x}>0$, such that

$$
\Phi_{t}\left(x_{1}\right) \leqq \Phi_{t}(V) \leqq \Phi_{t}\left(x_{N}\right) \quad \text { for } t \geqq T .
$$

We claim that, for any $\varepsilon>0$, there is some $t_{\varepsilon}>0$ such that

$$
d\left(\Phi_{t}(v), \Phi_{t}\left(x_{1}\right)\right)<\varepsilon, \quad t>t_{\varepsilon}, \quad v \in V .
$$

If this does not hold, we find sequences $t_{j} \rightarrow \infty, j \rightarrow \infty$, and $v_{j} \in V$ such that

$$
d\left(\Phi_{t_{j}}\left(v_{j}\right), \Phi_{t_{j}}\left(x_{1}\right)\right)>\varepsilon>0 .
$$

By our compactness assumption we can assume, after possibly choosing subsequences, that

$$
\Phi_{t_{j}}\left(x_{1}\right) \rightarrow w_{1}, \quad \Phi_{t_{j}}\left(v_{j}\right) \rightarrow w_{2}, \quad \Phi_{t_{i}}\left(x_{N}\right) \rightarrow w_{3}, \quad j \rightarrow \infty
$$

and

$$
d\left(w_{2}, w_{1}\right) \geqq \varepsilon>0, \quad w_{1}, w_{3} \in \omega\left(x_{1}\right)=\omega\left(x_{N}\right) .
$$

From the compatibility between order and topology we conclude that

$$
w_{1} \leqq w_{2} \leqq w_{3} .
$$

The nonordering principle implies $w_{1}=w_{3}$; hence $w_{1}=w_{2}$, a contradiction.
Lemma 3.2. Let $x_{0} \in X$ be such that it can be approximated both from below and from above. Furthermore, assume that $x_{0}$ is contained in a neighborhood $U$ such that $\sigma_{y}=+\infty$ for $y \in U$ and

$$
\Phi\left(U \times\left[t_{0}, \infty\right)\right)
$$

has compact closure in $X$ for some $t_{0}>0$.
(a) Let alternative (a) of the sequential limit set trichotomy hold both below and above $x_{0}$. Then $x_{0}$ is a stable point.
(b) Let alternative (c) of the sequential limit set trichotomy hold both below and above $x_{0}$. Then $x_{0}$ is an asymptotically stable point.

Proof. We first consider (a). So we have sequences

$$
\begin{aligned}
& x_{n}<x_{n+1}<x_{0}<y_{n+1}<y_{n}, \quad x_{n} \rightarrow x_{0}, \quad y_{n} \rightarrow x_{0}, \quad n \rightarrow \infty, \\
& \omega\left(x_{n}\right)<\omega\left(x_{n+1}\right)<u_{0}=\omega\left(x_{0}\right)<\omega\left(y_{n+1}\right)<\omega\left(y_{n}\right),
\end{aligned}
$$

where

$$
\lim _{n \rightarrow \infty} \operatorname{dist}\left(\omega\left(x_{n}\right), u_{0}\right)=\lim _{n \rightarrow \infty} \operatorname{dist}\left(\omega\left(y_{n}\right), u_{0}\right)=0 .
$$

By Corollary 3.2 of [27] we have neighborhoods $U_{n}$ of $x_{0}$ in $U$ and times $t_{n}>0$ such that

$$
\Phi_{t}\left(x_{n}\right) \leqq \Phi_{t}\left(U_{n}\right) \leqq \Phi_{t}\left(y_{n}\right), \quad t \geqq t_{n} .
$$

If $x_{0}$ is not a stable point, we find $z_{j} \rightarrow x_{0}, s_{j} \rightarrow \infty$, such that, for all $j$,

$$
d\left(\Phi_{s_{i}}\left(z_{j}\right), \Phi_{s_{j}}\left(x_{0}\right)\right)>\varepsilon>0 .
$$

After choosing appropriate subsequences we can assume that $s_{j}>t_{j}, z_{j} \in U_{j}$, hence

$$
\Phi_{s_{j}}\left(x_{j}\right) \leqq \Phi_{s_{j}}\left(z_{j}\right) \leqq \Phi_{s_{j}}\left(y_{j}\right)
$$

By our compactness assumption, we can assume, after choosing subsequences, that

$$
\Phi_{s_{j}}\left(x_{j}\right) \rightarrow w_{1}, \quad \Phi_{s_{j}}\left(z_{j}\right) \rightarrow w_{2}, \quad \Phi_{s_{j}}\left(y_{j}\right) \rightarrow w_{3}, \quad j \rightarrow \infty .
$$

In particular,

$$
w_{1} \leqq w_{2} \leqq w_{3}, \quad d\left(w_{2}, u_{0}\right) \geqq \varepsilon .
$$

The monotonicity of the flow implies that, for each $j$,

$$
\omega\left(x_{j}\right)<w_{1} \leqq w_{2} \leqq w_{3}<\omega\left(y_{j}\right) .
$$

This implies $w_{1}=u_{0}=w_{2}=w_{3}$, a contradiction.
We consider the situation in (b). So we have the sequences

$$
x_{n}<x_{n+1}<x_{0}<y_{n+1}<y_{n}, \quad x_{n} \rightarrow x_{0}, \quad y_{n} \rightarrow x_{0}, \quad n \rightarrow \infty,
$$

where

$$
\omega\left(x_{n}\right)=\omega\left(x_{0}\right)=\omega\left(y_{n}\right) .
$$

Using that the semiflow is strongly order preserving we find a neighborhood $V$ of $x_{0}$ in $U$ and a time $T>0$ such that

$$
\Phi_{t}\left(x_{1}\right) \leqq \Phi_{t}(V) \leqq \Phi_{t}\left(y_{1}\right), \quad t>T .
$$

Arguing as in the proof of Lemma 3.1 case (c), we find: For any $\varepsilon>0$ there is some $t_{\varepsilon}>0$ such that

$$
d\left(\Phi_{t}(v), \Phi_{t}\left(x_{0}\right)\right)<\varepsilon, \quad t>t_{\varepsilon}, \quad v \in V .
$$

This completes our proof.
We can now state the main result of this section.
Theorem 3.3. Let $X_{0}$ be an open subset of $X$ such that every point of $X_{0}$ can be approximated both from above and from below in $X$. Assume that either
(a) $X$ is normally ordered, every orbit starting in $X_{0}$ has compact closure in $X$ and, for any convergent monotone sequence $x_{n}$ in $X_{0}, \cup_{n \geqq 1} \omega\left(x_{n}\right)$ has compact closure in $X$, or
(b) Each point of $X_{0}$ belongs to a neighborhood $U$ such that $U \times[0, \infty) \subset \operatorname{Dom} \Phi$ and

$$
\Phi\left(U \times\left[t_{0}, \infty\right)\right) \text { has compact closure in } X \text { for some } t_{0}>0 .
$$

Then $A \subset S \subset C$ and

$$
X_{0} \cap(A \cup \operatorname{Int} S)
$$

is dense in $X_{0}$. In particular, $X_{0}$ contains a dense open subset of stable convergent points.
Proof. We consider only the case where (b) holds, since the other case follows simply as in Theorem 3.9 of [27]. It is sufficient to show that

$$
U \cap(A \cup \operatorname{Int}(S \cap C)) \neq \varnothing
$$

for any open subset $U$ of $X_{0}$. Assume that $U \cap A=\varnothing$. Let $x_{0}$ be an arbitrary element in $U$. By assumption $x_{0}$ can be approximated from below and above. If the alternatives (b) or (c) of the limit set trichotomy hold below $x_{0}$ or above $x_{0}, U \cap A \neq \varnothing$, because $x_{0}$ is then approximated by asymptotically stable points. See Lemma 3.1. Hence, alternative (a) has to hold below $x_{0}$ and above $x_{0}$. Therefore, $x_{0}$ is a stable convergent point by Lemma 3.2(a). Since $x_{0}$ was an arbitrary point in $U$ we have $U \subset S \cap C$. As $U$ is open we have $U \subset \operatorname{Int}(S \cap C)$. This implies the assertion. Note that $A \subset S \subset C$ follows as in Proposition 2.5.

Corollary 3.4. Let $X$ contain a dense open set $X_{0}$ satisfying one of the assumptions (a) or (b) of the previous theorem. Then $A \cup \operatorname{Int} S$ is open and dense in $X$.

Theorem 2.4 and Corollary 3.4 imply that, from a topological point of view, convergence to equilibrium occurs for a "large" set of initial data for strongly orderpreserving semiflows enjoying the properties assumed to hold in this paper. Another notion of a "large" set, in finite dimensions, is a set whose complement has Lebesgue measure zero. We can establish that the set of nonconvergent points has measure zero in finite dimensions by showing that the set of such points on any totally ordered arc is at most countable and then applying Fubini's theorem. Thus, a natural extension of this notion of the scarcity of nonconvergent points, to infinite dimensions, is that any totally ordered arc contains at most countably many nonconvergent points. Such a result for quasi-convergent points was obtained by Hirsch [7, Thm. 7.3]. If we restrict ourselves to totally ordered arcs as opposed to sets, this result does not require the separability of the space $X$. Below we extend this result to convergent points as well as obtain a stronger result with the additional compactness hypothesis required for the sequential limit set trichotomy.

Recall that a totally ordered arc is the continuous image of a nontrivial interval $I \subseteq \mathbf{R}$ under a map $\psi: I \rightarrow X$ such that $\psi(s)<\psi(t)$ whenever $s, t \in I$ and $s<t$.

Theorem 3.5. Let J be a totally ordered arc of points belonging to orbits with compact closure in $X$. Then $J \backslash C$ is at most countable. If, furthermore, for every convergent sequence $x_{n} \in J, \overline{\bigcup_{n \geqq 1} \omega\left(x_{n}\right)}$ is compact in $X$, then $J \backslash C$ consists of isolated points of $J$.

Proof. Let $W=\overline{\Phi([0, \infty) \times J)}$. Then the continuity of $\Phi$ implies that $W$ is a separable metric space which is positively invariant under $\Phi$. Hence, we may as well assume from the beginning that $X$ is separable since we can always pass to the space $W$.

We next establish that if $x \in J$ and

$$
\inf \{\operatorname{dist}(\omega(x), \omega(y)): y \in J, y \neq x\}=0
$$

then $x \in C$. Choose a sequence $x_{n} \in J, x_{n} \neq x$, such that $\operatorname{dist}\left(\omega\left(x_{n}\right), \omega(x)\right) \rightarrow 0, n \rightarrow \infty$. We may assume that $x_{n}<x$ for all $n$. Taking a subsequence, we can conclude from Proposition 2.2 that either $\omega\left(x_{n}\right)=\omega(x)$ holds for some $n$ or $\omega\left(x_{n}\right)<\omega(x)$ holds for all $n$. In the first case $x$ is convergent. In the second case we choose $y_{n} \in \omega\left(x_{n}\right), z_{n} \in \omega(x)$, such that $d\left(y_{n}, z_{n}\right) \rightarrow 0, n \rightarrow \infty$. As $\omega(x)$ is compact we can assume, possibly by passing to a subsequence, that $y_{n}, z_{n} \rightarrow z \in \omega(x)$. As $y_{n} \leqq \omega(x)$, we conclude that $z \leqq \omega(x)$ and $z \in \omega(x)$ implies that $\omega(x)=\{z\}$ by the nonordering principle [27, Prop. 22]. Again, $x$ is a convergent point, establishing our claim.

Now, if $x \in J \backslash C$, we find, by the claim of the previous paragraph, that there exists a neighborhood $U_{x}$ of $\omega(x)$ such that $U_{x} \cap \omega(y)=\varnothing$ for every $y \in J, y \neq x$. By the axiom of choice we have a mapping $x \mapsto u_{x} \in \omega(x) \subset U_{x}$ from $J \backslash C$ into $X$ which is injective. As $X$ is separable, it has a countable base and we may obtain a neighborhood $V_{x} \subset U_{x}$ for each $x \in J \backslash C$, where $V_{x}$ belongs to the countable base. A second application of the axiom of choice gives an injective mapping from $J-C$ into the countable base by $x \mapsto V_{x}$. This establishes the countability of $J-C$.

Assume the stronger assumption holds that for each convergent sequence $x_{n} \in$ $J, \overline{\bigcup_{n} \geqq 1} \omega\left(x_{n}\right)$ is compact in $X$. If $x$ were not an isolated point of $J-C$ relative to $J$, then we could approximate $x$ by a monotone sequence of points of $J-C$. But, as $x \in J-C$, this violates the sequential limit set trichotomy.
4. Applications. In this section we apply our theory to an abstract parabolic evolution equation and a concrete parabolic initial/boundary problem as well as to a system of quasi-monotone functional differential equations.
4.1. An abstract parabolic evolution equation. We consider the Cauchy problem

$$
\begin{equation*}
\frac{d u}{d t}+A u=f(u) \tag{SPE}
\end{equation*}
$$

and compare the results provided by our theory with those obtained by Poláčik [20].
We assume that $A$ is a sectorial operator on a Banach space $X^{0}$ with compact resolvent $(\lambda I-A)^{-1}$ and $\operatorname{Re} \sigma(A)>0$, where $\sigma(A)$ denotes the spectrum of $A$.

For $\nu>0, X^{\nu}$ denotes the domain of the fractional power $A^{\nu}$ with the corresponding graph norm which makes it a Banach space.

We fix some $0 \leqq \alpha<1 . X^{\alpha}$ is going to be our basic state space.
We require the following properties for $f$ :
(f1) $\quad f: X^{\alpha} \rightarrow X$ is $C^{1}$.
(f2) $\quad f$ maps bounded sets in $X^{\alpha}$ onto bounded sets in $X$.
By Theorems 3.3.3 and 3.3.4 of [3] the solutions $u$ of (SPE) induce a local semiflow $\Phi$ on $X^{\alpha}$ by $\Phi_{t}(u(0))=u(t)$. The maximal interval of existence of $\Phi_{t}(x)$ is denoted by $\sigma_{x}$.

It follows from Corollary 3.4.6 of [3] that $\Phi$ is continuously differentiable as a mapping from $X^{\alpha} \times(0, \infty)$ into $X^{\alpha}$ on its domain of existence. (SPE) then implies that $\Phi_{t}(x)$ is a continuous function of $t$ from $\left(0, \sigma_{x}\right)$ into $X^{1}$.

As $A$ has a compact resolvent and we have assumed (f2), $\Phi_{t}$, for $t>0$, maps bounded sets in $X^{\alpha}$ into bounded sets in $X^{\beta}, \alpha<\beta<1$, and, hence, into compact sets in $X^{\alpha}$. See the proof of Theorem 3.3.6 and Theorem 1.4.8 of [3]. In particular, sets $\Phi\left(B \times[\varepsilon, \infty)\right.$ ) with $B \subset X^{\alpha}$, which are defined and bounded in $X^{\alpha}$ for $\varepsilon=0$, are relatively compact in $X^{\alpha}$ for $\varepsilon>0$.

We assume that $X^{0}$ is an ordered Banach space under a partial ordering $\leqq$. Our essential requirement is that there is some $\beta \in[\alpha, 1)$ such that $X^{\beta}$ is strongly ordered by the induced ordering $\leqq$, i.e., the positive cone $X_{+}^{\beta}$ has nonempty open interior in $X^{\beta}$ and that

$$
\begin{equation*}
\Phi_{t}(y)-\Phi_{t}(x) \in \operatorname{Int} X_{+}^{\beta}, \quad t>0, \quad x<y \tag{P}
\end{equation*}
$$

$x, y \in X^{\alpha}, t$ in the common interval of existence. (P) is formally weaker than Poláčik's assumption (M4) because it only involves solutions and not subsolutions to (SPE). $(\mathrm{P})$ implies, in particular, assumptions ( J ) and ( M ) in § 3.
$\Phi_{t}$ restricts to a continuously differentiable (in the state variable) local semiflow on $X^{\beta}$ since $f$ restricts to a $C^{1}$ map on $X^{\beta}$. Hence (I) holds.

We verify that (S) of Remark $3, \S 2$ holds. For $e \in E$, we have already noted that $\Phi_{t}$ is continuously differentiable in an $X^{\beta}$ neighborhood of $e$. From Theorem 3.4.4 of [3], it follows that $\Phi_{t}^{\prime}(e)$ defines a strongly continuous semiflow on $X^{\beta}$ generated by $A(e)=-A+f^{\prime}(e) . A(e)$ is sectorial and $(\mu I-A(e))^{-1}$ maps $X^{0}$ continuously into $X^{1}$ and hence restricts to a compact operator on $X^{\beta}$. Thus $A(e)$ has compact resolvent. For each $e \in E$ and $\varepsilon>0$ there exists a neighborhood $U^{\prime}$ of $e$ such that $U^{\prime} \times[0, \varepsilon] \subset$ Dom $\Phi$. Using again Theorem 3.4.4 of [3], standard Gronwall estimates, and continuity of $\Phi_{t}$ on $X^{\beta}$, we can verify that there is a neighborhood $U$ containing $e$ in $U^{\prime}$ such that $\Phi^{\prime}(U \times[0, \varepsilon])$ is a bounded set in $L\left(X^{\beta}\right)$.

The remaining hypotheses in (S) concerning the spectrum of $A(e)$ must be added to our hypothesis:
(SP) For each $e \in E$, the spectral bound $s(e)=\sup \{\operatorname{Re} \lambda: \lambda \in \sigma(A(e))\}$ has the property that if $s(e) \geqq 0$, then $N(s(e) I-A(e))$ is spanned by an element $z(e)$ belonging to Int $X^{\beta}$.
We note that (SP) follows immediately from (M3) of Poláčik (see [20, beginning of § 3]).

In the following results we assume that (f1), (f2), (P), and (SP) hold. Theorem 4.1 follows from the first assertion of Theorem 3.5 and Theorem 4.2 from Theorem 3.3 with hypothesis (b).

Theorem 4.1. Let $J$ be a totally ordered arc of points in $X^{\alpha}$, the orbits of which are defined for all $t \geqq 0$, and are bounded. Then the set of nonconvergent points on $J$ is at most countable.

Theorem 4.2. Let $U$ be an open subset of $X^{\alpha}$ with the following property. For any $u \in U$ there is a neighborhood $V$ of $u$ in $U$ such that $V \times[0, \infty) \subset \operatorname{Dom} \Phi$ and

$$
\Phi(V \times[0, \infty))
$$

is bounded in $X^{\alpha}$. Then $U$ contains a dense open subset of stable convergent points.
Theorems 4.1 and 4.2 express that the set of nonconvergent points is small. They should be compared to Poláčik's Corollary 5.3 in [20]. We obtain a stronger conclusion in Theorem 4.2 than [20, Cor. 5.3], namely, that $U$ contains a dense open set of stable convergent points rather than a residual set of convergent points, assuming more compactness. We can dispense with the technical conditions (SM1) and (SM2) in [20] and, more importantly, need $f \in C^{1}$ rather than $f \in C^{2}$ as in [20].

The results for abstract parabolic evolution equations can be applied to scalar parabolic initial boundary value problems

$$
\begin{aligned}
& \partial_{t} u-\mathscr{A} u=g(x, u, \nabla u), \quad x \in \Omega, \\
& B u=0, \quad x \in \partial \Omega, \\
& u(0, x)=u_{0}(x), \quad x \in \Omega,
\end{aligned}
$$

where $\Omega$ is a bounded domain in $\mathbf{R}^{N}$ with sufficiently smooth boundary $\partial \Omega$ and $\mathscr{A}$ is a uniformly elliptic second-order operator and $B$ a suitable boundary operator, in essentially the same way as done by Poláčik. Our hypotheses (P) and (SP) can be verified by application of the strong maximum principle for parabolic equations. We need $g \in C^{1}$ instead of $C^{2}$ and can dispense with Poláčik's assumption (6.8) in the case of Dirichlet boundary conditions.
4.2. Quasi-monotone functional differential equations. Consider the functional differential equation
(FDE)

$$
x^{\prime}(t)=f\left(x_{t}\right)
$$

where $f: C_{r} \rightarrow \mathbf{R}^{n}$ is $C^{1}, r=\left(r_{1}, r_{2}, \cdots, r_{n}\right)>0, C_{r}=\prod_{i=1}^{n} C\left(\left[-r_{i}, 0\right], \mathbf{R}\right)$. If $x^{i}(t)$ is defined and continuous on [ $-r_{i}, \sigma$ ), $\sigma>0,1 \leqq i \leqq n$, and $0 \leqq t<\sigma$, then $x_{t} \in C_{r}$ is given by $x_{t}=\left(x_{t}^{1}, x_{t}^{2}, \cdots, x_{t}^{n}\right)$ where $x_{t}^{i}(\theta)=x_{i}(t+\theta),-r_{i} \leqq \theta \leqq 0$. Given $\phi \in C_{r}$, (FDE) has a unique solution $x(t ; \phi)$ on a maximal interval of existence $\left[0, \sigma_{\phi}\right)$ satisfying $x_{0}^{i}=\phi^{i}$. The system (FDE) generates a (local) semiflow $\Phi$ on $C_{r}$ given by

$$
\Phi_{t}(\phi)=x_{t}(\phi), \quad 0 \leqq t<\sigma_{\phi} .
$$

Let $C_{r}^{+}=\prod_{i=1}^{n} C\left(\left[-r_{i}, 0\right], \mathbf{R}_{+}\right)$be the cone of nonnegative functions in $C_{r}$ and note that Int $C_{r}^{+}$consists of the functions each of whose components is positive on its domain.

Let $U$ be an open subset of $C_{r}$ which is positively invariant for (FDE); that is, $\Phi_{t}(\phi) \in U$ for $0 \leqq t<\sigma_{\phi}$, for all $\phi \in U$. Following [24], we introduce the following hypotheses:
(K) For all $\psi \in U$ and $\phi \in C_{r}^{+}$with $\phi_{i}(0)=0$,

$$
f_{i}^{\prime}(\psi)(\phi) \geqq 0 .
$$

The derivative $f_{i}^{\prime}(\psi)$, of $f_{i}$, appearing in (K) can be represented as

$$
f_{i}^{\prime}(\psi)(\phi)=\sum_{j=1}^{n} \int_{-r_{j}}^{0} \phi_{j}(\theta) d \eta_{i j}(\theta)
$$

where $\eta_{i j}=\eta_{i j}(\theta ; \psi): \mathbf{R} \rightarrow \mathbf{R}$ satisfy

$$
\begin{aligned}
& \eta_{i j}(\theta)=\eta_{i j}(0), \quad \theta \geqq 0, \\
& \eta_{i j}(\theta)=0, \quad \theta \leqq-r_{j}, \\
& \eta_{i j} \in B V\left[-r_{j}, 0\right] \text { and is continuous from the left on }\left(-r_{j}, 0\right) .
\end{aligned}
$$

As noted in [24], ( K ) is equivalent to assuming that $\eta_{i j}$ is nondecreasing on [ $-r_{j}, 0$ ], $i \neq j$, and $\eta_{i i}$ is nondecreasing on $\left[-r_{i}, 0\right)$.

In addition, we introduce the following hypotheses.
(R) For each $\psi \in U$, the $n \times n$ matrix

$$
\left(\eta_{i j}(0 ; \psi)\right)
$$

is irreducible.
For every $j$ for which $r_{j}>0$, there exists $i$ such that for all $\psi \in U$ and all small $\varepsilon>0$

$$
\eta_{i j}\left(-r_{j}+\varepsilon ; \psi\right)>0
$$

We refer the reader to [24] for additional motivation for the hypotheses above. Recall that a matrix is irreducible if it does not leave invariant any nontrivial coordinate subspaces. If $f$ satisfies (K), (R), and (S) on $U$, then $f$ is cooperative and irreducible in $U$.

In order to insure that (FDE) generates a (global) semiflow with appropriate compactness hypotheses we will also assume the following:
(T) $\quad f$ maps bounded subsets of $U$ to bounded sets in $\mathbf{R}^{n}$. For each $\psi \in U$ the orbit $\mathscr{O}^{+}(\psi)=\left\{x_{t}(\psi): t \geqq 0\right\}$ exists and is bounded. Moreover, assume that there is a closed bounded subset $B \subset U$ such that $\omega(\psi) \subset B$ for all $\psi \in U$, where $\omega(\psi)$ is the omega limit set of $\mathscr{O}^{+}(\psi)$.

Hypothesis (T) is easily seen to imply that the compactness assumptions of Theorem 3.3(a) hold. Indeed, if $\left\{\psi_{n}\right\}$ is a convergent sequence, then $\cup_{n \geqq 1} \omega\left(\psi_{n}\right)$ is an invariant set contained in the closed and bounded subset $B$. Since $f$ is bounded on bounded sets, $\Phi_{t}$ is completely continuous for large $t$ [24] so it follows that $U_{n \geqq 1} \omega\left(\psi_{n}\right)$ has compact closure in $B$.

In the following result, we summarize several important consequences of our assumptions.

Proposition 4.3. Let $f$ satisfy ( K ), ( R ), ( S ), and ( T ). Then $\Phi_{t}$ is an eventually strongly monotone $C^{1}$-semiflow on $U$; that is, if $\psi, \phi \in U$, and $\phi<\psi$, then

$$
x_{t}(\phi) \ll x_{t}(\psi) \quad \text { for } t \geqq(n+1) \max r_{i}
$$

If $e \in U$ is an equilibrium point of $(\mathrm{FDE})$, then $\left\{T_{e}(t) \equiv \Phi_{t}^{\prime}(e)\right\}_{t \geqq 0}$ is a strongly continuous semigroup and $y_{t}=\Phi_{t}^{\prime}(e) \phi$ satisfies

$$
y^{\prime}(t)=L\left(y_{t}\right), \quad L(\psi)=f^{\prime}(e) \psi, \quad y_{0}=\phi
$$

Moreover, $T_{e}(t)$ is compact and strongly positive for $t \geqq(n+1) \max r_{i}$.

Proof. The proof follows immediately from Theorem 3.1 of [24].
Theorem 4.4. Let $f$ satisfy (K), (R), (S), and (T). Then $U$ contains an open and dense set of stable convergent points.

Theorem 4.4 follows from Theorem 3.3(a) using the normality of $C_{r}$. Concrete examples where the above result applies appear in [24], [25], and [27].
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#### Abstract

J. Smillie [J. Differential Equations, 64 (1986), pp. 165-194] proves that a bounded solution of a smooth autonomous tridiagonal competitive or cooperative system of differential equations converges to an equilibrium. This result is extended to $\omega$-periodic systems, showing that every bounded solution is asymptotic to an $\omega$-periodic solution, at the same time relaxing Smillie's smoothness requirements. In addition, it is shown that the Floquet multipliers of an $\omega$-periodic solution are positive, simple, and have distinct absolute values.
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Introduction. We consider the nonlinear periodic tridiagonal system

$$
\begin{align*}
& y_{1}^{\prime}=f_{1}\left(t, y_{1}, y_{2}\right), \\
& y_{j}^{\prime}=f_{j}\left(t, y_{j-1}, y_{j}, y_{j+1}\right), \quad 2 \leqq j \leqq n-1,  \tag{0.1}\\
& y_{n}^{\prime}=f_{n}\left(t, y_{n-1}, y_{n}\right),
\end{align*}
$$

where $f=\left(f_{1}, f_{2}, \cdots, f_{n}\right)$ is defined on $\mathbf{R} \times \mathscr{O}, \mathcal{O}$ a nonempty open subset of $\mathbf{R}^{n}$. We assume that the $f_{i}$ and their partial derivatives with respect to the $y_{j}$ are continuous in $\mathbf{R} \times \mathcal{O}$ and that there exist $\delta_{i} \in\{-1,+1\}, 1 \leqq i \leqq n-1$, such that

$$
\begin{equation*}
\delta_{i} \frac{\partial f_{i}}{\partial y_{i+1}}>0, \quad \delta_{i} \frac{\partial f_{i+1}}{\partial y_{i}}>0, \quad 1 \leqq i \leqq n-1 \tag{0.2}
\end{equation*}
$$

holds for all values of the arguments $(t, y) \in \mathbf{R} \times \mathcal{O}$. It will be assumed that there exists $\omega>0$ such that

$$
\begin{equation*}
f(t+\omega, y)=f(t, y), \quad(t, y) \in \mathbf{R} \times \mathscr{O} . \tag{0.3}
\end{equation*}
$$

Finally, concerning the open set $\mathcal{O}$, we assume that each of the coordinate projections $\mathscr{O}_{1} \subseteq \mathbf{R}^{2}$ of $\mathscr{O}$ onto the ( $y_{1}, y_{2}$ ) plane, $\mathcal{O}_{n} \subseteq \mathbf{R}^{2}$ of $\mathscr{O}$ onto the ( $y_{n-1}, y_{n}$ ) plane, and $\mathscr{O}_{j} \subseteq \mathbf{R}^{3}$ of $\mathcal{O}$ onto the ( $y_{j-1}, y_{j}, y_{j+1}$ ) space, $2 \leqq j \leqq n-1$, are nonempty convex subsets.

Autonomous systems of the form (0.1) satisfying (0.2) where $f_{i}$ was assumed to be $n-1$ times differentiable with respect to the $y_{j}$ were considered by Smillie [18]. With these hypotheses, Smillie shows that every bounded orbit converges to an equilibrium. We extend this result by showing that every bounded orbit of (0.1) is asymptotic to an $\omega$-periodic solution of (0.1), at the same time relaxing Smillie's smoothness assumptions. In the autonomous case, we obtain his result with only the assumption that $f \in C^{1}$.

The requirement (0.2) implies that the Jacobian matrix, $\partial f / \partial y$, corresponding to ( 0.1 ), is tridiagonal and sign symmetric in the sense that $\partial f_{i} / \partial y_{i+1}$ and $\partial f_{i+1} / \partial y_{i}$ have the same sign, namely, $\delta_{i}$. In case $\delta_{i}=-1$ for all $i,(0.1)$ is called competitive and if $\delta_{i}=+1$ for all $i$ then (0.1) is called cooperative. The change of variables $\bar{y}_{i}=\mu_{i} y_{i}$,

[^88]$\mu_{i} \in\{-1,+1\}, 1 \leqq i \leqq n$, transforms (0.1) to a new system of the same type, satisfying (0.2), where now $\bar{\delta}_{i}=\mu_{i} \mu_{i+1} \delta_{i}$. It is clear that we may choose the $\mu_{i}, 1 \leqq i \leqq n$, so that $\mu_{i} \mu_{i+1}=\delta_{i}$ for $1 \leqq i \leqq n-1$. Indeed, set $\mu_{1}=1, \mu_{i}=\delta_{i-1} \mu_{i-1}, 2 \leqq i \leqq n$. After such a change of variables we may always assume that (0.1) is cooperative. Note also that the time reversed system is again a system of type (0.1) satisfying (0.2) and (0.3) with the signs of $\delta_{i}$ reversed.

System (0.1) with the assumption (0.2) can be viewed as a monotone dynamical system in the sense that the Poincaré (period) map preserves a partial ordering on $\mathbf{R}^{n}$. There is now an extensive literature on monotone dynamical systems, beginning with the path-breaking work of M. W. Hirsch [9]-[12] for monotone semiflows. The results of Hirsch and later improvements by Matano [15], Smith and Thieme [22], [23], and Poláčik [17] established that most orbits of a strongly order-preserving semiflow converge to the set of equilibria. These results, of course, apply only to autonomous systems. Smillie's result stands out in that all bounded orbits converge.

The theory of discrete-time monotone dynamics is significantly more complicated than its continuous-time counterpart. There has been much recent work following the early studies of Alikakos and Hess [1] and Alikakos, Hess, and Matano [2]. Examples of stable $k$-cycles, $k \geqq 2$, for strongly order-preserving discrete-time dynamical systems have been given by Takáč [26], [27] and by Dancer and Hess [28]. In the example given in [27], the dynamics is generated by the Poincaré map for a cooperative and irreducible time-periodic four-dimensional vector field. These examples show that the limit set dichotomy of Hirsch [9], [10], [12] for strongly monotone semiflows does not carry over to strongly monotone discrete-time dynamical systems and that we cannot expect to prove that "most orbits" of a strongly monotone discrete-time dynamical system converge to the set of equilibria (fixed points). Convergence for strongly monotone discrete-time dynamical systems has been established by Takáč [25] in the case that all equilibria are Lyapunov stable and additional technical assumptions. This result improved the previously mentioned work of Alikakos and Hess [1] and Alikakos, Hess, and Matano [2].

In a certain sense, our results here are natural generalizations of the results of de Mottoni and Schiaffino [4] and Hale and Somolinos [7], who proved that all solutions of two-dimensional $\omega$-periodic competitive or cooperative systems are asymptotic to $\omega$-periodic solutions. See also [19] and [20] for extensions of this work.

The proof of our main result, namely, that every bounded solution $y(t)$ of (0.1) is asymptotic to an $\omega$-periodic solution, uses the main technique introduced by Smillie and which is also used in a related form by Smith with Mallet-Paret in [13], by Fusco and Oliva in [6], and by Smith in [21]. An integer-valued function is introduced which has the property that it is a Lyapunov function for a certain class of linear systems including the variational equation corresponding to ( 0.1 ). In other words, this function is defined for all but an at most finite set of points $t$ along a nontrivial solution of the linear system, is locally constant near points where it is defined, and strictly decreases as $t$ increases through points where it is not defined. The nature of the domain of this Lyapunov function, together with the fact that the solution of the linear system belongs to this domain for almost all values of $t$, places strong restrictions on the signs of components of the solution and leads to the proof of our main result, Theorem 2.2. The Lyapunov function also places strong restrictions on the Floquet multipliers of an $\omega$-periodic solution of ( 0.1 ). In Theorem 1.3 we show that all multipliers are distinct and positive.

The idea of using integer-valued Lyapunov functions in dynamical systems seems to go back to the work of Nickel [16] and later to that of Matano [14], where the
so-called lap number is introduced as a count of the number of sign changes of a solution $u(t, x)$ of a scalar reaction diffusion equation on an interval $0 \leqq x \leqq L$. As $t$ increases this number cannot increase. The lap number has been used by Henry [8] and Angenent [3] to establish the Morse-Smale property for scalar reaction diffusion equations. See also Fiedler and Mallet-Paret [5].

The paper is organized as follows. In § 1 we introduce the Lyapunov function and use it to study certain linear systems which include the variational equation along a solution of ( 0.1 ). Theorem 1.3 concerning Floquet multipliers is also proved. In § 2 we prove our main result, Theorem 2.2, by applying the results of $\S 1$ to the difference of two solutions of ( 0.1 ), which satisfies an appropriate linear system.

1. Linear systems. Consider the linear system

$$
\begin{align*}
& x_{1}^{\prime}=a_{11} x_{1}+a_{12} x_{2}, \\
& x_{j}^{\prime}=a_{j j-1} x_{j-1}+a_{j j} x_{j}+a_{j j+1} x_{j+1}, \quad 2 \leqq j \leqq n-1,  \tag{1.1}\\
& x_{n}^{\prime}=a_{n n-1} x_{n-1}+a_{n n} x_{n},
\end{align*}
$$

where the $a_{i j}$ are continuous functions defined on a nontrivial interval $I$ and

$$
\begin{array}{lll}
a_{j j+1}(t)>0 & \text { on } I, & 1 \leqq j \leqq n-1,  \tag{1.2}\\
a_{j j-1}(t)>0 & \text { on } I, & 2 \leqq j \leqq n .
\end{array}
$$

Following [18], we define the continuous map

$$
\sigma: \Lambda \rightarrow\{0,1,2, \cdots, n-1\}
$$

on

$$
\begin{aligned}
& \Lambda=\left\{v \in \mathbf{R}^{n}: v_{1} \neq 0, v_{n} \neq 0 \text { and if } v_{i}=0\right. \\
& \left.\quad \text { for some } i, 2 \leqq i \leqq n-1, \text { then } v_{i-1} v_{i+1}<0\right\}
\end{aligned}
$$

by

$$
\sigma(v)=\#\left\{i: v_{i} v_{i+1}<0\right\} .
$$

Here, \# denotes the cardinality of the set. Note that $\Lambda$ is open and dense in $\mathbf{R}^{n}$ and $\Lambda$ is the maximal domain on which $\sigma$ is continuous.

A second integer-valued function was introduced in [13] and in [6]. In [21], Smith extends the applicability of this function to a class of linear systems including (1.1). This map is defined by

$$
N: \mathcal{N} \rightarrow\{0,1,2, \cdots, n\}
$$

on

$$
\mathcal{N}=\left\{v \in \mathbf{R}^{n}: \text { if } v_{i}=0 \text { for some } i, 1 \leqq i \leqq n, \text { then } v_{i-1} v_{i+1}<0\right\},
$$

where $i$ is to be interpreted modulo $n(0 \sim n, n+1 \sim 0)$, and

$$
N(v)=\#\left\{i: v_{i} v_{i-1}<0\right\} .
$$

It is not hard to see that $N$ is continuous on its domain $\mathcal{N}$, which is open, and that $N$ takes only even values in $\{0,1,2, \cdots, n\}$.

Clearly, we have

$$
\begin{equation*}
\Lambda \subset \mathcal{N} \tag{1.3}
\end{equation*}
$$

and

$$
N(v)= \begin{cases}\sigma(v), & v_{1} v_{n}>0,  \tag{1.4}\\ \sigma(v)+1, & v_{1} v_{n}<0\end{cases}
$$

for all $v \in \Lambda$.
A special case of the main result in [21] is the following.
Proposition 1.1. If $x(t)$ is a nontrivial solution of (1.1) on I then
(i) $x(t) \in \mathcal{N}$ except possibly for isolated values of $t$.
(ii) If $x(s) \notin \mathcal{N}$ for some $s \in \operatorname{int} I$ then $N(x(s+))<N(x(s-))$.

Assertion (i) implies that if $x(s) \notin \mathcal{N}$ then there exists $\varepsilon>0$ such that $x(t) \in \mathcal{N}$ for $0<|t-s|<\varepsilon$. The continuity of $N$ on $\mathcal{N}$ implies that $N(x(t))$ is constant on $(s-\varepsilon, s)$ and on $(s, s+\varepsilon) . N(x(t))$ decreases by a positive multiple of 2 as $t$ increases through $s$. The notation int $I$ denotes the interior of the interval $I$ and $N(x(s+))$ denotes the limit of $N(x(t))$ as $t$ approaches $s$ from the right and similarly for $N(x(s-))$.

The next result was proved by Smillie [18] in the case where $a_{i j}$ are $n-2$ times differentiable.

Proposition 1.2. If $x(t)$ is a nontrivial solution of (1.1) on I then
(i) $x(t) \in \Lambda$ except possibly for isolated values of $t$.
(ii) If $x(s) \notin \Lambda$ for some $s \in$ int $I$ then $\sigma(x(s+))<\sigma(x(s-))$.

Corresponding remarks to those following Proposition 1.1 can be made here as well. In particular, $\sigma(x(t))$ decreases (not necessarily by a multiple of 2 ) as $t$ increases through a point $s \in \operatorname{int} I$ at which $x(s) \notin \Lambda$. Note that as $\sigma(x(t))$ can assume at most $n$ values for $t \in I \cap x^{-1}(\Lambda)$, it follows that there can be at most $n-1$ values of $t \in I$ for which $x(t) \notin \Lambda$.

Proof of Proposition 1.2. We use Proposition 1.1 in the proof. Let $t_{1} \in$ int $I$ be such that $x\left(t_{1}\right) \notin \Lambda$. Suppose first that $x\left(t_{1}\right) \in \mathcal{N}$. Then $x_{1}\left(t_{1}\right)=0$ or $x_{n}\left(t_{1}\right)=0$ or both. But $x\left(t_{1}\right) \in \mathcal{N}$ implies that if $x_{1}\left(t_{1}\right)=0$ then $x_{n}\left(t_{1}\right) x_{2}\left(t_{1}\right)<0$ and if $x_{n}\left(t_{1}\right)=0$ then $x_{n-1}\left(t_{1}\right) x_{1}\left(t_{1}\right)<0$. We suppose $x_{n}\left(t_{1}\right)=0$, the other case being similar. Now $x_{n}^{\prime}\left(t_{1}\right)=$ $a_{n n-1} x_{n-1}\left(t_{1}\right) \neq 0$ so $t_{1}$ is an isolated point at which $x\left(t_{1}\right) \notin \Lambda$ and

$$
\left.\frac{d}{d t}\right|_{t=t_{1}} x_{1}(t) x_{n}(t)=a_{n n-1}\left(t_{1}\right) x_{n-1}\left(t_{1}\right) x_{1}\left(t_{1}\right)<0
$$

By (1.4) and the fact that $N(t)=N\left(t_{1}\right)$ in a neighborhood of $t_{1}$, it is clear that

$$
\sigma\left(x\left(t_{1}-\right)\right)=\sigma\left(x\left(t_{1}+\right)\right)+1
$$

Thus the conclusion of the proposition holds in this case.
Suppose $x\left(t_{1}\right) \notin \mathcal{N}$. Then by Proposition 1.1 there exists $\varepsilon>0$ such that $x(t) \in \mathcal{N}$ for $0<\left|t-t_{1}\right|<\varepsilon$ and $N\left(x\left(t_{1}-\right)\right)-N\left(x\left(t_{1}+\right)\right)$ is a positive multiple of 2 . We claim that $x_{1}(t) x_{n}(t)$ can vanish at at most two points of $0<\left|t-t_{1}\right|<\varepsilon$. At a zero of $x_{1} x_{n}$ in $0<\left|t-t_{1}\right|<\varepsilon, d / d t x_{1} x_{n}<0$ since $x \in \mathcal{N}$ at such a point. Thus $x_{1} x_{n}$ can vanish at most at one point of $\left(t_{1}-\varepsilon, t_{1}\right)$ and at most at one point of $\left(t_{1}, t_{1}+\varepsilon\right)$, proving our claim. Hence we may find $\varepsilon_{0} \leqq \varepsilon$ such that $x(t) \in \Lambda$ for $0<\left|t-t_{1}\right|<\varepsilon_{0}$. As $N$ decreases by a positive multiple of 2 as $t$ increases through $t_{1}$, (1.4) implies that $\sigma$ must decrease by at least 1 . Our proof is complete.

As Proposition 1.1 had important implications for Floquet theory for periodic linear monotone cyclic feedback systems in [13], Proposition 1.2 has similar implications for Floquet theory for (1.1) when the system is periodic. Hereafter in this section, we assume that $a_{i j}(t+\omega)=a_{i j}(t)$ holds for all $t$ and all $i, j$, where $\omega>0$. Let $X(t)$ denote the fundamental matrix solution of (1.1) satisfying $X(0)=I$, where $I$ is the identity matrix. Recall that the eigenvalues of $X(\omega)$ are the Floquet multipliers of
(1.1). The proof of the next result follows closely the proof of related results in [13] and so we merely sketch the proof, making use of results and notation in [13, § 2].

Theorem 1.3. The $\omega$-periodic linear system (1.1) has $n$ distinct positive Floquet multipliers $\alpha_{1}, \cdots, \alpha_{n}$, satisfying

$$
\begin{equation*}
\alpha_{1}>\alpha_{2}>\cdots>\alpha_{n-1}>\alpha_{n}>0 . \tag{1.5}
\end{equation*}
$$

If $E_{\alpha_{i}}$ are the corresponding one-dimensional eigenspaces of $X(\omega)$ then $E_{\alpha_{i}} \backslash\{0\} \subset \Lambda$ and

$$
\begin{equation*}
\sigma\left(E_{\alpha_{i}} \backslash\{0\}\right)=i-1, \quad 1 \leqq i \leqq n . \tag{1.6}
\end{equation*}
$$

Proof. It is easy to see that Lemmas 2.1 through 2.4 of [13] hold with $\sigma$ replacing $N$. Let $\alpha$ be a multiplier of (1.1) and $G_{\alpha}=\operatorname{ker}(X(\omega)-\alpha I)^{m}$ be the generalized eigenspace corresponding to $\alpha$ (here $m$ is chosen sufficiently large). By Lemma 2.2 in [13], for each $\sigma_{0}>0$ which is the modulus of some Floquet multiplier of (1.1), we have

$$
\mathscr{G}_{\sigma_{0}} \backslash\{0\} \subseteq \Lambda
$$

and $\sigma$ is constant on $\mathscr{G}_{\sigma_{0}} \backslash\{0\}$ where

$$
\mathscr{G}_{\sigma_{0}}=\operatorname{Re} \underset{|\alpha|=\sigma_{0}}{\bigoplus} G_{\alpha} .
$$

If $\operatorname{dim} \mathscr{G}_{\sigma_{0}} \geqq 2$ then we could find linearly independent vectors $v, w \in \mathscr{G}_{\sigma_{0}}$ such that $\beta v_{1}+w_{1}=0$ for a suitable scalar $\beta \neq 0$. But this contradicts that $\beta v+w \in \mathscr{G}_{\sigma_{0}} \backslash\{0\} \subset \Lambda$. Hence, $\operatorname{dim} \mathscr{G}_{\sigma_{0}}=1$ and $\mathscr{G}_{\sigma_{0}}=G_{\alpha_{0}}=E_{\alpha_{0}}$ for some Floquet multiplier $\alpha_{0}$. Moreover, $\alpha_{0}$ is the only Floquet multiplier with modulus $\left|\alpha_{0}\right|=\sigma_{0}$. Thus $\alpha_{0}$ is real.

Recall that for a Floquet multiplier $\alpha$ of (1.1) there corresponds a nontrivial solution $x(t)$ of (1.1) satisfying $x(\omega)=\alpha x(0)$. If $\alpha$ were negative then necessarily $x_{1}(t)\left(x_{n}(t)\right)$ must vanish for some $t$, contradicting that $E_{\alpha} \backslash\{0\} \subseteq \Lambda$. Thus, every Floquet multiplier of (1.1) is positive.

Lemmas 2.4 and 2.5 in [13], where now $\operatorname{dim} \operatorname{span}_{\sigma_{0} \in S} \mathscr{G}_{\sigma_{0}} \leqq 1$ replaces the estimate in Lemma 2.5, by the argument above, imply that $\sigma$ takes different values on different eigenspaces $E_{\alpha}$ (more precisely on $E_{\alpha} \backslash\{0\}$ ). Lemma 2.3 in [13] then implies (1.6).
2. Main results. In this section we establish our main result concerning the nonlinear periodic system

$$
\begin{align*}
& y_{1}^{\prime}=f_{1}\left(t, y_{1}, y_{2}\right), \\
& y_{j}^{\prime}=f_{j}\left(t, y_{j-1}, y_{j}, y_{j+1}\right), \quad 2 \leqq j \leqq n-1,  \tag{2.1}\\
& y_{n}^{\prime}=f_{n}\left(t, y_{n-1}, y_{n}\right)
\end{align*}
$$

where $f=\left(f_{1}, f_{2}, \cdots, f_{n}\right)$ is defined on $\mathbf{R} \times \mathscr{O}$ where $\mathcal{O}$ is a nonempty open set in $\mathbf{R}^{n}$ with the property that each of the coordinate projections $\mathscr{O}_{1} \subseteq \mathbf{R}^{2}$ of $\mathscr{O}$ onto the ( $y_{1}, y_{2}$ ) plane, $\mathscr{O}_{n} \subseteq \mathbf{R}^{2}$ of $\mathscr{O}$ onto the ( $y_{n-1}, y_{n}$ ) plane, and $\mathscr{O}_{j} \subseteq \mathbf{R}^{3}$ of $\mathscr{O}$ onto the ( $y_{j-1}, y_{j}, y_{j+1}$ ) space, $2 \leqq j \leqq n-1$, are convex. We assume that the $f_{i}$ and each of their partial derivatives with respect to the $y_{j}$ exist and are continuous on $\mathbf{R} \times \mathcal{O}$ and

$$
\begin{equation*}
f(t+\omega, y)=f(t, y) \tag{2.2}
\end{equation*}
$$

for all $(t, y) \in \mathbf{R} \times \mathscr{O}$ for some positive number $\omega$ (not necessarily the minimal period). In addition, we assume that $f$ is cooperative:

$$
\begin{equation*}
\frac{\partial f_{j}}{\partial y_{j-1}}>0, \quad \frac{\partial f_{j}}{\partial y_{j+1}}>0, \tag{2.3}
\end{equation*}
$$

$2 \leqq j \leqq n-1$, and the first inequality holds for $j=n$ and the second holds for $j=1$. In the introduction we showed that the more general assumption (0.2) can be transformed to (2.3) by a change of variables.

Lemma 2.1. Let $y(t)$ and $\bar{y}(t)$ be distinct solutions of (2.1) on an interval I. Then $y(t)-\bar{y}(t) \in \Lambda$ except possibly at finitely many values of $t \in I . \sigma(y(t)-\bar{y}(t))$ is locally constant and strictly decreases as $t$ increases through a value $s$ at which it is not defined.

Proof. $x(t)=y(t)-\bar{y}(t)$ satisfies the linear system (1.1), where

$$
a_{i j}(t)=\int_{0}^{1} \frac{\partial f_{i}}{\partial y_{j}}\left(t, u_{i-1}(s, t), u_{i}(s, t), u_{i+1}(s, t)\right) d s
$$

with $u_{i}(s, t)=s y_{i}(t)+(1-s) \bar{y}_{i}(t), j=i-1, i, i+1$. The result now follows from (2.3) and Proposition 1.2.

Theorem 2.2. Let $\bar{y}(t)$ be a solution of (2.1) for $t \geqq 0$ which is not $\omega$-periodic but which is bounded for $t \geqq 0$. Then $\bar{y}(t)$ is asymptotic to an $\omega$-periodic solution of (2.1).

Proof. Define the Poincaré map corresponding to (2.1) by $\operatorname{Py}(0)=y(\omega)$ for those points $y(0)$ for which it is defined. The omega limit set of the orbit $\mathcal{O}^{+}(\bar{y}(0))=$ $\left\{\bar{y}(n \omega)=P^{n} \bar{y}(0): n=0,1,2, \cdots\right\}$ of $\bar{y}(0)$ under the map $P, \Omega(\bar{y}(0))$, is defined, compact, nonempty, invariant under $P$, and $\bar{y}(n \omega) \rightarrow \Omega(\bar{y}(0))$ as $n \rightarrow \infty$. The proof will be complete if we establish that $\Omega(\bar{y}(0))$ is a singleton.

By our hypotheses and (2.2), $\bar{y}(t)$ and $\bar{y}(t+\omega)$ are distinct solutions of (2.1) for $t \geqq 0$. Lemma 2.1 implies that $\bar{y}(t+\omega)-\bar{y}(t) \in \Lambda$ for all large $t$. This implies that $\bar{y}_{1}(t+\omega)-\bar{y}_{1}(t)\left(\bar{y}_{n}(t+\omega)-\bar{y}_{n}(t)\right)$ cannot vanish for all large $t$ and so must be of constant sign, say, $\bar{y}_{1}(t+\omega)-\bar{y}_{1}(t)>0$ for $t \geqq m \omega$ where $m$ is some positive integer. Putting $t=k \omega, k \geqq m$, into this inequality, we find that

$$
\bar{y}_{1}(k \omega)<\bar{y}_{1}((k+1) \omega), \quad k \geqq m .
$$

In particular, $\lim _{k \rightarrow \infty} \bar{y}_{1}(k \omega)=\bar{p}_{1}$ and $\lim _{k \rightarrow \infty} \bar{y}_{n}(k \omega)=\bar{p}_{n}$ exist.
If $p \in \Omega(\bar{y}(0))$ then it follows that $p_{1}=\bar{p}_{1}$ and $p_{n}=\bar{p}_{n}$. If $p \neq q$ and $p, q \in \Omega(\bar{y}(0))$, then the solutions $p(t)$ and $q(t)$ of (2.1) with $p(0)=p$ and $q(0)=q$ are defined for all $t \in \mathbf{R}$ and $p(l \omega), q(k \omega)$ belong to $\Omega(\bar{y}(0))$ for all integers $l$ and $k$. Since $p(t)$ and $q(t)$ are distinct solutions of (2.1), Lemma 2.1 implies that $p(t)-q(t) \in \Lambda$ for all large values of $t$. In particular, $p_{1}(k \omega)-q_{1}(k \omega) \neq 0$ for all large positive integers $k$. But this contradicts that $p_{1}(k \omega)=\bar{p}_{1}=q_{1}(k \omega)$, which was established above. Thus $\Omega(\bar{y}(0))$ must be a singleton set, establishing the theorem.

According to Theorem 1.3, if $p(t)=p(t+\omega)$ is an $\omega$-periodic solution of (2.1), its Floquet multipliers, determined by the periodic linear variational system (1.1) where

$$
a_{i j}(t)=\frac{\partial f_{i}}{\partial y_{j}}\left(t, p_{i-1}(t), p_{i}(t), p_{i+1}(t)\right)
$$

for $j=i-1, i, i+1$, are positive and distinct.
Theorem 1.3 has an important additional implication if we assume that every $\omega$-periodic solution $p(t)$ of (2.1) is nondegenerate, that is, that one is not a Floquet multiplier. Of course, this implies that $p(t)$ is hyperbolic by Theorem 1.3, that is, there are no Floquet multipliers of unit modulus. In this case, if there is a heteroclinic (homoclinic) solution $z(t)$, asymptotic to an $\omega$-periodic solution $p(t)$ as $t \rightarrow+\infty$ and to an $\omega$-periodic solution $q(t)$ as $t \rightarrow-\infty$, then $\operatorname{dim} W^{s}(q(0))<\operatorname{dim} W^{s}(p(0))$ where $W^{s}(q(0))$ denotes the stable manifold of the fixed point $q(0)$ for the Poincare map $P$ corresponding to (2.1). In particular, there can be no homoclinic solution $z(t)$ corresponding to an $\omega$-periodic solution of (2.1) nor a set of heteroclinic solutions forming a cycle. See [29] for an application of this result. In order to see that $\operatorname{dim} W^{s}(q(0))<$ $\operatorname{dim} W^{s}(p(0))$, assume $q(0) \neq p(0)$, a similar argument applies if $p(0)=q(0)$, and suppose $z(t)$ is a heteroclinic solution so that $z(n \omega) \rightarrow p(0)(z(n \omega) \rightarrow q(0))$ as $n \rightarrow+\infty$ $(n \rightarrow-\infty)$. Then $z(t)-q(t) \in \Lambda$ for $|t|$ large and $p(t)-q(t) \in \Lambda$ for all $t$ by Lemma 2.1
and periodicity. It follows that $\sigma(z(t)-q(t)) \rightarrow \sigma(p(0)-q(0))$ as $t \rightarrow+\infty$ and $\sigma(z(t)-$ $q(t)) \geqq \sigma(p(0)-q(0))$ by Lemma 2.1 and continuity of $\sigma$. Now, a subsequence of $(z(n \omega)-q(0)) /|z(n \omega)-q(0)|$ approaches a unit vector in $E_{\alpha_{j}}^{q(0)}$, the eigenspace corresponding to some Floquet multiplier $\alpha_{j}$ of the periodic solution $q(t)$, where the multipliers are ordered as in Theorem 1.3. Thus, $\sigma(z(t)-q(t))=j-1$ for large negative $t$. Hence $j-1 \geqq \sigma(p(0)-q(0))$ and note also that $\operatorname{dim} W^{u}(q(0)) \geqq j$ since $\alpha_{j}>1$. Arguing similarly with $p(t)-z(t)$, we obtain $\sigma(p(0)-q(0)) \geqq k-1$ where a subsequence of $(p(0)-z(n \omega)) /|p(0)-z(n \omega)|$ approaches a unit vector in some $E_{\alpha_{k}}^{p(0)}$, the eigenspace corresponding to a Floquet multiplier $\alpha_{k}$ of the periodic solution $p(t)$. Now, $\alpha_{k}<1$ so $\operatorname{dim} W^{s}(p(0)) \geqq n-k+1$. The inequality $j-1 \geqq \sigma(p(0)-q(0)) \geqq k-1$ implies that $\operatorname{dim} W^{s}(q(0))=n-\operatorname{dim} W^{u}(q(0)) \leqq n-j \leqq n-k<n-k+1 \leqq \operatorname{dim} W^{s}(p(0))$, completing the argument.

In the special case where (2.1) is autonomous, (2.2) holds for all $\omega$, we obtain the result of Smillie [18]. Smillie required $f$ to be $n-1$-times differentiable. Our result removes that restriction.

Corollary 2.3 ( $C^{1}$ version of Smillie's theorem [18]). Let $f$ be independent of $t$ in (2.1). Then every solution $y(t)$ of $(2.1)$, bounded on $t \geqq 0$, converges to an equilibrium of (2.1).
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# THE SPHERICAL WIENER-PLANCHEREL FORMULA AND SPECTRAL ESTIMATION 
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#### Abstract

The $d$-dimensional spherical analogues of Wiener's " $s$-function" and difference operator are defined, and the role of the iterated Laplacian is explained. The corresponding spherical Wiener-Plancherel formula is formulated and proved. A recipe for spectral estimation is extracted from the formula.
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Introduction. We shall prove a spherical Wiener-Plancherel formula for $d$ dimensional Euclidean space $\mathbb{R}^{d}$. This formula is an analogue of the Plancherel formula in the case of functions that are not square-integrable. Wiener developed such a formula for $\mathbb{R}$ [W2], and it became a beacon in his perception and formulation of the statistical theory of communication, e.g., [W3], [Le]. Wiener even chose to have the formula appear on the cover of his autobiography, I Am a Mathematician.

What exactly is a Wiener-Plancherel formula? Given a function $\varphi$ defined on $\mathbb{R}^{d}$ having Fourier transform $\hat{\varphi}$ defined on $\hat{\mathbb{R}}^{d}\left(=\mathbb{R}^{d}\right)$. Suppose the distribution $\hat{\varphi}$ is intractable, as is likely for poorly behaved $\varphi$. Let $s$ be an operable integral of $\hat{\varphi}$, i.e., suppose that $s$ is a well-behaved function and that $L s=\hat{\varphi}$, distributionally, for some differential operator $L$. Wiener's idea was to deal with a computable function $s$ instead of the more esoteric distribution $\hat{\varphi}$, and to relate the quadratic behavior of $\varphi$ and $s$. In particular, for the spherical case dealing with balls $B(0, R)=\left\{t \in \mathbb{R}^{d}:|t| \leqq R\right\}$ having volumes $|B(0, R)|$, a Wiener-Plancherel formula has the form

$$
\lim _{R \rightarrow \infty} \frac{1}{|B(0, R)|} \int_{B(0, R)}|\varphi(t)|^{2} d t=Q(s),
$$

where $Q(s)$ is an explicit quadratic expression and $Q, s$, and $L$ are interdependent (cf. (1.1) for the exact formula). In Wiener's original result ( $d=1$ ), $L s$ can be correctly formulated as a first distributional derivative of $s$, e.g., [B1, § 2.1], and

$$
Q(s)=\lim _{\lambda \rightarrow 0} \frac{1}{2 \lambda} \int_{-\infty}^{\infty}|s(\gamma+\lambda)-s(\gamma-\lambda)|^{2} d \gamma
$$

(cf. [La], [M]).
The Plancherel formula allows us to define the Fourier transform of a squareintegrable function $f$, and, at certain levels of abstraction, it is considered to characterize what is meant by an harmonic analysis of $f$. On the other hand, for most applications in $\mathbb{R}^{d}$, the Plancherel formula assumes the workaday role of an effective tool used to obtain quantitative results. It is this latter role we envisage for Wiener-Plancherel formulas in the non-square-integrable case. After all, distribution theory (in $\mathbb{R}^{d}$ ) gives the proper definition of the Fourier transform of tempered distributions. The real issue

[^89]is to obtain quantitative results for problems where an harmonic analysis of a non-square-integrable function is desired. A host of such problems comes under the heading of an harmonic (spectral) analysis of signals containing non-square-integrable noise and/or random components, whether it be speech recognition, image processing, geophysical modeling, or turbulence in fluid mechanics. Such problems can be attacked by Beurling's profound theory of spectral synthesis, e.g., [B1], as well as by the extensive multifaceted theory of time series, e.g., [P]. Beurling's spectral synthesis does not deal with energy and power considerations, i.e., quadratic criteria, and time series relies on a stochastic point of view. Our goal is to implement Wiener-Plancherel formulas to address the above-mentioned group of problems. These formulas are well suited to deal with energy and power; they provide an analytic device which should dovetail with spectral estimation methods (from time series) developed since Wiener's time.

Our title is misleading in that we do not obtain results in spectral estimation. However, our Wiener-Plancherel formula contains a critical recipe for power spectrum estimation that is discussed in §7. This recipe is the basis for our forthcoming work on multidimensional spectral estimation.

The paper is organized as follows. In § 1 we state our spherical Wiener-Plancherel formula, viz. (1.1), without going into any detail concerning hypotheses and motivation. We feel that the technicalities in proof are sufficiently complex to warrant a displayed version of our goal at the outset. We also remark on some previous work and the relevance of the spherical case. Section 2 provides the required Fourier analysis on multiplicative groups, including the Tauberian theorem, as well as some examples of special functions that are used in the proof of (1.1). It turns out that the differential operator $L$ is an iterated Laplacian $\Delta^{k}$ in our case, and the Wiener $s$-function described above is defined by $\Delta^{k} s=\hat{\varphi}$. Section 3 deals with these notions and the subtleties required to define distributional convolution properly for this setting (cf. (1.2), Theorem 3.8, and the hypotheses of Theorem 5.7). The expression $Q(s)$ combines a spherical mean-value operator and spherical difference operator. These ideas and accompanying technicalities are the subject of $\S 4$. At this point we are ready to prove our spherical Wiener-Plancherel formula. This is accomplished in Theorem 5.7 of §5. Besides the Tauberian theorem and the material in $\S \S 3$ and 4 , we also utilize the space of functions having bounded quadratic means over spheres as well as the Beurling algebra, which is its predual. Because the Tauberian theorem is required, $\S 6$ contains a preliminary result and example concerning zeros of Fourier transforms of relevant special functions.

Besides the usual notation in analysis as found in the books by Hörmander [Hö], Schwartz [S], and Stein and Weiss [SW], we shall use the conventions and notation described at the end of the paper.

## 1. Statement of the spherical Wiener-Plancherel formula.

Formula 1.1. The spherical Wiener-Plancherel formula is

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \frac{1}{|B(0, R)|} \int_{B(0, R)}|\varphi(t)|^{2} d t=\lim _{\lambda \rightarrow 0} \frac{c(d, k)(2 \pi)^{4 k}}{\omega_{d-1} \lambda^{4 k-d}} \int\left|D_{\lambda} s_{k}(\gamma)\right|^{2} d \gamma . \tag{1.1}
\end{equation*}
$$

The function $s_{k}$ is the Wiener $s$-function

$$
\begin{equation*}
s_{k}=\hat{\varphi} * E_{k}, \tag{1.2}
\end{equation*}
$$

where $\Delta^{k} E_{k}=1, \omega_{d-1}$ is the surface area of the unit sphere $\Sigma_{d-1}, c(d, k)^{-1}$ is the $L^{1}$-norm of a special function related to the Fourier transform of the restriction of surface measure $\sigma_{d-1}$ to $\Sigma_{d-1}$, e.g., Example 2.5,

$$
D_{\lambda} s_{k}=s_{k}-\mathcal{M}_{\lambda} s_{k},
$$

and

$$
M_{\lambda} s_{k}(\gamma)=\frac{1}{\omega_{d-1}} \int_{\Sigma_{d-1}} s_{k}(\gamma+\lambda \theta) d \sigma_{d-1}(\theta)
$$

The integer $k$ is related to the dimension $d$, and there must be control of the quadratic means of $\varphi$ over spheres in order to verify (1.1). The operator $L$ described in the Introduction is the iterated Laplacian $\Delta^{k}$.

Remark 1.2. (a) In a previous work [BBE], we proved a rectilinear version of (1.1). The rectilinear result is easier to prove than the spherical one, although by no means elementary. Also, in the case of "rectilinear geometry" the operator $L$ is the hyperbolic operator

$$
L=\partial_{1} \partial_{2} \cdots \partial_{d},
$$

whereas the "spherical geometry" of (1.1) gives rise to the elliptic operator $L=\Delta^{k}$. This remark indicates there is a range of Wiener-Plancherel formulas according to the number of degrees of freedom available in various convergence criteria.
(b) It is natural to expect significant differences between the rectilinear and spherical cases.

The analogous situation with the convergence problem for multiple Fourier series makes this point clear. There are several natural rectilinear convergence criteria for multiple Fourier series, and there exist positive results in some cases. For example, using the Carleson-Hunt theorem for $d=1$, Fefferman [F] proved that

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \sum_{m \in R P \cap \mathbb{Z}^{d}} a_{m} e^{2 \pi i t \cdot m}=\varphi(t) \quad \text { a.e. } \tag{1.3}
\end{equation*}
$$

for $\varphi \in L^{p}\left(\mathbb{R}^{d} / \mathbb{Z}^{d}\right), 1<p \leqq \infty$, where $P \subseteq \mathbb{R}^{d}$ is a $d$-dimensional polygon. The rectilinear convergence we used in [BBE] is analogous to the so-called "restricted rectangular" convergence criterion in the theory multiple Fourier series; this criterion is different from that of (1.3). If the polygonal convergence of (1.3) is replaced by spherical convergence, then it is not known whether all the elements of $L^{2}\left(\mathbb{R}^{d} / \mathbb{Z}^{d}\right), d>1$, have a Fourier series representation pointwise almost everywhere. There are negative results if $p<2$. The problem of multiple Fourier series with spherical convergence criteria is closely related to deep problems associated with Bochner-Riesz multipliers. There are some positive results, and we close this discussion with one such recent theorem written in terms of Fourier transforms [CS]: if $d \geqq 2, \alpha>0,2 \leqq p<2 d /(d-1)$, and $\varphi$ is an element of the Sobolev space $L_{\alpha}^{p}\left(\mathbb{R}^{d}\right)$, then

$$
\lim _{R \rightarrow \infty} \int_{B(0, R)} \hat{\varphi}(\gamma) e^{2 \pi i t \cdot \gamma} d \gamma=\varphi(t) \quad \text { a.e. }
$$

Example 1.3. A formula such as (1.1) established a mapping between spaces of functions. For example, if the left side of (1.1) is finite then $\left\|\varphi \mid B^{2}\left(\mathbb{R}^{d}\right)\right\|<\infty$, where $B^{2}\left(\mathbb{R}^{d}\right)$ consists of functions having bounded quadratic means over spheres, e.g., (5.1). There is a hierarchy of Besicovich spaces $B(p, q)$ of which $B^{2}=B(2, \infty)$. For the right side of (1.1) the corresponding hierarchy $V(p, q)$ is related to Besov spaces. In the case $d=1$, the mappings $B(2,1) \rightarrow V(2,1)$ and $B(2, \infty) \rightarrow V(2, \infty)$, established by Wiener's original Wiener-Plancherel formula, are topological isomorphisms, e.g., [Be] and [CL], respectively. Taking $d \geqq 1$ and using the rectilinear Wiener-Plancherel formula in [BBE], Heil [He] proved that the mapping $B(2, q) \rightarrow V(2, q)$ is a topological isomorphism for $1 \leqq q \leqq \infty$.
2. The Fourier transform on $\mathbb{R}_{+}^{*}$. Let $\mathbb{R}_{+}^{*}$ denote the set, $\{r \in \mathbb{R}: r \in(0, \infty)\}$, considered as a multiplicative group under ordinary multiplication. $\mathbb{R}_{+}^{*}$ is a locally compact Abelian group taken with the usual topology from $\mathbb{R}$. Haar measure $\mu$ on $\mathbb{R}_{+}^{*}$ is defined by the formula

$$
\forall \Theta \in C_{c}\left(\mathbb{R}_{+}^{*}\right), \quad \int_{\mathbb{R}_{干}^{*}} \Theta d \mu=\int_{0}^{\infty} \Theta(r) \frac{d r}{r},
$$

and convolution on $\mathbb{R}_{+}^{*}$ is written as

$$
\Theta \otimes \Phi(r)=\int_{0}^{\infty} \Theta\left(\frac{r}{s}\right) \Phi(s) \frac{d s}{s} .
$$

$\left(\mathbb{R}_{+}^{*}\right)^{\wedge}$, the dual group of $\mathbb{R}_{+}^{*}$, consists of elements $\rho \in \hat{\mathbb{R}}$ under the mapping $\rho: \mathbb{R}_{+}^{*} \rightarrow \mathbb{C}$, $r \mapsto r^{i \rho}$.

Definition 2.1. The Fourier transform of $\Theta \in L^{1}\left(\mathbb{R}_{+}^{*}\right)$ is the function on $\left(\mathbb{R}_{+}^{*}\right)^{\wedge}$ defined as

$$
\forall \rho \in\left(\mathbb{R}_{+}^{*}\right)^{\wedge}, \quad \mathscr{F}(\Theta)(\rho)=\int_{0}^{\infty} r^{i \rho} \Theta(r) \frac{d r}{r} .
$$

Formally, the Mellin transform of $\Theta$, a function on $\mathbb{R}_{+}^{*}$, is

$$
M(\Theta)(z)=\int_{0}^{\infty} r^{z-1} \Theta(r) d r, \quad z \in \mathbb{C}
$$

Thus,

$$
\mathscr{F}(\Theta)(\rho)=M(\Theta)(i \rho) .
$$

Wiener's Tauberian theorem and its generalizations are valid on any locally compact Abelian group [B1]. The form we use in § 5 is the following.

Theorem 2.2. Given $\Psi \in L^{1}\left(\mathbb{R}_{+}^{*}\right)$ for which $|\mathscr{F} \Psi(\rho)|>0$ on $\left(\mathbb{R}_{+}^{*}\right)^{\wedge}$, let $\Phi \in L^{\infty}\left(\mathbb{R}_{+}^{*}\right)$ and assume there is a constant $C_{\Phi}$ for which

$$
\lim _{r \rightarrow \infty} \Psi \otimes \Phi(r)=C_{\Phi} \int_{0}^{\infty} \Psi(s) \frac{d s}{s} .
$$

Then

$$
\forall \Theta \in L^{1}\left(\mathbb{R}_{+}^{*}\right), \quad \lim _{r \rightarrow \infty} \Theta \otimes \Phi(r)=C_{\Phi} \int_{0}^{\infty} \Theta(s) \frac{d s}{s}
$$

Example 2.3. Define the function

$$
K_{A}(r)= \begin{cases}0 & \text { for } r \in(0,1), \\ 1 / r^{d} & \text { for } r \geqq 1,\end{cases}
$$

where $d>0$. The subscript $A$ is used to designate "arithmetic mean" (cf. (2.1)).
First, note that $K_{A} \in L^{1}\left(\mathbb{R}_{+}^{*}\right)$ since $\int_{0}^{\infty} K_{A}(r) d r / r=1 / d$. Also, if $\Phi \in L^{\infty}\left(\mathbb{R}_{+}^{*}\right)$ then

$$
\begin{equation*}
K_{A} \otimes \Phi(r)=\frac{1}{R^{d}} \int_{0}^{R} r^{d-1} \Phi(r) d r \tag{2.1}
\end{equation*}
$$

since $K_{A}(R / r)=0$ if and only if $r>R$. Finally, $\mathscr{F}\left(K_{A}\right)(\rho)=1 /(d-i \rho)$, so that $\left|\mathscr{F}\left(K_{A}\right)(\rho)\right|>0$ on $\left(\mathbb{R}_{+}^{*}\right)^{\wedge}$.

Example 2.4. Given an integer $d \geqq 2$, define the function

$$
K_{k}(r)=r^{4 k-d}\left(1-\frac{2 \pi}{\omega_{d-1}}\left(\frac{1}{r}\right)^{-(d-2) / 2} J_{(d-2) / 2}\left(\frac{2 \pi}{r}\right)\right)^{2}
$$

for a given integer $k \geqq 0 . K_{k}$ plays a critical role in the definition of the spherical difference operator (§4) used in our formulation of the Wiener-Plancherel theorem (§ 5) (cf. Example 6.3). We have

$$
\forall r>0 \text { and } \forall \beta \in \Sigma_{d-1}, \quad K_{k}(r)=r^{4 k-d}\left(\frac{\hat{\mu}_{d-1}(0)-\hat{\mu}_{d-1}(\beta / r)}{\omega_{d-1}}\right)^{2},
$$

where $\mu_{d-1}$ is the restriction of surface area measure $\sigma_{d-1}$ to $\Sigma_{d-1} \subseteq \mathbb{R}^{d}$.
Observe that $\left\|K_{k} \mid L^{1}\left(\mathbb{R}_{+}^{*}\right)\right\|<\infty$ for $4(k-1)<d<4 k$, and that

$$
\left\|K_{k} \mid L^{1}\left(\mathbb{R}_{+}^{*}\right)\right\|=\infty \quad \text { for } d \notin(4(k-1), 4 k)
$$

3. The Wiener $s$-function and iterated Laplacian. Let $\chi_{R}(t)$ be the characteristic function of $B(0, R)^{\sim}, R>0$.

Definition/Remark 3.1. (a) Given $\varphi \in L_{\text {loc }}^{1}\left(\mathbb{R}^{d}\right)$, assume there is an integer $k \geqq 0$ such that $\left(\varphi(t) /|t|^{2 k}\right) \chi_{R}(t) \in L^{1}\left(\mathbb{R}^{d}\right)$ for all $R>0$. The corresponding $k$-spherical Wiener $s$-mean determined by $R>0$ is defined by

$$
s_{k, R}(\gamma)=\left(\frac{i}{2 \pi}\right)^{2 k} \int e^{-2 \pi i t \cdot \gamma} \varphi(t) \frac{1}{|t|^{2 k}} \chi_{R}(t) d t, \quad \gamma \in \hat{\mathbb{R}}^{d},
$$

for each $R>0$. Clearly, $s_{k, R} \in A\left(\hat{\mathbb{R}}^{d}\right)$.
(b) Formally, we have

$$
\begin{equation*}
\Delta^{k} s_{k, R}(\gamma)=\int e^{-2 \pi i t \cdot \gamma} \varphi(t) \chi_{R}(t) d t \tag{3.1}
\end{equation*}
$$

where $k$ is a positive integer and $\Delta^{k}$ is the $k$ th iterate of the Laplacian $\Delta$ in $\hat{\mathbb{R}}^{d}$.
(c) Let $\varphi \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right) \cap L_{\text {loc }}^{1}\left(\mathbb{R}^{d}\right)$. Because of (3.1) we consider the well-known equation $\Delta^{k} s_{k}=\hat{\varphi}$. We write

$$
\begin{equation*}
s_{k}=\hat{\varphi} * E_{k}, \tag{3.2}
\end{equation*}
$$

where $\Delta^{k} E_{k}=\delta$, and formally compute

$$
(-1)^{k}(2 \pi)^{2 k}|t|^{2 k} E_{k}^{\vee}(t)=1 .
$$

The Wiener s-function corresponding to $\varphi$ is the distribution $s_{k}$ defined by (3.2) when this distributional convolution exists.

The verification of the following result is standard.
Theorem 3.2. Given $k \geqq 1$ for which $d>2 k$, define

$$
E_{k}^{\vee}(t)=\frac{(-1)^{k}}{(2 \pi|t|)^{2 k}}
$$

(a) $E_{k}^{\vee} \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right) \cap L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d}\right)$ and its Fourier transform is

$$
\begin{equation*}
E_{k}(\gamma)=\frac{(-1)^{k} \lambda(d-2 k)}{(2 \pi|\gamma|)^{d-2 k}} \in L_{\mathrm{loc}}^{1}\left(\hat{\mathbb{R}}^{d}\right), \tag{3.3}
\end{equation*}
$$

where $\lambda(\alpha)=\pi^{d / 2} \Gamma(\alpha / 2) / \Gamma((d-\alpha) / 2)$, e.g., $[\mathrm{St}$, Chap. 3.3.3].
(b) If $d<4 k$ then $E_{k} \in L_{\text {loc }}^{2}\left(\hat{\mathbb{R}}^{d}\right)$ and, for each $R>0, E_{k}^{v} \in L^{2}\left(\mathbb{R}^{d} \backslash B(0, R)\right)$.
(c) If $\varphi \in L_{\text {loc }}^{\infty}\left(\mathbb{R}^{d}\right)$ and $\chi_{R}(t) \varphi(t) /|t|^{2 k} \in L^{1}\left(\mathbb{R}^{d}\right)$ for each $R>0$ then $\varphi \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ and $\varphi E_{k}^{\vee} \in L^{1}\left(\mathbb{R}^{d}\right)$.

The hypotheses of Theorem 3.2 were made in light of the requirements to prove the Wiener-Plancherel formula in §5. In case the convolution (3.2) does not exist for $\varphi \in L_{\text {loc }}^{2}\left(\mathbb{R}^{d}\right)$, but $\varphi E_{k}^{\vee} \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$, then it will be convenient to refer to $\left(\varphi E_{k}^{v}\right)^{\wedge}$ as the Wiener $s$-function corresponding to $\varphi$. If the hypotheses of Theorem 3.2(c) are satisfied, then

$$
\begin{equation*}
s_{k}=\left(\varphi E_{k}^{\vee}\right)^{\wedge} \in A\left(\hat{\mathbb{R}}^{d}\right) \tag{3.4}
\end{equation*}
$$

(cf. Theorem 3.8 and Example 4.6).
Remark 3.3. Suppose $\varphi \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right) \cap L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d}\right)$. Our proof of the Wiener-Plancherel formula requires $k$ for which $4 k>d ; d>2 k$ is required in order that $E_{k}^{\vee}, E_{k} \in \mathscr{S}^{\prime} \cap L_{\text {loc }}^{1}$. In attempting to define the $s$-function by means of (3.2), it is easy to see that there are no integers $k$ for which $2 k<d<4 k$ in the cases $d=1,2,4$, but that for all other dimensions there are solutions. There is no problem in defining the $s$-function by means of (3.2) for $d=1$. In fact, $s=H * \hat{\varphi}, H$ the Heaviside function, and $\Delta^{k}$ is replaced by ordinary one-dimensional distributional differentiation. In particular, $s^{\prime}=\hat{\varphi}$ distributionally [B1].

If $d=2,4$ then we can take $E_{k}(\gamma)=C \log |\gamma|$ by classical distributional methods, e.g., [GS, Chap. 2.3.3 and 2.4.2].

Theorem 3.4. If $\varphi \in L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{d}\right), \chi_{R}(t) \varphi(t) /|t|^{2 k} \in L^{1}\left(\mathbb{R}^{d}\right)$ for all $R>0$, and $d>2 k$ ( $k \geqq 1$ ) then

$$
\lim _{R \rightarrow 0}\left\|s_{k}-s_{k, R} \mid A\left(\hat{\mathbb{R}}^{d}\right)\right\|=0
$$

and

$$
\forall f \in \mathscr{S}\left(\hat{\mathbb{R}}^{d}\right), \quad \lim _{R \rightarrow 0} \Delta^{k} s_{k, R}(f)=\Delta^{k} s_{k}(f)=\hat{\varphi}(f)
$$

(cf. (3.2)).
Proof. Since $s_{k}, s_{k, R} \in A\left(\hat{\mathbb{R}}^{d}\right)$ (Theorem 3.2(c) and (3.4)), the norm estimate is a consequence of estimating $\left\|\varphi(t) \chi_{B(0, R)}(t) /|t|^{2 k} \mid L^{1}\left(\mathbb{R}^{d}\right)\right\|$.

If $f \in \mathscr{S}\left(\hat{\mathbb{R}}^{d}\right)$ then distributional differentiation and Fubini's theorem allow us to write

$$
\Delta^{k} S_{k, R}(f)=s_{k, R}\left(\Delta^{k} f\right)=\left(\frac{i}{2 \pi}\right)^{2 k} \int_{|t| \geqq R} \frac{\varphi(t)}{|t|^{2 k}}\left(\Delta^{k} f\right)^{\wedge}(t) d t=\int_{|t| \geqq R} \varphi(t) \hat{f}(t) d t,
$$

and so

$$
\lim _{R \rightarrow 0} \Delta^{k} s_{k, R}(f)=\int \varphi(t) \hat{f}(t) d t=\hat{\varphi}(f)
$$

We have

$$
\lim _{R \rightarrow 0} \Delta^{k} s_{k, R}(f)=\lim _{R \rightarrow 0} s_{k, R}\left(\Delta^{k} f\right)=s_{k}\left(\Delta^{k} f\right)=\Delta^{k} s_{k}(f)
$$

by distributional differentiation and the weak convergence, $\lim _{R \rightarrow 0} s_{k, R}(g)=s_{k}(g), g \in$ $\mathscr{S}\left(\hat{\mathbb{R}}^{d}\right)$. This weak convergence is a consequence of our $A\left(\hat{\mathbb{R}}^{d}\right)$-norm estimate.

The situation is more complicated if $d \leqq 2 k, k \geqq 1$, but there is a result analogous to Theorem 3.4. For example, if $\varphi \in \mathscr{G}^{\prime}\left(\mathbb{R}^{d}\right)$ is Borel measurable and $\chi_{R}(t) \varphi(t) /|t|^{2 k} \in$ $L^{1}\left(\mathbb{R}^{d}\right)$ for all $R>0$ then $\lim _{R \rightarrow 0} \Delta^{k} s_{k, R}(f)=\hat{\varphi}(f)$ for each $f$ in the "moment space" $\mathscr{S}_{0}\left(\hat{\mathbb{R}}^{d}\right)$. Of course, $\mathscr{S}_{0}\left(\hat{\mathbb{R}}^{d}\right)^{\vee}$ is not dense in $L^{1}\left(\mathbb{R}^{d}\right)$ since $\{0\} \subseteq \hat{\mathbb{R}}^{d}$ is a set of spectral synthesis, e.g., [B1].

Example 3.5. Suppose $d>2 k$.
(a) Give $p \in[1, \infty)$. It is not true that $f * E_{k} \in L^{p}\left(\mathbb{R}^{d}\right)$ for all $f \in C_{c}^{\infty}\left(\hat{\mathbb{R}}^{d}\right)$. In fact, if $f \geqq 0$ then, by Fubini's theorem and translation invariance, we compute

$$
\left\|f * E_{k}\left|L^{p}\left(\hat{\mathbb{R}}^{d}\right)\left\|^{p}=C\right\| f\right| L^{p}\left(\hat{\mathbb{R}}^{d}\right)\right\| \int_{0}^{\infty} \rho^{(2 k-d) p+d-1} d \rho=\infty
$$

(b) On the other hand, $f * E_{k} \in L^{\infty}\left(\hat{\mathbb{R}}^{d}\right)$ for all $f \in \mathscr{S}\left(\mathbb{R}^{d}\right)$. In fact,

$$
\begin{aligned}
\left|f * E_{k}(\gamma)\right| & \leqq C \int_{|\lambda| \leqq 1} \frac{1}{|\lambda|^{d-2 k}}|\dot{f}(\gamma-\lambda)| d \lambda+C \int_{|\lambda|>1}|f(\gamma-\lambda)| d \lambda \\
& \leqq C\left\|f\left|L^{\infty}\left(\hat{\mathbb{R}}^{d}\right)\left\|\omega_{d-1} \int_{0}^{1} \rho^{2 k-1} d \rho+C\right\| f\right| L^{1}\left(\hat{\mathbb{R}}^{d}\right)\right\| .
\end{aligned}
$$

Because of (3.2) and (3.4) it is desirable to define $\hat{\varphi} * E_{k}$ for a large class of functions $\varphi \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right) \cap L_{\text {loc }}^{1}\left(\mathbb{R}^{d}\right)$. To this end, it is useful to know that $f * \hat{\varphi} \in L^{1}\left(\hat{\mathbb{R}}^{d}\right)$ for all $f \in \mathscr{S}\left(\hat{\mathbb{R}}^{d}\right)$, in light of the fact that $f * E_{k} \in L^{\infty}\left(\mathbb{R}^{d}\right)$ (see, e.g., Definition/Remark 3.7(a)).

Definition/Remark 3.6. (a) $\mathscr{O}_{c}\left(\hat{\mathbb{R}}^{d}\right)$ is the space of infinitely differentiable functions $g$ for which there is $m \in \mathbb{Z}$ such that

$$
\forall \alpha, \quad\left(1+|\gamma|^{2}\right)^{m} \partial^{\alpha} g(\gamma) \in C_{0}\left(\hat{\mathbb{R}}^{d}\right) .
$$

(b) If $\varphi \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right) \cap L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d}\right)$ then $f * \hat{\varphi} \in \mathcal{O}_{c}\left(\hat{\mathbb{R}}^{d}\right)$ for all $f \in \mathscr{Y}\left(\hat{\mathbb{R}}^{d}\right)$ (see, e.g., [H, Prop. 4.11.7]); the exchange formula $\left(f^{\vee} \varphi\right)^{\wedge}=f * \hat{\varphi}$ is valid [S].
(c) Further, if $\varphi \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right) \cap L_{\text {loc }}^{1}\left(\mathbb{R}^{d}\right)$ then $f^{\vee} \varphi \in L^{1}\left(\mathbb{R}^{d}\right)$ for all $f \in \mathscr{S}\left(\hat{\mathbb{R}}^{d}\right)$. In fact, $|\varphi|$ is a positive tempered measure so that

$$
\int \frac{|\varphi(t)|}{\left(1+|t|^{2}\right)^{m}} d t<\infty
$$

for some $m$, e.g., [S, Thm. 7.7.4]; hence,

$$
\begin{aligned}
\int\left|\left(f^{\vee} \varphi\right)(t)\right| d t & =\int\left|f^{\vee}(t)\right|\left(1+|t|^{2}\right)^{m} \frac{|\varphi(t)|}{\left(1+|t|^{2}\right)^{m}} d t \\
& \leqq\left\|f^{\vee}(t)\left(1+|t|^{2}\right)^{m} \mid L^{\infty}\left(\hat{\mathbb{R}}^{d}\right)\right\| \int \frac{|\varphi(t)|}{\left(1+|t|^{2}\right)^{m}} d t<\infty .
\end{aligned}
$$

Definition/Remark 3.7. (a) Given $S, T \in \mathscr{S}^{\prime}\left(\hat{\mathbb{R}}^{d}\right)$, suppose $(S * f)(\tilde{T} * g) \in L^{1}\left(\hat{\mathbb{R}}^{d}\right)$ for all $f, g \in \mathscr{S}\left(\hat{\mathbb{R}}^{d}\right)$, where $\tilde{T}(g)=T(\gamma)(g(-\gamma))$. Then there is a unique element $S * T \in$ $\mathscr{S}^{\prime}\left(\hat{\mathbb{R}}^{d}\right)$, the $\mathscr{S}^{\prime}$-convolution of $S$ and $T$, satisfying the equation

$$
\begin{equation*}
\forall f, g \in \mathscr{S}\left(\hat{\mathbb{R}}^{d}\right), \quad((S * T) * f)(g)=\int(S * f)(\gamma)(\tilde{T} * g)(\gamma) d \gamma \tag{3.5}
\end{equation*}
$$

The fact that (3.5) determines a well-defined element of $\mathscr{S}^{\prime}\left(\hat{\mathbb{R}}^{d}\right)$ and the subsequent definition of convolution are due to [HO, p. 148].
(b) Note that (3.5) is automatic if $S, T \in \mathscr{S}\left(\hat{\mathbb{R}}^{d}\right)$ and $S * T$ is usual convolution:

$$
\begin{aligned}
((S * T) * f)(g) & =\int\left(\int S * T(\lambda) f(\gamma-\lambda) d \lambda\right) g(\gamma) d \gamma \\
& =\iiint S(\lambda-\mu) T(\mu) f(\gamma-\lambda) g(\gamma) d \mu d \lambda d \gamma \\
& =\iiint S(\lambda-\mu) T(\mu) f(\gamma-\lambda) g(\gamma) d \lambda d \gamma d \mu \\
& =\iiint S(\gamma-\mu-\eta) T(\mu) f(\eta) g(\gamma) d \eta d \gamma d \mu \\
& =\iiint S(\nu-\eta) T(\mu) f(\eta) g(\nu+\mu) d \eta d \nu d \mu \\
& =\int\left(\int S(\nu-\eta) f(\eta) d \eta\right)\left(\int T(\mu) g(\nu+\mu) d \mu\right) d \nu \\
& =\int(S * f)(\nu)(\tilde{T} * g)(\nu) d \nu
\end{aligned}
$$

(c) Given $S, T \in D^{\prime}\left(\mathbb{R}^{d}\right)$, the product $S T$ is defined as

$$
\lim _{n \rightarrow \infty}\left(S * \theta_{n}\right)\left(T * \theta_{n}\right)=S T, \quad \sigma\left(D^{\prime}\left(\mathbb{R}^{d}\right), C_{c}^{\infty}\left(\mathbb{R}^{d}\right)\right)
$$

if the left side exists for each sequence $\left\{\theta_{n}\right\} \subseteq C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ with the properties that $\cap \operatorname{supp} \theta_{n}=\{0\}$ and $\int \theta_{n}(t) d t=1$ for all $n$.

Theorem 3.8. Suppose $d>2 k, k \geqq 1$. Assume $\varphi \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ and

$$
\begin{equation*}
\forall f \in \mathscr{S}\left(\hat{\mathbb{R}}^{d}\right), \quad\left(1+|\gamma|^{2}\right)^{k+1}(f * \hat{\varphi})(\gamma) \in L^{1}\left(\hat{\mathbb{R}}^{d}\right) \tag{3.6}
\end{equation*}
$$

Then the $\mathscr{S}^{\prime}$ convolution $s_{k}=\hat{\varphi} * E_{k}$ exists and

$$
\begin{equation*}
\left(\hat{\varphi} * E_{k}\right)^{\vee}=\varphi E_{k}^{\vee} . \tag{3.7}
\end{equation*}
$$

Proof. (a) We can verify that

$$
\begin{equation*}
\forall f \in \mathscr{S}\left(\hat{\mathbb{R}}^{d}\right), \quad\left(1+|\gamma|^{2}\right)^{-(k+1)} f * E_{k}(\gamma) \in C_{b}\left(\hat{\mathbb{R}}^{d}\right), \tag{3.8}
\end{equation*}
$$

noting that $f * E_{k}(\gamma)$ clearly exists for each $\gamma \in \hat{\mathbb{R}}^{d}$.
(b) Using (3.6) and (3.8), Definition/Remark 3.7(a) allows us to define the $\varphi^{\prime}$-convolution of $\hat{\varphi}$ and $E_{k}$.
(c) Take any $\psi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$. Then $\psi \varphi \in \mathscr{E}^{\prime}\left(\mathbb{R}^{d}\right)$ and it is easy to check that

$$
(\psi \varphi) * E_{k}^{\vee} \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)
$$

Furthermore, by a closure argument, e.g., [S, Thm. 7.8.15], we have

$$
\left((\psi \varphi) * E_{k}^{\vee}\right)^{\wedge}=(\hat{\psi} * \hat{\varphi}) E_{k}
$$

and $\hat{\psi} * \hat{\varphi} \in \mathscr{O}_{c}\left(\hat{\mathbb{R}}^{d}\right)$ (see, e.g., Definition/Remark 3.6(b)).
Using (3.6), there is $g \in L^{1}\left(\hat{\mathbb{R}}^{d}\right)$ for which

$$
(\hat{\psi} * \hat{\varphi})(\gamma) E_{k}(\gamma)=\frac{g(\gamma)}{\left(1+|\gamma|^{2}\right)^{k+1}|\gamma|^{d-2 k}},
$$

and, in particular, $(\hat{\psi} * \hat{\varphi}) E_{k} \in L^{1}\left(\hat{\mathbb{R}}^{d} \backslash N\right)$, where $N$ is a neighborhood of zero. Moreover, since $\hat{\psi} * \hat{\varphi} \in \mathcal{O}_{c}\left(\hat{\mathbb{R}}^{d}\right)$, we know it is bounded on $N$ and hence $(\hat{\psi} * \hat{\varphi}) E_{k} \in L^{1}(N)$. Thus, $(\hat{\psi} * \hat{\varphi}) E_{k} \in L^{1}\left(\hat{\mathbb{R}}^{d}\right)$, and so, $(\psi \varphi) * E_{k}^{v} \in A\left(\mathbb{R}^{d}\right)$. The continuity allows us to use [IS, Prop. 5] to conclude that $\varphi E_{k}^{\vee}$ exists and

$$
\left(\varphi E_{k}^{\vee}\right)(\psi)=\left((\psi \varphi) * E_{k}^{\vee}\right)(0)
$$

Consequently, we have
$\left(\varphi E^{\vee}\right)(\psi)=\left((\psi \varphi) * E^{\vee}\right)(0)=\int \hat{\psi} * \hat{\varphi}(\gamma) E_{k}(\gamma) d \gamma=\left(\hat{\varphi} * E_{k}(\lambda)\right)(\hat{\psi}(-\lambda))=\left(\hat{\varphi} * E_{k}\right)^{\vee}(\psi)$,
and this is (3.7).
The procedure we have used to verify the exchange formula (3.7) after showing that the product $\varphi E_{k}^{\vee}$ exists is quite general and is due to [IS]. More recent related work is due to members of the Polish school including Antosik, Burzyk, Kaminski, and Wawak. The proof of Theorem 3.8 is easier if we know $\varphi E_{k}^{\vee} \in L^{1}\left(\mathbb{R}^{d}\right)$.

Example 3.9. (a) Condition (3.6) is automatically satisfied if $\varphi$ is a trigonometric polynomial.
(b) Further, if $\hat{\varphi}=\mu \in M_{b}\left(\hat{\mathbb{R}}^{d}\right)$ has the property that

$$
\int\left(1+|\gamma|^{2}\right)^{k+1} d|\mu|(\gamma)<\infty
$$

then (3.6) is satisfied for all $f \in \mathscr{S}\left(\hat{\mathbb{R}}^{d}\right)$.
(c) On the other hand, if $\hat{\varphi}=\mu \in M_{b+}\left(\hat{\mathbb{R}}^{d}\right)$ and

$$
\begin{equation*}
\int\left(1+|\gamma|^{2}\right)^{k+1} d \mu(\gamma)=\infty \tag{3.9}
\end{equation*}
$$

then (3.6) fails for all nonnegative $f \in \mathscr{S}\left(\hat{\mathbb{R}}^{d}\right)$.
It is easy to construct positive-definite elements $\varphi=\mu^{\vee} \in A\left(\mathbb{R}^{d}\right)$ that satisfy (3.9). For example, if $g(\gamma)=|\gamma|^{-d+1}\left(1+|\gamma|^{2}\right)^{-1}$ then $\left\|g \mid L^{1}\left(\hat{\mathbb{R}}^{d}\right)\right\|=\pi \omega_{d-1} / 2$, whereas the left side of (3.9) for the case $\varphi=g^{\vee}$ is

$$
\omega_{d-1} \int_{0}^{\infty}\left(1+\rho^{2}\right)^{k} d \rho=\infty
$$

## 4. Spherical mean value and difference operators.

Definition/Remark 4.1. (a) The $d$-dimensional spherical mean-value operator $\mathcal{M}_{\lambda}$ of radius $\lambda$ is defined as

$$
\begin{equation*}
\mathscr{M}_{\lambda} f(\gamma)=\frac{1}{\omega_{d-1}} \int_{\Sigma_{d-1}} f(\gamma+\lambda \theta) d \sigma_{d-1}(\theta), \tag{4.1}
\end{equation*}
$$

where $f: \hat{\mathbb{R}}^{d} \rightarrow \mathbb{C}, \gamma \in \hat{\mathbb{R}}^{d}, \lambda>0$, and $\theta \in \Sigma_{d-1}$. Thus, $\mathcal{M}_{\lambda} f(\gamma)$ is a mean-value of $f$ at the point $\gamma$. In fact, if $d=2$ and $f$ is analytic within and on a circle of radius $\lambda$ about $\gamma$ then the Cauchy integral formula implies that $f(\gamma)=\mathcal{M}_{\lambda} f(\gamma)$. Furthermore, if $d \geqq 2$ and $f$ is harmonic in a domain containing $\gamma \in \hat{\mathbb{R}}^{d}$ and the closed ball of radius $\lambda$ then $f(\gamma)=M_{\lambda} f(\gamma)$ [SW, p. 38].
(b) Each operator $\mathcal{M}_{\lambda}$ is a continuous linear mapping $\mathscr{M}_{\lambda}: \mathscr{S}\left(\hat{\mathbb{R}}^{d}\right) \rightarrow \mathscr{S}\left(\hat{\mathbb{R}}^{d}\right)$. The dual mapping $\mathcal{M}_{\lambda}^{*}: \mathscr{S}^{\prime}\left(\hat{\mathbb{R}}^{d}\right) \rightarrow \mathscr{S}^{\prime}\left(\hat{\mathbb{R}}^{d}\right)$ is well defined by the duality $\left(\mathcal{M}_{\lambda}^{*} f\right)(\bar{g})=f\left(\mathcal{M}_{\lambda} g\right)^{-}$, where $g \in \mathscr{S}\left(\hat{\mathbb{R}}^{d}\right)$.
(c) $\mathcal{M}_{\lambda}^{*}: \mathscr{S}^{\prime}\left(\hat{\mathbb{R}}^{d}\right) \rightarrow \mathscr{S}^{\prime}\left(\hat{\mathbb{R}}^{d}\right)$ is the unique continuous linear mapping on $\mathscr{S}^{\prime}\left(\hat{\mathbb{R}}^{d}\right)$ that extends $\mathcal{M}_{\lambda}$ defined on $\mathscr{S}\left(\hat{\mathbb{R}}^{d}\right) \subseteq \mathscr{S}^{\prime}\left(\hat{\mathbb{R}}^{d}\right)$; as such we designate $\mathcal{M}_{\lambda}^{*}$ by $\mathcal{M}_{\lambda}$ for each $\lambda>0$.

To see that $\mathcal{M}_{\lambda}^{*}$ is an extension of $\mathcal{M}_{\lambda}$, take $f, g \in \mathscr{S}\left(\hat{\mathbb{R}}^{d}\right)$ and compute

$$
\begin{aligned}
\left(\mathcal{M}_{\lambda}^{*} f\right)(\bar{g}) & =f\left(\mathcal{M}_{\lambda} g\right)^{-}=\int f(\gamma) \overline{\left(\mathcal{M}_{\lambda} g\right)(\gamma)} d \gamma \\
& =\frac{1}{\omega_{d-1}} \int_{\Sigma_{d-1}}\left(\int f(\gamma) \overline{g(\gamma+\lambda \theta)} d \gamma\right) d \sigma_{d-1}(\theta) \\
& =\frac{1}{\omega_{d-1}} \int_{\Sigma_{d-1}}\left(\int f(\gamma+\lambda(-\theta)) \overline{g(\gamma)} d \gamma\right) d \sigma_{d-1}(\theta) \\
& =\int\left(\frac{1}{\omega_{d-1}} \int_{\Sigma_{d-1}} f(\gamma+\lambda(-\theta)) d \sigma_{d-1}(\theta)\right) \overline{g(\gamma)} d \gamma=\left(\mathcal{M}_{\lambda} f\right)(\bar{g}) .
\end{aligned}
$$

To verify uniqueness, take $f \in \mathscr{S}^{\prime}\left(\hat{\mathbb{R}}^{d}\right)$ and let $f_{n} \rightarrow f$ in the $\sigma\left(\mathscr{S}^{\prime}\left(\hat{\mathbb{R}}^{d}\right), \mathscr{S}\left(\hat{\mathbb{R}}^{d}\right)\right)$ topology, where $\left\{f_{n}\right\} \subseteq \mathscr{S}\left(\hat{\mathbb{R}}^{d}\right)$. Then

$$
\left(\mathcal{M}_{\lambda}^{*} f\right)(\bar{g})=f\left(\mathcal{M}_{\lambda} g\right)^{-}=\lim f_{n}\left(\mathcal{M}_{\lambda} g\right)^{-}=\lim \left(\mathcal{M}_{\lambda} f_{n}\right)(\bar{g}) .
$$

Remark 4.2. In [BBE], we defined a symmetric difference operator $\Delta_{\lambda}$ which was a unimodular weighted mean-value operator. An analogue for the present situation is

$$
\frac{1}{\omega_{d-1}} \int_{\Sigma_{d-1}} w(\theta) f(\gamma+\lambda \theta) d \sigma_{d-1}(\theta),
$$

where $|w(\theta)|=1$ and

$$
\lim _{\lambda \rightarrow 0} \frac{1}{\omega_{d-1}} \int_{\Sigma_{d-1}} w(\theta) f(\gamma+\lambda \theta) d \sigma_{d-1}(\theta)=0 .
$$

Proposition 4.3. Let $g \in L^{2}\left(\hat{\mathbb{R}}^{d}\right), \alpha \in \mathbb{C}$, and $f \in \mathscr{S}^{\prime}\left(\hat{\mathbb{R}}^{d}\right)$. Assume $f$ satisfies the following conditions: $f^{\vee} \in \mathscr{S}^{\prime}\left(\hat{\mathbb{R}}^{d}\right)$ is a Borel measurable function,

$$
\exists R>0, \quad \text { such that } f^{\vee} \in L^{2}\left(B(0, R)^{\sim}\right)
$$

and

$$
|t|^{2} f^{\vee}(t) \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{d}\right)
$$

Then $f-\mathcal{M}_{\lambda} f \in L^{2}\left(\hat{\mathbb{R}}^{d}\right)$ and

$$
\begin{align*}
\| g- & \alpha\left(f-\mathcal{M}_{\lambda} f\right) \mid L^{2}\left(\hat{\mathbb{R}}^{d}\right) \| \\
& =\left\|\left.g^{\vee}(t)-\alpha f^{\vee}(t)\left(1-\frac{2 \pi}{\omega_{d-1}}(|t| \lambda)^{-(d-2) / 2} J_{(d-2) / 2}(2 \pi|t| \lambda)\right) \right\rvert\, L^{2}\left(\mathbb{R}^{d}\right)\right\| . \tag{4.2}
\end{align*}
$$

Proof. (a) The hypothesis $|t|^{2} f^{\vee}(t) \in L_{\text {loc }}^{2}\left(\mathbb{R}^{d}\right)$ implies that $f^{\vee} \in L_{\text {loc }}^{2}\left(\mathbb{R}^{d} \backslash\{0\}\right)$. In fact, if $K \subseteq \mathbb{R}^{d}$ is compact and $0 \notin K$ then

$$
\int_{K}\left|f^{\vee}(t)\right|^{2} d t=\int_{K} \frac{|t|^{4}}{|t|^{4}}\left|f^{\vee}(t)\right|^{2} d t \leqq C \int_{K}|t|^{4}\left|f^{\vee}(t)\right|^{2} d t<\infty .
$$

If we did not assume $f^{\vee}$ to be a Borel measurable function, then it could contain terms of the form $\partial^{\beta} \delta$.
(b) We now prove

$$
\begin{equation*}
f^{\vee}(t) \theta_{\lambda}(t)=f^{\vee}(t)\left(1-\frac{2 \pi}{\omega_{d-1}}(|t| \lambda)^{-(d-2) / 2} J_{(d-2) / 2}(2 \pi|t| \lambda)\right) \in L^{2}\left(\mathbb{R}^{d}\right) . \tag{4.3}
\end{equation*}
$$

Since $f^{\vee}(t) \in L^{2}\left(B(0, R)^{\sim}\right)$ and

$$
\sup _{|t| \geqq R}|t|^{-d+2} J_{(d-2) / 2}(2 \pi|t| \lambda)^{2} \leqq C \sup _{|t| \geqq R}|t|^{-d+2}(2 \pi|t| \lambda)^{-1} \leqq C_{\lambda} \sup _{|t| \geqq R}|t|^{-d+1} \leqq C_{\lambda} R^{-d+1},
$$

it is sufficient for (4.3) to dominate

$$
\begin{equation*}
I=\int_{B(0, R)}\left|f^{\vee}(t)\left(1-\frac{2 \pi}{\omega_{d-1}}(|t| \lambda)^{-(d-2) / 2} J_{(d-2) / 2}(2 \pi|t| \lambda)\right)\right|^{2} d t . \tag{4.4}
\end{equation*}
$$

This integral is

$$
\begin{aligned}
\int_{B(0, R)} & \left\lvert\, f^{\vee}(t)\left\{\left(1-\frac{2 \pi}{\omega_{d-1}}(|t| \lambda)^{-(d-2) / 2}\left(\frac{2 \pi|t| \lambda}{2}\right)^{(d-2) / 2} \frac{1}{\Gamma(d / 2)}\right)\right.\right. \\
& \left.-\frac{2 \pi}{\omega_{d-1}}(|t| \lambda)^{-(d-2) / 2}\left(\frac{2 \pi|t| \lambda}{2}\right)^{(d-2) / 2} \sum_{k=1}^{\infty} \frac{\left(-(1 / 4)(2 \pi|t| \lambda)^{2}\right)^{k}}{k!\Gamma(((d-2) / 2)+k+1)}\right\}\left.\right|^{2} d t \\
= & \int_{B(0, R)}\left|f^{\vee}(t)\left\{\frac{2 \pi^{d / 2}}{\omega_{d-1}} \sum_{k=1}^{\infty} \frac{\left(-\pi^{2}|t|^{2} \lambda^{2}\right)^{k}}{k!\Gamma((d / 2)+k)}\right\}\right|^{2} d t
\end{aligned}
$$

(see, e.g., Example 2.4). Thus, by Minkowski's inequality, we have

$$
\begin{aligned}
I^{1 / 2} & \leqq \sum_{k=1}^{\infty}\left\|\left.f^{\vee}(t) \frac{2 \pi^{d / 2}}{\omega_{d-1}} \frac{(\pi|t| \lambda)^{2 k}}{k!\Gamma((d / 2)+k)} \right\rvert\, L^{2}(B(0, R))\right\| \\
& =\Gamma\left(\frac{d}{2}\right) \sum_{k=1}^{\infty} \frac{(\pi \lambda)^{2 k}}{k!\Gamma((d / 2)+k)}\left\|f^{\vee}(t)|t|^{2 k} \mid L^{2}(B(0, R))\right\|,
\end{aligned}
$$

and this is finite since $|t|^{2} f^{\vee}(t) \in L_{\text {loc }}^{2}\left(\mathbb{R}^{d}\right)$. Consequently, (4.3) is valid.
(c) Distributionally, we have

$$
\forall \psi \in \mathscr{S}\left(\mathbb{R}^{d}\right), \quad\left(f^{\vee} \theta_{\lambda}\right)(\bar{\psi})=\left(f^{\vee} \theta_{\lambda}\right)^{\wedge}(\tilde{\psi}) .
$$

The left-hand side is

$$
\begin{aligned}
\int f^{\vee}(t)\left(\theta_{\lambda} \bar{\psi}\right)(t) d t & =\int f^{\vee}(t) \overline{\left(\theta_{\lambda}(t) \psi(t)\right)} d t=\overline{f\left(\theta_{\lambda} \psi\right)^{\wedge}} \\
& =f(\gamma)\left(\int\left(1-\frac{1}{\omega_{d-1}} \int_{\Sigma_{d-1}} e^{-2 \pi i t \cdot \lambda \theta} d \sigma_{d-1}(\theta)\right) \psi(t) e^{-2 \pi i t \cdot \gamma} d t\right)^{-} \\
& =f(\gamma)\left(\hat{\psi}(\gamma)-\frac{1}{\omega_{d-1}} \int_{\Sigma_{d-1}}\left(\int \psi(t) e^{-2 \pi i t \cdot(\gamma+\lambda \theta)} d t\right) d \sigma_{d-1}(\theta)\right)^{-} \\
& =f\left(\hat{\psi}-\mathcal{M}_{\lambda} \hat{\psi}\right)^{-}=f(\hat{\psi})^{-}-\left(\mathcal{M}_{\lambda}^{*} f\right)(\hat{\psi})^{-}=\left(f-\mathcal{M}_{\lambda} f\right)(\hat{\psi}) .
\end{aligned}
$$

Thus, $f-\mathcal{M}_{\lambda} f=\left(f^{\vee} \theta_{\lambda}\right)^{\wedge}$.
Since $f^{\vee} \theta_{\lambda} \in L^{2}\left(\mathbb{R}^{d}\right)$ we know that $\left(f^{\vee} \theta_{\lambda}\right)^{\wedge} \in L^{2}\left(\hat{\mathbb{R}}^{d}\right)$, and hence, $f-M_{\lambda} f \in L^{2}\left(\hat{\mathbb{R}}^{d}\right)$.
Equation (4.2) is a consequence of the Plancherel theorem.
The operator (on the function $f$ )

$$
-\frac{2 d}{\lambda^{2}}\left(f-M_{\lambda} f\right)
$$

corresponds to the Laplacian in $\hat{\mathbb{R}}^{d}$ in the same way that the difference operator

$$
\begin{equation*}
\frac{1}{2 \lambda}\left(\tau_{-\lambda} f-\tau_{\lambda} f\right) \tag{4.5}
\end{equation*}
$$

corresponds to the ordinary derivative in $\hat{\mathbb{R}}$ (cf. [BBE] for the rectangular generalization of (4.5) to $\hat{\mathbb{R}}^{d}$ and $\S 1$ for the corresponding differential operator). Wiener made the following calculation for the case $d=3$ [W1].

Formal calculation 4.4. Given $f \in \mathscr{S}^{\prime}\left(\hat{\mathbb{R}}^{d}\right)$ for which $\Delta f \in L^{2}\left(\hat{\mathbb{R}}^{d}\right)$ and $f^{\vee}$ is Borel measurable, then

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0}\left\|\left.\Delta f-\left(-\frac{2 d}{\lambda^{2}}\right)\left(f-\mathcal{M}_{\lambda} f\right) \right\rvert\, L^{2}\left(\hat{\mathbb{R}}^{d}\right)\right\|=0 . \tag{4.6}
\end{equation*}
$$

Proof. Since $\Delta f$ is a convolution of $f \in \mathscr{S}^{\prime}\left(\hat{\mathbb{R}}^{d}\right)$ and a distribution having compact support, the exchange formula is valid and $\Delta f^{\vee}(t)=-4 \pi^{2}|t|^{2} f^{\vee}(t) \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$. The hypothesis $\Delta f \in L^{2}\left(\hat{\mathbb{R}}^{d}\right)$ allows us to conclude that $-4 \pi^{2}|t|^{2} f^{\vee}(t) \in L^{2}\left(\mathbb{R}^{d}\right)$. In particular, the hypotheses of Proposition 4.3 are satisfied and thus we have

$$
\left\|\left.\Delta f-\left(-\frac{2 d}{\lambda^{2}}\right)\left(f-\mathcal{M}_{\lambda} f\right) \right\rvert\, L^{2}\left(\hat{\mathbb{R}}^{d}\right)\right\|
$$

$$
\begin{equation*}
=\left\|\left.f^{\vee}(t)\left(\frac{2 d}{\lambda^{2}}\left\{1-\frac{2 \pi^{2}|t|^{2} \lambda^{2}}{d}-\frac{2 \pi}{\omega_{d-1}}(|t| \lambda)^{-(d-2) / 2} J_{(d-2) / 2}(2 \pi|t| \lambda)\right\}\right) \right\rvert\, L^{2}\left(\mathbb{R}^{d}\right)\right\| . \tag{4.7}
\end{equation*}
$$

Using the series representation of $J_{\nu}$, the right side of (4.7) becomes

$$
\begin{aligned}
\| f^{\vee}(t) & \left(\frac { 2 d } { \lambda ^ { 2 } } \left\{\left[1-\frac{2 \pi}{\omega_{d-1}}(|t| \lambda)^{-(d-2) / 2}\left(\frac{2 \pi|t| \lambda}{2}\right)^{(d-2) / 2} \frac{1}{\Gamma(d / 2)}\right]\right.\right. \\
+ & {\left[-\frac{2(\pi|t| \lambda)^{2}}{d}-\frac{2 \pi}{\omega_{d-1}}(|t| \lambda)^{-(d-2) / 2}\left(\frac{2 \pi|t| \lambda}{2}\right)^{(d-2) / 2}\left(\frac{-(\pi|t| \lambda)^{2}}{\Gamma((d / 2)+1)}\right)\right] } \\
& \left.\left.-\frac{2 \pi^{d / 2}}{\omega_{d-1}} \sum_{k=2}^{\infty} \frac{\left(-(\pi|t| \lambda)^{2}\right)^{k}}{k!\Gamma((d / 2)+k)}\right\}\right) \mid L^{2}\left(\mathbb{R}^{d}\right) \| \\
= & 2 d \Gamma\left(\frac{d}{2}\right)\left\|\left.f^{\vee}(t) \frac{1}{\lambda^{2}} \sum_{k=2}^{\infty} \frac{\left(-(\pi|t| \lambda)^{2}\right)^{k}}{k!\Gamma((d / 2)+k)} \right\rvert\, L^{2}\left(\mathbb{R}^{d}\right)\right\|,
\end{aligned}
$$

where we use the fact that $\Gamma((d / 2)+1)=(d / 2) \Gamma(d / 2)$ to eliminate the $k=1$ term.
The right side of (4.8) formally tends to zero as $\lambda \rightarrow 0$ since $k \geqq 2$.
Naturally, the final and only formal step of the preceding calculation is verifiable for many functions $f^{\vee}$.

Also, in light of the role of iterated Laplacians it is natural to ask if this calculation can be adapted to deal with $\sum_{1} a_{j} \Delta^{j} f$ instead of $\Delta f$. Since $\left(\sum_{1} a_{j} \Delta^{j} f\right)^{\vee}(t)=$ $\sum_{1}(-1)^{j}(2 \pi)^{2 j} a_{j}|t|^{2 j}$, the cancellation analogous to that indicated in (4.8) is not possible if $\alpha=-2 d / \lambda^{2}$ and $j \geqq 2$. Similar problems arise when $\alpha$ is adjusted. For example, if $\alpha=c / \lambda^{2 j}, j \geqq 2$, so that the $|t|^{2 j}$ terms cancel, then there is no cancellation for the $|t|^{2 k}$ terms, $k<j$. Progress can be made when $M_{\lambda}$ is replaced by more complicated means.

Definition 4.5. The $d$-dimensional spherical difference operator $D_{\lambda}$ of radius $\lambda$ is defined by

$$
\begin{equation*}
D_{\lambda} f(\gamma)=f(\gamma)-\left(M_{\lambda} f\right)(\gamma) . \tag{4.9}
\end{equation*}
$$

If the hypotheses of Proposition 4.3 are satisfied for a function $f$ then the spherical difference operator gives rise to an $L^{2}\left(\mathbb{R}^{d}\right)$-valued function of $\lambda$, the path of which is a helix (in $L^{2}\left(\mathbb{R}^{d}\right)$ ) in the sense of Masani's theory of helices (see, e.g., [M, pp. 351-359]). The helical theory is more complicated for our rectangular Wiener-Plancherel formula (see, e.g., [He]).

Because of the Wiener-Plancherel formulas in Theorems 5.6 and 5.7, it is natural to investigate the relationship between $D_{\lambda} s_{k}$ and $s_{k, R}$. We do this in the following example.

Example 4.6. Let $\psi(t)=(i / 2 \pi)^{2 k} \varphi(t) /|t|^{2 k}$, where $\varphi \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right) \cap L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d}\right)$, and let $f$ and $g$ be functions defined on $\hat{\mathbb{R}}^{d}$. We have the following formal relations which are valid for a large class of functions:

$$
\begin{equation*}
s_{k, R}=\hat{\psi} * \hat{\chi}_{R}=s_{k} *\left(\delta-\hat{\chi}_{B(0, R)}\right)=s_{k}-s_{k} * \hat{\chi}_{B(0, R)}, \tag{4.10}
\end{equation*}
$$

where $\hat{\psi}=s_{k}$;

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0} \mathcal{M}_{\lambda} f=f \tag{4.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{M}_{\lambda}(f * g)=\left(\mathcal{M}_{\lambda} f\right) * g . \tag{4.12}
\end{equation*}
$$

Let $R=1 / \lambda$. Because of (4.11), the mean $M_{\lambda}$ of the right side of (4.10) is approximated by $s_{k}-\mathcal{M}_{\lambda}\left(s_{k} * \hat{\chi}_{B(0, R)}\right)$. Using (4.12) and the weak convergence to $\delta$ by $\hat{\chi}_{B(0, R)}$, we see that this approximation is in turn an estimation of $D_{\lambda} s_{k}$. Thus, $D_{\lambda} s_{k} \approx$ $\mathcal{M}_{\lambda} s_{k, R}$ (cf. Example 6.3).

## 5. Proof of the spherical Wiener-Plancherel formula.

Definition/Remark 5.1. (a) The space $B^{2}\left(\mathbb{R}^{d}\right)$ of functions having bounded quadratic means over spheres is the set of all functions $\varphi \in L_{\text {loc }}^{2}\left(\mathbb{R}^{d}\right)$ for which

$$
\begin{equation*}
\left\|\varphi \mid B^{2}\left(\mathbb{R}^{d}\right)\right\|=\sup _{R>0}\left(\frac{1}{|B(0, R)|} \int_{B(0, R)}|\varphi(t)|^{2} d t\right)^{1 / 2}<\infty . \tag{5.1}
\end{equation*}
$$

$B^{2}\left(\mathbb{R}^{d}\right)$ is a Banach space with norm defined by (5.1).
(b) Given $\varphi \in L_{\text {loc }}^{2}\left(\mathbb{R}^{d}\right)$. The spherical average of $\varphi$ is the function $\Phi$ defined on $\mathbb{R}_{+}^{*}$ by

$$
\begin{equation*}
\Phi(r)=\frac{1}{\omega_{d-1}} \int_{\Sigma_{d-1}}|\varphi(r \theta)|^{2} d \sigma_{d-1}(\theta) \tag{5.2}
\end{equation*}
$$

(c) A basic property of spherical averages, and one that is relevant for comparison with the classical and rectangular Wiener-Plancherel formulas [W2], [BBE], is that

$$
\begin{equation*}
\Phi \in L^{\infty}\left(\mathbb{R}_{+}^{*}\right) \quad \text { implies } \quad \varphi \in B^{2}\left(\mathbb{R}^{d}\right) \text {. } \tag{5.3}
\end{equation*}
$$

The verification of (5.3) is immediate:

$$
\begin{aligned}
\frac{1}{|B(0, R)|} \int_{B(0, R)}|\varphi(t)|^{2} d t & =\frac{\omega_{d-1}}{|B(0, R)|} \int_{0}^{R} r^{d-1} \Phi(r) d r \\
& \leqq \frac{\left\|\Phi \mid L^{\infty}\left(\mathbb{R}_{+}^{*}\right)\right\|}{d|B(0, R)|} \omega_{d-1} R^{d}=\left\|\Phi \mid L^{\infty}\left(\mathbb{R}_{+}^{*}\right)\right\| .
\end{aligned}
$$

(d) Clearly, $B^{2}\left(\mathbb{R}^{d}\right) \backslash L^{\infty}\left(\mathbb{R}^{d}\right) \neq \varnothing$. In fact we can choose a continuous radial element $\varphi \in L^{2}\left(\mathbb{R}^{d}\right)$ for which $\varlimsup_{\lim _{r \rightarrow \infty}}|\varphi(r)|=\infty$. This function also shows that the converse of (5.3) fails since $\Phi(r)=|\varphi(r)|^{2}$. Furthermore, this observation shows that, for the class of radial continuous functions, $\Phi \in L^{\infty}\left(\mathbb{R}_{+}^{*}\right)$ if and only if $\varphi \in L^{\infty}\left(\mathbb{R}^{d}\right)$.

We quote the following important result of Beurling which is related to one of his deep investigations of spectral synthesis [Be].

Theorem 5.2 [Be, Thms. I, II] (cf. [BDD]). (a) $B^{2}\left(\mathbb{R}^{d}\right)$ is the Banach space dual of the convolution Banach algebra $A^{2}\left(\mathbb{R}^{d}\right)$ defined as follows:

$$
A^{2}\left(\mathbb{R}^{d}\right)=\bigcup_{\omega \in \Omega} L_{1 / \omega}^{2}\left(\mathbb{R}^{d}\right) \subseteq L^{1}\left(\mathbb{R}^{d}\right),
$$

where $\Omega=\left\{\omega \in L^{1}\left(\mathbb{R}^{d}\right): \omega>0,\left\|\omega \mid L^{1}\left(\mathbb{R}^{d}\right)\right\|=1, \omega\right.$ is radial, and $\omega(|t|)$ decreases on $\left.\mathbb{R}_{+}^{*}\right\}$ and $L_{1 / \omega}^{2}\left(\mathbb{R}^{d}\right)$ is the Banach space of Borel measurable functions $\varphi$ defined by the norm

$$
\left\|\varphi \mid L_{1 / \omega}^{2}\left(\mathbb{R}^{d}\right)\right\|=\left(\int \frac{|\varphi(t)|^{2}}{\omega(t)} d t\right)^{1 / 2} .
$$

The Banach space norm of $\varphi \in A^{2}\left(\mathbb{R}^{d}\right)$ is

$$
\left\|\varphi\left|A^{2}\left(\mathbb{R}^{d}\right)\left\|=\inf _{\omega \in \Omega}\right\| \varphi\right| L_{1 / \omega}^{2}\left(\mathbb{R}^{d}\right)\right\|,
$$

and the duality between $A^{2}\left(\mathbb{R}^{d}\right)$ and $B^{2}\left(\mathbb{R}^{d}\right)$ is defined by the relation

$$
\forall \theta \in A^{2}\left(\mathbb{R}^{d}\right) \quad \text { and } \quad \forall \varphi \in B^{2}\left(\mathbb{R}^{d}\right), \quad \varphi(\theta)=\int \varphi(t) \overline{\theta(t)} d t .
$$

(b) $B^{2}\left(\mathbb{R}^{d}\right)$ is characterized by the intersection

$$
\begin{equation*}
B^{2}\left(\mathbb{R}^{d}\right)=\bigcap_{\omega \in \Omega} L_{\omega}^{2}\left(\mathbb{R}^{d}\right) \tag{5.4}
\end{equation*}
$$

Definition 5.3. The spherical Wiener space $W\left(\mathbb{R}^{d}\right)$ consists of all functions $\varphi \in L_{\text {loc }}^{2}\left(\mathbb{R}^{d}\right)$ for which

$$
\left\|\varphi \mid W\left(\mathbb{R}^{d}\right)\right\|=\left(\int \frac{|\varphi(t)|^{2}}{\left(1+|t|^{2}\right)^{d}} d t\right)^{1 / 2}<\infty
$$

(cf. [BBE, Ex. 4.3]). Clearly, $W\left(\mathbb{R}^{d}\right)=\hat{H}^{-d}$, where $H^{\alpha}$ is the Hilbert Sobolev space $L_{\alpha}^{2}\left(\mathbb{R}^{d}\right)$.

We could prove the first inclusion of the following result directly, analogous to the method used in [BBE, Thm. 3.2], or by invoking the well-known inclusion $B^{2}\left(\mathbb{R}^{d}\right) \subseteq$ $\hat{H}^{\alpha}$, for each $\alpha<-d / 2$. Instead we use (5.4); this application of Beurling's theorem is due to Heil [He].

THEOREM 5.4. $B^{2}\left(\mathbb{R}^{d}\right) \subseteq W\left(\mathbb{R}^{d}\right) \subseteq \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$.
Proof. (a) We shall first prove that $B^{2}\left(\mathbb{R}^{d}\right) \subseteq W\left(\mathbb{R}^{d}\right)$. The weight $\omega(t)=$ $c /\left(1+|t|^{2}\right)^{d}$ is an element of $\Omega$, for the proper choice of $c>0$, and $L_{\omega}^{2}\left(\mathbb{R}^{d}\right)=W\left(\mathbb{R}^{d}\right)$. The assertion follows from (5.4).
(b) The proof of the inclusion $W\left(\mathbb{R}^{d}\right) \subseteq \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$ follows from definitions.

Lemma 5.5. Let $\varphi \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{d}\right)$ for which $\Phi \in L^{\infty}\left(\mathbb{R}_{+}^{*}\right)$, and suppose we are given $k$ for which $4 k>d$. Then

$$
\forall R>0, \quad \varphi E_{k}^{\vee} \in L^{2}\left(\mathbb{R}^{d} \backslash B(0, R)\right) .
$$

Proof.

$$
\int_{B(0, R)^{\sim}}\left|\varphi(t) E_{k}^{\vee}(t)\right|^{2} d t=\frac{1}{(2 \pi)^{4 k}} \int_{R}^{\infty} r^{d-4 k-1} \Phi(r) d r \leqq \frac{\left\|\Phi \mid L^{\infty}\left(\mathbb{R}_{+}^{*}\right)\right\|}{(2 \pi)^{4 k}(4 k-d)} R^{d-4 k} .
$$

THEOREM 5.6. Given $\varphi \in L_{\text {loc }}^{2}\left(\mathbb{R}^{d}\right)$ and an integer $k$ for which $4 k>d$, assume $\Phi \in L^{\infty}\left(\mathbb{R}_{+}^{*}\right)$. Then

$$
\begin{align*}
\lim _{R \rightarrow \infty} \frac{1}{|B(0, R)|} \int_{B(0, R)}|\varphi(t)|^{2} d t & =\lim _{\lambda \rightarrow 0} \frac{(4 k-d)(2 \pi)^{4 k}}{\omega_{d-1}^{2} \lambda^{4 k-d}} \int_{\left|s_{k, 1 / \lambda}(\gamma)\right|^{2} d \gamma} \\
& =\lim _{R \rightarrow \infty} \frac{(4 k-d) R^{4 k-d}}{\omega_{d-1}^{2}} \int_{B(0, R)^{\sim}}|\varphi(t)|^{2} \frac{1}{|t|^{4 k}} d t, \tag{5.5}
\end{align*}
$$

in the sense that if any one limit exists, then the others exist and they are all equal.
Proof. We compute

$$
\begin{aligned}
(2 \pi)^{4 k} \int\left|s_{k, R}(\gamma)\right|^{2} d \gamma & =\int_{B(0, R)^{\sim}}|\varphi(t)|^{2} \frac{1}{|t|^{4 k}} d t \\
& =\omega_{d-1} \int_{R}^{\infty} r^{d-4 k-1}\left(\frac{1}{\omega_{d-1}} \int_{\Sigma_{d-1}}|\varphi(r \theta)|^{2} d \sigma_{d-1}(\theta)\right) d r \\
& =\omega_{d-1} \lambda^{4 k-d} \int_{R}^{\infty}(\lambda r)^{d-4 k} \Phi(r) \frac{d r}{r} \\
& =\omega_{d-1} \lambda^{4 k-d} \int_{0}^{\infty} \chi_{(0,1)}\left(\frac{R}{r}\right)\left(\frac{R}{r}\right)^{4 k-d} \Phi(r) \frac{d r}{r} \\
& =\omega_{d-1} \lambda^{4 k-d} \Theta \otimes \Phi(R),
\end{aligned}
$$

where $\lambda=1 / R$ and $\Theta(s)=\chi_{(0,1)}(s) s^{4 k-d} \in L^{1}\left(\mathbb{R}_{+}^{*}\right)$. The calculation is valid because of the Plancherel theorem and because the hypotheses allow us to use Lemma 5.5.

Also,

$$
\mathscr{F}(\Theta)(\rho)=\int_{0}^{\infty} r^{i \rho} \Theta(r) \frac{d r}{r}=\frac{1}{4 k-d+i \rho},
$$

so that $|\mathscr{F}(\Theta)|>0$ on $\left(\mathbb{R}_{+}^{*}\right)^{\wedge}$.
Next, we have

$$
\begin{aligned}
\frac{1}{|B(0, R)|} \int_{B(0, R)}|\varphi(t)|^{2} d t & =\frac{1}{|B(0, R)|} \int_{0}^{R} r^{d-1} \Phi(r) d r \\
& =\frac{d}{\omega_{d-1} R^{d}} \int_{0}^{R} r^{d-1} \Phi(r) d r=\frac{d}{\omega_{d-1}} K_{A} \otimes \Phi(R),
\end{aligned}
$$

where the last step follows from Example 2.3 and where $|B(0, R)|=\omega_{d-1} R^{d} / d$. Thus,

$$
\frac{1}{|B(0, R)|} \int_{B(0, R)}|\varphi(t)|^{2} d t=\left(\frac{d}{\omega_{d-1}} K_{A}\right) \otimes \Phi(R) .
$$

Recall that $\left|\mathscr{F}\left(K_{A}\right)\right|>0$ on $\left(\mathbb{R}_{+}^{*}\right)^{\wedge}$.
We now apply the Tauberian theorem, Theorem 2.2. If

$$
\lim _{R \rightarrow \infty}\left(\frac{d}{\omega_{d-1}} K_{A}\right) \otimes \Phi(R)=C_{\Phi} \int_{0}^{\infty} \frac{d}{\omega_{d-1}} K_{A}(r) \frac{d r}{r},
$$

then

$$
\lim _{R \rightarrow \infty} \Theta \otimes \Phi(R)=C_{\Phi} \int_{0}^{\infty} \Theta(r) \frac{d r}{r}
$$

and vice versa. Consequently,

$$
\frac{1}{\int_{0}^{\infty} K_{A}(r) d r / r} \lim _{R \rightarrow \infty} K_{A} \otimes \Phi(R)=\frac{1}{\int_{0}^{\infty} \Theta(r) d r / r} \lim _{R \rightarrow \infty} \Theta \otimes \Phi(R)
$$

and so,

$$
\begin{aligned}
\lim _{R \rightarrow \infty} \frac{\omega_{d-1}}{|B(0, R)|} \int_{B(0, R)}|\varphi(t)|^{2} d t & =\lim _{R \rightarrow \infty}(4 k-d)(2 \pi)^{4 k} R^{4 k-d} \int\left|s_{k, R}(\gamma)\right|^{2} d \gamma \\
& =\lim _{R \rightarrow \infty}(4 k-d) R^{4 k-d} \int_{B(0, R)^{)^{\prime}}}|\varphi(t)|^{2} \frac{1}{|t|^{4 k}} d t .
\end{aligned}
$$

The limit in (5.5) involving $s_{k, 1 / \lambda}$ can be replaced by one involving $\mathcal{M}_{\lambda} s_{k, 1 / \lambda}$ at least in the case where the first limit of (5.5) is assumed to exist, e.g., Example 6.3.

THEOREM 5.7. Let $\varphi \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{d}\right)$, which is bounded in a neighborhood of the origin, and given an integer $k$ for which $4(k-1)<d<4 k$ and $d>2 k(d>4(k-1)$ implies $d>2 k$ for $k \geqq 2$ ). Assume $\Phi \in L^{\infty}\left(\mathbb{R}_{+}^{*}\right)$. Then $s_{k}=\left(\varphi E_{k}^{\vee}\right)^{\wedge} \in \mathscr{S}^{\prime}\left(\hat{\mathbb{R}}^{d}\right)$ and

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \frac{1}{|B(0, R)|} \int_{B(0, R)}|\varphi(t)|^{2} d t=\lim _{\lambda \rightarrow 0} \frac{c(d, k)(2 \pi)^{4 k}}{\omega_{d-1} \lambda^{4 k-d}} \int\left|D_{\lambda} s_{k}(\gamma)\right|^{2} d \gamma, \tag{5.6}
\end{equation*}
$$

where $c(d, k)^{-1}=\left\|K_{k} \mid L^{1}\left(\mathbb{R}_{+}^{*}\right)\right\|$. Equation (5.6) signifies that if the left side exists then the right side exists and they are equal.

Proof. (a) The hypotheses allow us to invoke Proposition 4.3. To see this we proceed as follows. The function $s_{k}^{\vee}=\varphi E_{k}^{\vee}$ is Borel measurable, and $s_{k}^{\vee} \in L^{2}\left(B(0, R)^{\sim}\right)$ since $\Phi \in L^{\infty}\left(\mathbb{R}_{+}^{*}\right)$ and $4 k>d$. Furthermore, $|t|^{2} s_{k}^{\vee}(t) \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{d}\right)$ since

$$
\int_{B(0, R)} \frac{|\varphi(t)|^{2}}{|t|^{4(k-1)}} d t \leqq \omega_{d-1}\left\|\Phi \mid L^{\infty}\left(\mathbb{R}_{+}^{*}\right)\right\| \int_{0}^{R} r^{d-4 k+3} d r
$$

and $4(k-1)<d$.
Finally, we must show $s_{k}^{\vee} \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$. Since $d>2 k$ we know from Theorem 3.2(a) that $E_{k}^{\vee} \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right) \cap L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d}\right)$. For $\theta \in \mathscr{S}\left(\mathbb{R}^{d}\right)$ we have the estimate

$$
\begin{aligned}
\left|s_{k}^{\vee}(\theta)\right| \leqq & \frac{C(\varphi, R)}{(2 \pi)^{2 k}} \int_{B(0, R)} \frac{|\theta(t)|}{|t|^{2 k}} d t \\
& \quad+\frac{1}{(2 \pi)^{2 k}}\left\|\varphi \mid W\left(\mathbb{R}^{d}\right)\right\|\left(\int_{B(0, R)^{\sim}}|\theta(t)|^{2} \frac{\left(1+|t|^{2}\right)^{d}}{|t|^{4 k}} d t\right)^{1 / 2},
\end{aligned}
$$

where $|\varphi(t)| \leqq C(\varphi, R)$ on $B(0, R)$. The right side is finite by Theorem 5.4 , the hypothesis $d>2 k$, and the fact $\theta \in \mathscr{Y}\left(\mathbb{R}^{d}\right)$. If $\lim _{m \rightarrow \infty} \theta_{m}=0$ in $\mathscr{S}\left(\mathbb{R}^{d}\right)$ then it is clear that the right side of the inequality tends to zero with $\theta$ replaced by $\theta_{m}$. Thus, $s_{k}^{\vee} \in \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$.

Therefore, Proposition 4.3 applies and thus $D_{\lambda} s_{k} \in L^{2}\left(\hat{\mathbb{R}}^{d}\right)$ for all $\lambda>0$, and (4.2) is valid for $f=s_{k}$.
(b) We can now compute

$$
\begin{aligned}
\int\left|D_{\lambda} s_{k}(\gamma)\right|^{2} d \gamma & =\int\left|s_{k}^{\vee}(t)\left(1-\frac{2 \pi}{\omega_{d-1}}(|t| \lambda)^{-(d-2) / 2} J_{(d-2) / 2}(2 \pi|t| \lambda)\right)\right|^{2} d t \\
& =\frac{1}{(2 \pi)^{4 k}} \int_{0}^{\infty} r^{d-4 k} \Phi(r)\left(1-\frac{2 \pi}{\omega_{d-1}}(r \lambda)^{-(d-2) / 2} J_{(d-2) / 2}(2 \pi r \lambda)\right)^{2} \frac{d r}{r}
\end{aligned}
$$

Therefore, if $R=1 / \lambda$ then

$$
\begin{aligned}
\frac{(2 \pi)^{4 k}}{\lambda^{4 k-d}} \int\left|D_{\lambda} s_{k}(\gamma)\right|^{2} d \gamma & =\int_{0}^{\infty} \Phi(r)\left(\frac{R}{r}\right)^{4 k-d}\left(1-\frac{2 \pi}{\omega_{d-1}}\left(\frac{r}{R}\right)^{-(d-2) / 2} J_{(d-2) / 2}\left(\frac{2 \pi r}{R}\right)\right)^{2} \frac{d r}{r} \\
& =K_{k} \otimes \Phi(R) .
\end{aligned}
$$

(c) Recall from the proof of Theorem 5.6 that

$$
\frac{1}{|B(0, R)|} \int_{B(0, R)}|\varphi(t)|^{2} d t=\left(\frac{d}{\omega_{d-1}} K_{A}\right) \otimes \Phi(R)
$$

and $\left|\mathscr{F}\left(K_{A}\right)\right|>0$ on $\left(\mathbb{R}_{+}^{*}\right)^{\wedge}$. Therefore, we can apply the Tauberian theorem, Theorem 2.2 , to conclude that if

$$
\lim _{R \rightarrow \infty} \frac{\omega_{d-1}}{|B(0, R)|} \int_{B(0, R)}|\varphi(t)|^{2} d t=C_{\Phi}
$$

then

$$
\lim _{\lambda \rightarrow 0} \frac{c(d, k)(2 \pi)^{4 k}}{\lambda^{4 k-d}} \int\left|D_{\lambda} s_{k}(\gamma)\right|^{2} d \gamma=C_{\Phi}
$$

6. Computations and zeros of Fourier transforms. The following lemma plays a role in Logan's incisive analysis of bandlimited functions [L]; the method used to prove the accompanying proposition is standard. The proposition is of the type that can be used to study the function $L_{k}$ defined in Example 6.3. The function $L_{k}$ arises in the Wiener-Plancherel formula involving the mean of $s_{k, R}$.

Lemma 6.1. Given $L>0$, there exists a real and even function $\varphi_{L} \in L^{2}(\mathbb{R})$ having the following properties: $\varphi_{L}<0$ on $(-\infty,-(1 / 2 L)) \cup((1 / 2 L), \infty), \hat{\varphi}_{L}>0$ on $(-L, 0) \cup$ $(0, L)$, and $\operatorname{supp} \hat{\varphi}_{L}=[-L, L]$, e.g.,

$$
\varphi_{L}(t)=\frac{L}{\pi} \frac{\cos ^{2}(\pi t L)}{1-(2 t L)^{2}}
$$

and

$$
\hat{\varphi}_{L}(\gamma)= \begin{cases}\frac{1}{4} \sin \frac{\pi \gamma}{L}, & |\gamma|<L \\ 0, & |\gamma| \geqq L\end{cases}
$$

Proposition 6.2. Given a nonnegative function $\psi \in\left(L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})\right) \backslash\{0\}$ and assuming $\psi=0$ on $(-1 / 2 L, 1 / 2 L)$, there is $\rho_{0} \in(-L, L)$ for which $(\operatorname{Re} \hat{\psi})\left(\rho_{0}\right)=0$.

Proof. Choose $\varphi_{L}$ as in Lemma 6.1. By Parseval's formula and hypothesis, we compute

$$
\begin{aligned}
0 & >\int_{|t|>(1 / 2 L)} \psi(t) \varphi_{L}(t) d t=\int \psi(t) \varphi_{L}(t) d t \\
& =\int \hat{\psi}(\gamma) \hat{\varphi}_{L}(-\gamma) d \gamma=\int_{-L}^{L} \hat{\psi}(t) \hat{\varphi}_{L}(-\gamma) d \gamma \\
& =\int_{-L}^{L}(\operatorname{Re} \hat{\psi}(\gamma)) \hat{\varphi}_{L}(-\gamma) d \gamma+i \int_{-L}^{L}(\operatorname{Im} \hat{\psi}(\gamma)) \hat{\varphi}_{L}(-\gamma) d \gamma=a+i b .
\end{aligned}
$$

Clearly, $a<0$ and $b=0$. Also, $\hat{\psi}(0)=\int \psi(t) d t>0$ and so $\hat{\psi}(0)=(\operatorname{Re} \hat{\psi})(0)$. Since $a<0$ and $\hat{\varphi}_{L}(-\gamma)>0$ on $(-L, 0) \cup(0, L)$, we can conclude that $\operatorname{Re} \hat{\psi}<0$ on some subset of positive measure of $(-L, L)$. This combines with the continuity of $\hat{\psi}$ and the fact that $(\operatorname{Re} \hat{\psi})(0)>0$ to yield the result.

Example 6.3. Define the function

$$
L_{k}(r)= \begin{cases}\frac{1}{r^{d-4 k}} I\left(\frac{1}{r}\right) & \text { for } r \in(0,1), \\ 0 & \text { for } r \geqq 1\end{cases}
$$

where

$$
I(s)=\left|\frac{2 \pi}{\omega_{d-1}} s^{-(d-2) / 2} J_{(d-2) / 2}(2 \pi s)\right|^{2}=\frac{1}{\omega_{d-1}^{2}}\left|\hat{\mu}_{d-1}(2 \pi s)\right|^{2} .
$$

Clearly, $L_{k}(R / r)=0$ if $r<R$ and

$$
\begin{equation*}
\forall r>R, \quad L_{k}\left(\frac{R}{r}\right)=\left(\frac{2 \pi}{\omega_{d-1}}\right)^{2}\left(\frac{R}{r}\right)^{4 k-2} J_{(d-2) / 2}\left(\frac{2 \pi r}{R}\right)^{2} . \tag{6.1}
\end{equation*}
$$

(a) We first observe that $L_{k} \in L^{1}\left(\mathbb{R}_{+}^{*}\right)$ if $4 k>1$ :

$$
\begin{aligned}
\int_{0}^{\infty}\left|L_{k}(r)\right| \frac{d r}{r} & =\int_{1}^{\infty} r^{d-4 k}|I(r)| \frac{d r}{r} \leqq \int_{1}^{\infty} r^{d-4 k-1}\left|\frac{2 \pi C}{\omega_{d-1}} r^{-(d-2) / 2} r^{-1 / 2}\right|^{2} d r \\
& =\left(\frac{2 \pi C}{\omega_{d-1}}\right)^{2} \int_{1}^{\infty} r^{d-4 k-1} r^{-(d-1)} d r=\left(\frac{2 \pi C}{\omega_{d-1}}\right)^{2} \frac{1}{4 k-1}<\infty
\end{aligned}
$$

if $4 k>1$.
(b) Next, if $\Phi \in L^{\infty}\left(\mathbb{R}_{+}^{*}\right)$ and $4 k>1$ then $L_{k} \otimes \Phi(r)$ exists and

$$
L_{k} \otimes \Phi(r)=\int_{r}^{\infty} L_{k}\left(\frac{r}{s}\right) \Phi(s) \frac{d s}{s}=\int_{r}^{\infty}\left(\frac{s}{r}\right)^{d-4 k} I\left(\frac{s}{r}\right) \Phi(s) \frac{d s}{s} .
$$

(c) The reason for considering the function $L_{k}$ is that the limit in (5.5) involving $s_{k, 1 / \lambda}$ can be replaced by one involving $\mathcal{M}_{\lambda} s_{k, 1 / \lambda}$, at least in the case where the first limit of (5.5) is assumed to exist. This follows from the proof of Theorem 5.6 and the following calculations:

$$
\mathcal{M}_{1 / R} s_{k, R}(\gamma)=\left(\frac{i}{2 \pi}\right)^{2 k} \int e^{-2 \pi i t \cdot \gamma}\left(\frac{2 \pi}{\omega_{d-1}}\left(\frac{|t| \mid}{R}\right)^{-(d-2) / 2} J_{(d-2) / 2}\left(\frac{2 \pi|t|}{R}\right) \frac{\varphi(t)}{|t|^{2 k}} \chi_{R}(t)\right) d t
$$

and, by Plancherel's theorem,

$$
\begin{aligned}
(2 \pi)^{4 k} & \int\left|\mathcal{M}_{1 / R} s_{k, R}(\gamma)\right|^{2} d \gamma \\
& =\left(\frac{2 \pi}{\omega_{d-1}}\right)^{2} \int_{B(0, R)^{-}}\left(\frac{R}{|t|}\right)^{d-2} J_{(d-2) / 2}\left(\frac{2 \pi|t|}{R}\right)^{2} \frac{|\varphi(t)|^{2}}{|t|^{4 k}} d t \\
& =\left(\frac{2 \pi}{\omega_{d-1}}\right)^{2} \int_{R}^{\infty} \frac{r^{-4 k+2}}{R^{-d+2}} J_{(d-2) / 2}\left(\frac{2 \pi r}{R}\right)^{2} \Phi(r) \frac{d r}{r} \\
& =\left(\frac{2 \pi}{\omega_{d-1}}\right)^{2} R^{d-4 k} \int_{R}^{\infty}\left(\frac{R}{r}\right)^{4 k-2} J_{(d-2) / 2}\left(\frac{2 \pi r}{R}\right)^{2} \Phi(r) \frac{d r}{r}=R^{d-4 k} L_{k} \otimes \Phi(R),
\end{aligned}
$$

where we have used (6.1) in the last step and where $\Phi$ is defined in terms of $\varphi$ as in $\S 5$.

## 7. Remarks on spectral estimation.

Definition 7.1. Given $\varphi \in L_{\text {loc }}^{2}\left(\mathbb{R}^{d}\right)$, define

$$
\forall R>0, \quad P_{\varphi, R}(t)=\frac{1}{|B(0, R)|} \int_{B(0, R)} \varphi(t+x) \overline{\varphi(x)} d x .
$$

Suppose that there is a continuous positive definite function $P_{\varphi}$ for which $\lim _{R \rightarrow \infty} P_{\varphi, R}=$ $P_{\varphi}$ in the $\sigma\left(M\left(\mathbb{R}^{d}\right), C_{c}\left(\mathbb{R}^{d}\right)\right)$ topology, where $M\left(\mathbb{R}^{d}\right)$ is the space of measures on $\mathbb{R}^{d}$. Then $P_{\varphi} \in L^{\infty}\left(\mathbb{R}^{d}\right)$ is the autocorrelation of $\varphi$, and the positive measure $\mu_{\varphi}=\hat{P}_{\varphi}$ is the power spectrum of $\varphi$.

Remark 7.2. (a) Depending on the particular problem, the weak topology in Definition 7.1 can be replaced by various other convergence criteria, including pointwise convergence.
(b) Given $\varphi \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{d}\right)$ with power spectrum $\mu_{\varphi}$, assume there is an increasing function $i(R)$ on $(0, \infty)$ for which $\sup _{|t| \leqq R}|\varphi(t)| \leqq i(R)$ and $\lim _{R \rightarrow \infty} i(R)^{2} / R=0$. Then we can prove that

$$
\begin{equation*}
\forall \psi \in C_{c}\left(\mathbb{R}^{d}\right), \quad \lim _{R \rightarrow \infty} \frac{1}{|B(0, R)|} \int_{B(0, R)}|\psi * \varphi(t)|^{2} d t=\int|\hat{\psi}(\gamma)|^{2} d \mu_{\varphi}(\gamma), \tag{7.1}
\end{equation*}
$$

[ B 2, § 5].
If we take $\psi=\delta$ in (7.1) then the left side of (7.1) is the arithmetic mean on the left side of our Wiener-Plancherel formula (5.6). Given $\varphi \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{d}\right)$ and combining formulas (5.6) and (7.1), it is then reasonable to expect that

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0} \frac{c(d, k)(2 \pi)^{4 k}}{\omega_{d-1} \lambda^{4 k-d}}\left|D_{\lambda} s_{k}\right|^{2}=\mu_{\varphi} \tag{7.2}
\end{equation*}
$$

in some weak topology, e.g., $[B 1, \S 2.1]$ for the case $d=1$. In this same spirit we provide the following calculation which Wiener made for the case $d=1$ [W2, pp. 155159].

Formal calculation 7.3. Given $\varphi \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{d}\right)$ with autocorrelation $P_{\varphi}$, for $t \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0} \frac{c(d, k)(2 \pi)^{4 k}}{\omega_{d-1} \lambda^{4 k-d}} \int\left|D_{\lambda} s_{k}(\gamma)\right|^{2} e^{2 \pi i t \cdot \gamma} d \gamma=P_{\varphi}(t) . \tag{7.3}
\end{equation*}
$$

Proof. (a) A direct calculation gives

$$
\begin{align*}
P_{\varphi}(t) & =\lim _{R \rightarrow \infty} \frac{1}{|B(0, R)|} \int_{B(0, R)} \varphi(t+x) \overline{\varphi(x)} d x \\
& =\frac{1}{4} \lim _{R \rightarrow \infty} \frac{1}{|B(0, R)|} \int_{B(0, R)}\left\{|\varphi(t+x)+\varphi(x)|^{2}-|\varphi(t+x)-\varphi(x)|^{2}\right. \\
& \left.+i|\varphi(t+x)+i \varphi(x)|^{2}-i|\varphi(t+x)-i \varphi(t)|^{2}\right\} d t  \tag{7.4}\\
& \equiv \frac{1}{4}\left(K_{1}-K_{2}+i K_{3}-i K_{4}\right) .
\end{align*}
$$

(b) Let $\psi(x)=\varphi(t+x)+c \varphi(x)$, where $|c|=1$, and write $s_{k}(\theta)(\gamma)=\left(\theta E_{k}^{\vee}\right)^{\wedge}(\gamma)$, so that $s_{k}(\varphi)=s_{k}$. By the Wiener-Plancherel formula we compute

$$
\begin{align*}
& \lim _{R \rightarrow \infty} \frac{1}{|B(0, R)|} \int_{B(0, R)}|\psi(x)|^{2} d x \\
&= \lim _{\lambda \rightarrow 0} \frac{c(d, k)(2 \pi)^{4 k}}{\omega_{d-1} \lambda^{4 k-d}} \int\left|D_{\lambda} s_{k}\left(\tau_{-t} \varphi\right)(\gamma)+D_{\lambda} s_{k}(c \varphi)(\gamma)\right|^{2} d \gamma \\
& \left.=\lim _{\lambda \rightarrow 0} \frac{c(d, k)(2 \pi)^{4 k}}{\omega_{d-1} \lambda^{4 k-d}} \int \right\rvert\, D_{\lambda} s_{k}\left(\tau_{-t} \varphi\right)(\gamma)-e^{2 \pi i t \cdot \gamma} D_{\lambda} s_{k}(\varphi)(\gamma)  \tag{7.5}\\
& \quad+\left.\left(c+e^{2 \pi i t \cdot \gamma}\right) D_{\lambda} s_{k}(\varphi)(\gamma)\right|^{2} d \gamma \\
&= E+\lim _{\lambda \rightarrow 0} \frac{c(d, k)(2 \pi)^{4 k}}{\omega_{d-1} \lambda^{4 k-d}} \int\left|D_{\lambda} s_{k}(\varphi)(\gamma)\right|^{2}\left|c+e^{2 \pi i t \cdot \gamma}\right|^{2} d \gamma,
\end{align*}
$$

where the "error" $E$ is estimated by

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0} \frac{c(d, k)(2 \pi)^{4 k}}{\omega_{d-1} \lambda^{4 k-d}} \int\left|D_{\lambda} s_{k}\left(\tau_{-t} \varphi\right)(\gamma)-e^{2 \pi i t \cdot \gamma} D_{\lambda} s_{k}(\varphi)(\gamma)\right|^{2} d \gamma . \tag{7.6}
\end{equation*}
$$

Under natural hypotheses, and implementing Example 2.4 and Proposition 4.3, we can show that the limit in (7.6) vanishes, i.e., $E=0$.
(c) We now combine the right side of (7.4) and (7.5) with $E=0$ for the four cases $c= \pm 1, \pm i$. Thus,

$$
\begin{aligned}
P_{\varphi}(t)=\frac{1}{4} \lim _{\lambda \rightarrow 0} & \frac{c(d, k)(2 \pi)^{4 k}}{\omega_{d-1} \lambda^{4 k-d}} \int\left|D_{\lambda} s_{k}(\gamma)\right|^{2} \\
& \cdot\left\{\left(2+e_{-t}(\gamma)+e_{t}(\gamma)\right)-\left(2-e_{-t}(\gamma)-e_{t}(\gamma)\right)\right. \\
& \left.\quad+i\left(2+i e_{-t}(\gamma)-i e_{t}(\gamma)\right)-i\left(2-i e_{-t}(\gamma)+i e_{t}(\gamma)\right)\right\} d \gamma
\end{aligned}
$$

where $e_{u}(\gamma)=e^{2 \pi i u \cdot \gamma}$. Combining terms, we obtain (7.3).
Formally, (7.2) and (7.3) are compatible. If we are given data $\varphi_{S}$ on a set $S$, these formulas lead us to consider multidimensional spectral estimators molded from expressions of the form

$$
\begin{equation*}
\frac{c(d, k)(2 \pi)^{4 k}}{\omega_{d-1} \lambda^{4 k-d}}\left|D_{\lambda}\left(\hat{\varphi}_{S} * E_{k}\right)\right|^{2} . \tag{7.7}
\end{equation*}
$$

Instead of continuing this section with a quodlibetic discussion of spectral estimation, we shall view (7.7) as the prologue to our forthcoming work on the subject vis a vis classical algorithms, e.g., [IEa-d], [Ma], and evolutionary spectra for nonstationary processes, e.g., [AGT], [P, Chap. 11].
7.1. Notation. If $G$ is a locally compact Abelian group, then $L_{\text {loc }}^{1}(G)$ is the space of locally integrable functions with respect to Haar measure and $L^{1}(G)$ is the subspace of integrable functions. $C_{c}(G)$ consists of all continuous functions on $G$ having compact supports and $C_{b}(G)$ consists of all continuous bounded functions on $G$.

The Fourier transform $\hat{\psi}$ of $\psi \in L^{1}\left(\mathbb{R}^{d}\right)$ is defined by $\hat{\psi}(\gamma)=\int e^{-2 \pi i t \cdot \gamma} \psi(t) d t$, where $\int$ designates integration over $\mathbb{R}^{d} ; f^{\vee}$ is the inverse Fourier transform of $f . A\left(\hat{\mathbb{R}}^{d}\right)$ is the set $\left\{\hat{\varphi}: \varphi \in L^{1}\left(\mathbb{R}^{d}\right)\right\}$ and $\mathscr{S}_{0}\left(\hat{\mathbb{R}}^{d}\right)$ is the set $\left\{f \in \mathscr{S}\left(\hat{\mathbb{R}}^{d}\right): f^{\vee}=0\right.$ on a neighborhood of 0$\}$. If $\psi \in L^{p}\left(\mathbb{R}^{d}\right)$, then its usual $L^{p}$-norm is denoted by

$$
\left\|\psi \mid L^{p}\left(\mathbb{R}^{d}\right)\right\| .
$$

If $S$ is a set then $S^{\sim}$ is its complement and $\chi_{S}$ is its characteristic function. For $R>0$,

$$
\chi_{R}=\chi_{B(0, R)} .
$$

We denote translation by $\left(\tau_{\lambda} f\right)(\gamma)=f(\gamma-\lambda)$. Finally, the unit sphere in $\mathbb{R}^{d}$ is $\Sigma_{d-1}=$ $\left\{t \in \mathbb{R}^{d}:|t|=1\right\}$.
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# SPECTRAL THEORY OF JACOBI MATRICES IN $\boldsymbol{l}^{\mathbf{2}}(\mathbb{Z})$ AND THE $s u(1,1)$ LIE ALGEBRA* 
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#### Abstract

The connection between orthogonal polynomials, continued fractions, difference equations, and self-adjoint Jacobi matrices acting in $l^{2}\left(\mathbb{Z}^{+}\right)$and the extension of these connections to $l^{2}(\mathbb{Z})$ are reviewed. This yields three different representations for the resolvent of the Jacobi matrix: an integral representation in terms of orthogonal polynomials, a representation in terms of continued fractions, and a representation in terms of the subdominant (or minimal) solution to the associated difference equation. This latter representation is given explicitly in terms of hypergeometric functions for the cases of associated Meixner, Meixner-Pollaczek, and Laguerre polynomials. It is also shown that it is precisely these cases that occur in the unitary irreducible representations of $s u(1,1)$ for the resolvent of a real linear combination of the generators of the algebra.
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1. Introduction. The classical moment problem [2] provides a natural link between properties of Jacobi matrices, continued fractions, and second-order difference equations. The usual setting for these connections is the Hilbert space $l^{2}\left(\mathbb{Z}^{+}\right)$, the space of all square summable complex sequences. With standard basis vectors $\left\{e_{n}\right\}_{n=0}^{\infty}$, elements of $l^{2}\left(\mathbb{Z}^{+}\right)$are written $u=\sum_{n=0}^{\infty} u_{n} e_{n}$ and $v=\sum_{n=0}^{\infty} v_{n} e_{n}$ and the inner product is $(u, v)=\sum_{n=0}^{\infty} \bar{u}_{n} v_{n}$.

Here we will extend these connections to the case of bilaterally infinite Jacobi matrices acting in $l^{2}(\mathbb{Z})$, but limit our considerations to Jacobi matrices which are essentially self-adjoint on the domain of finite vectors, i.e., the case of deficiency indices $(0,0)$. We could also consider the cases of deficiency indices $(1,1)$ or $(2,2)$ and weighted $l^{2}$ spaces. For all of these in the case of Jacobi matrices associated with bilateral birth and death processes, we refer the reader to Pruitt [16], [17] (see also [7], [10]).

We first recall some results associated with unilaterally infinite Jacobi matrices and the classical moment problem. Consider the symmetric Jacobi matrix

$$
A:=\left(\begin{array}{llll}
a_{0} & b_{1} & & 0  \tag{1.1}\\
b_{1} & a_{1} & \ddots & \\
& \ddots & \ddots & \\
0 & & &
\end{array}\right), \quad \begin{aligned}
& a_{n}=\left(e_{n}, A e_{n}\right) \in \mathbb{R}, \\
& b_{n}=\left(e_{n-1}, A e_{n}\right)>0,
\end{aligned}
$$

acting in $l^{2}\left(\mathbb{Z}^{+}\right)$, the associated continued fraction

$$
\begin{equation*}
\frac{1}{C F(z)}:=\frac{1}{z-a_{0}+K_{n=1}^{\infty}\left(-b_{n}^{2} /\left(z-a_{n}\right)\right)}, \tag{1.2}
\end{equation*}
$$

and the difference equation

$$
\begin{equation*}
b_{n+1} Y_{n+1}(z)-\left(z-a_{n}\right) Y_{n}(z)+b_{n} Y_{n-1}(z)=0, \quad n \geqq 0 . \tag{1.3}
\end{equation*}
$$

[^90]If $\boldsymbol{A}$ is closed, with minimal domain, and self-adjoint (the determined case for the moment problem with moments $\left.c_{n}=\left(e_{0}, A^{n} e_{0}\right)\right)$ then for $z \notin \sigma(A)$, the spectrum of $A,[20]$,

$$
\begin{equation*}
\left(e_{0},(z I-A)^{-1} e_{0}\right)=\frac{1}{C F(z)} \tag{1.4}
\end{equation*}
$$

Also

$$
\begin{equation*}
\frac{1}{C F(z)}=\lim _{n \rightarrow \infty} \frac{Q_{n}(z)}{P_{n}(z)} . \tag{1.5}
\end{equation*}
$$

Here $Q_{n}(z) / P_{n}(z)$ is the $n$th approximant of the continued fraction (1.2) (see [21]); $\left\{P_{n}\right\}_{n=0}^{\infty},\left\{Q_{n}\right\}_{n=0}^{\infty}$ are orthogonal polynomial sets (of the first and second kind, respectively) satisfying the difference equations (1.3) subject to the initial conditions $P_{0}=Q_{1}=$ $1, P_{-1}=Q_{0}=0$. These polynomials are closely related to properties of $A$. In particular, $\left\{P_{n}(z)\right\}_{n=0}^{\infty}$ are orthogonal with respect to a probability measure $d w(x)=d\left(e_{0}, E_{A}(x) e_{0}\right)$, where $E_{A}(x)$ is the spectral family of orthogonal projections associated with the diagonalization of $A$. This follows from the fact that (1.1), (1.3) and the initial conditions for $P_{n}$ imply that

$$
\begin{equation*}
e_{n}=P_{n}(A) e_{0} \tag{1.6}
\end{equation*}
$$

Thus using the functional calculus for self-adjoint operators [20] and (1.6) we obtain

$$
\begin{align*}
& \left(e_{m},(z I-A)^{-1} e_{n}\right)=\int_{-\infty}^{\infty} \frac{P_{m}(x) P_{n}(x)}{z-x} d w(x), \quad z \notin \sigma(A),  \tag{1.7}\\
& w(x)=\left(e_{0}, E_{A}(x) e_{0}\right) .
\end{align*}
$$

The leading term in the large $z$ asymptotic expansion of (1.7) gives the claimed orthogonality

$$
\begin{equation*}
\delta_{m n}=\left(e_{m}, e_{n}\right)=\int_{-\infty}^{\infty} P_{m}(x) P_{n}(x) d w(x) \tag{1.7'}
\end{equation*}
$$

Another useful representation for $(z I-A)^{-1}$ can be obtained in terms of a subdominant (minimal) solution to (1.3) (cf. [12]). Let $\left\{Y_{n}^{(s)}(z)\right\}$ be a solution to (1.3) which is in $l^{2}\left(\mathbb{Z}^{+}\right)$. Since for a determined moment problem with $z \notin \sigma(A)$, we have that such $l^{2}$-solutions exist and are unique to within a constant multiple, this implies the subdominant property

$$
\lim _{n \rightarrow \infty} Y_{n}^{(s)}(z) / Y_{n}^{(d)}(z)=0, \quad z \notin \sigma(A),
$$

so long as $Y_{n}^{(s)}(z), Y_{n}^{(d)}(z)$ are linearly independent solutions to (1.3). Pincherle's theorem [9] then yields

$$
\begin{equation*}
\frac{1}{C F(z)}=\frac{Y_{0}^{(s)}(z)}{b_{0} Y_{-1}^{(s)}(z)}, \quad z \notin \sigma(A), \tag{1.8}
\end{equation*}
$$

so that (1.4) and (1.7) then give

$$
\begin{equation*}
\left(e_{0},(z I-A)^{-1} e_{0}\right)=\int_{-\infty}^{\infty} \frac{d w(x)}{z-x}=\frac{Y_{0}^{(s)}(z)}{b_{0} Y_{-1}^{(s)}(z)} \tag{1.9}
\end{equation*}
$$

More generally ([12]; see also Wall [21, Chap. 12]) we have

$$
\begin{equation*}
\left(e_{m},(z I-A)^{-1} e_{n}\right)=\frac{P_{m}(z) Y_{n}^{(s)}(z)}{b_{0} Y_{-1}^{(s)}(z)}, \quad m \leqq n . \tag{1.10}
\end{equation*}
$$

In § 2 we extend the representations (1.4), (1.7), (1.9), and (1.10) for the resolvent of $A$ to the case of bilaterally infinite Jacobi matrices acting in $l^{2}(\mathbb{Z})$. In $\S 3$ these formulas are made explicit for the bilateral Jacobi matrices connected with associated Meixner, Meixner-Pollaczek, and Laguerre polynomials. In $\S 4$ we give a purely algebraic calculation for the resolvent of a finite Jacobi matrix; it can be combined with Pincherle's theorem to give (1.4) and (1.5). In § 5 these results are applied to the discrete, principal, and complementary (supplementary) series representations of the Lie algebra $s u(1,1)$.
2. Resolvent representations in $l^{2}(\mathbb{Z})$. Consider the complex Hilbert space of square summable bilateral sequences (column vectors)

$$
l^{2}(\mathbb{Z}):=\left\{u=\left.\left(u_{m}\right)\left|u_{m} \in \mathbb{C}, \sum_{m=-\infty}^{\infty}\right| u_{m}\right|^{2}<\infty\right\}
$$

with inner product

$$
(u, v):=\sum_{m=-\infty}^{\infty} \bar{u}_{m} v_{m}
$$

and standard orthonormal basis $\left\{e_{n}\right\}_{n=-\infty}^{\infty}, e_{n}:=\left(\delta_{n m}\right)$.
Let

$$
A:=\left(\begin{array}{ccccc}
\ddots & & & & 0  \tag{2.1}\\
& a_{-1} & b_{0} & & \\
& b_{0} & a_{0} & b_{1} & \\
& & b_{1} & a_{1} & \\
0 & & & & \ddots
\end{array}\right), \quad a_{n} \in \mathbb{R}, \quad b_{n}>0
$$

be a closed symmetric minimal domain operator acting in $l^{2}(\mathbb{Z})$. That is, $a_{n}=\left(e_{n}, A e_{n}\right)$, $b_{n+1}=\left(e_{n}, A e_{n+1}\right)=\left(e_{n+1}, A e_{n}\right)$, and

$$
\begin{equation*}
A e_{n}=b_{n+1} e_{n+1}+a_{n} e_{n}+b_{n} e_{n-1} . \tag{2.2}
\end{equation*}
$$

Associated with $A$ we have the difference equation

$$
\begin{equation*}
b_{n+1} Y_{n+1}(z)-\left(z-a_{n}\right) Y_{n}(z)+b_{n} Y_{n-1}(z)=0, \quad n \in \mathbb{Z} \tag{2.3}
\end{equation*}
$$

and the polynomial solutions $\left\{Y_{n}=P_{n}^{(k)}(z)\right\}_{n=-\infty}^{\infty}, k=0,1$ satisfying the initial conditions

$$
P_{n}^{(k)}(z)=\delta_{n k}, \quad n, k=0,1 .
$$

Theorem 2.1. A is self-adjoint if and only if

$$
\begin{equation*}
\sum_{n=0}^{\infty}\left|P_{n}^{(1)}(z)\right|^{2}=\infty, \quad \sum_{n=-\infty}^{0}\left|P_{n}^{(0)}(z)\right|^{2}=\infty \tag{2.4}
\end{equation*}
$$

for some (and hence all) $z$ such that $\operatorname{Im} z \neq 0$.
Proof. Condition (2.4) implies that the left and right lateral sections of $A$ yield determined moment problems. We show that this is necessary and sufficient in order for $A$ to be self-adjoint. Recall that $A$ is self-adjoint if and only if $A$ has deficiency
indices $(0,0)$. That is, if and only if $A Y=z Y$ has no nontrivial solution $Y \in l^{2}(\mathbb{Z})$ for some, and hence all, $z$ with $\operatorname{Im} z \neq 0$, since by complex conjugation $A$ must have equal deficiency indices [18, Thm. X.3]. Now $A Y(z)=z Y(z), Y(z)=\left(Y_{n}(z)\right)$ is equivalent to (2.3). Hence $Y_{n}(z)=c_{0} P_{n}^{(0)}(z)+c_{1} P_{n}^{(1)}(z)$. If $\sum_{n=0}^{\infty}\left|P_{n}^{(1)}(z)\right|^{2}<\infty, \sum_{n=-\infty}^{0}\left|P_{n}^{(0)}(z)\right|<\infty$, then from the classical moment problem [2] it follows that all solutions to (2.2) are in $l^{2}(\mathbb{Z})$ and $A$ has deficiency indices $(2,2)$. If $\sum_{n=0}^{\infty}\left|P_{n}^{(1)}(z)\right|^{2}<\infty, \sum_{n=-\infty}^{0}\left|P_{n}^{(0)}(z)\right|^{2}=\infty$, then all solutions to (2.3) are in $l^{2}\left(\mathbb{Z}^{+}\right)$and a special choice of $c_{0}, c_{1}\left(c_{1} / c_{0}=\right.$ $\left.-\lim _{n \rightarrow-\infty} P_{n}^{(0)}(z) / P_{n}^{(1)}(z)\right)$ yields $Y(z) \in l^{2}(\mathbb{Z})$ so that $A$ has deficiency indices $(1,1)$. If $\quad \sum_{n=0}^{\infty}\left|P_{n}^{(1)}(z)\right|=\infty, \quad \sum_{n=-\infty}^{0}\left|P_{n}^{(0)}(z)\right|<\infty$, then the special choice $c_{0} / c_{1}=$ $-\lim _{n \rightarrow \infty} P_{n}^{(1)}(z) / P_{n}^{(0)}(z)$ yields $Y(x) \in l^{2}(\mathbb{Z})$ so that $A$ again has deficiency indices $(1,1)$. If $\sum_{n=0}^{\infty}\left|P_{n}^{(1)}(z)\right|^{2}=\sum_{n=-\infty}^{0}\left|P_{n}^{(0)}(z)\right|^{2}=\infty$, then for no choice of $c_{0}, c_{1}$ can we have $Y \in l^{2}(\mathbb{Z})\left(\lim _{n \rightarrow \infty} P_{n}^{(0)}(z) / P_{n}^{(1)}(z) \neq \lim _{n \rightarrow-\infty} P_{n}^{(0)}(z) / P_{n}^{(1)}(z)\right.$ since the former limit is $O(1 / z)$ while the latter is $O(z))$, and $A$ has deficiency indices $(0,0)$.

Corollary 2.2. A is self-adjoint if

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{1}{b_{n}}=\infty, \quad \sum_{n=-\infty}^{0} \frac{1}{b_{n}}=\infty . \tag{2.5}
\end{equation*}
$$

Proof. Condition (2.5) is sufficient for the determinate cases for the right and left lateral sections of $A[2, \mathrm{p} .24]$.

Assuming that $A$ is self-adjoint, we now derive three different representations for the resolvent of $A$. The first two have also been derived by Pruitt for the special case of bilaterally infinite birth and death processes [16], [17]. (See also [7], [10].)

### 2.1. Integral representation.

Theorem 2.3. Let $A$ given by (2.1) be self-adjoint. Let $E_{A}(x), x \in \mathbb{R}$, be its spectral family of orthogonal projections. Then

$$
\begin{align*}
& \left(e_{m},(z I-A)^{-1} e_{n}\right) \\
& \qquad \begin{array}{l}
=\int_{\mathbb{R}}(z-x)^{-1}\left\{P_{m}^{(0)}(x) P_{n}^{(0)}(x) d \mu_{00}(x)+P_{m}^{(1)}(x) P_{n}^{(1)}(x) d \mu_{11}(x)\right. \\
\left.+\left[P_{m}^{(0)}(x) P_{n}^{(1)}(x)+P_{m}^{(1)}(x) P_{n}^{(0)}(x)\right] d \mu_{01}(x)\right\}, \\
\mu_{i j}(x)=\left(e_{i}, E_{A}(x) e_{j}\right) .
\end{array} \tag{2.6}
\end{align*}
$$

Proof. From (2.2) and (2.3) it follows that

$$
\begin{equation*}
e_{n}=P_{n}^{(0)}(A) e_{0}+P_{n}^{(1)}(A) e_{1} \tag{2.7}
\end{equation*}
$$

and from the spectral theorem [20]

$$
\begin{equation*}
(z I-A)^{-1}=\int_{\mathbb{R}}(z-x)^{-1} d E_{A}(x) \tag{2.8}
\end{equation*}
$$

From (2.7), (2.8) and the functional calculus for self-adjoint operators we obtain (2.6) with $\mu_{01}(x)=\mu_{10}(x)$ since $A$ is real symmetric.

Note that as $z \rightarrow \infty$ the leading $1 / z$ term in (2.6) yields a four-term orthogonality

$$
\begin{equation*}
\delta_{n m}=\left(e_{m}, e_{n}\right)=\int_{\mathbb{R}} \sum_{i, j=0}^{1} P_{m}^{(i)}(x) P_{n}^{(i)}(x) d \mu_{i j}(x) \tag{2.9}
\end{equation*}
$$

involving four sets of polynomials $\left\{P_{n}^{(i)}(x)\right\}, i=0,1, n \geqq 0, n<0$ and four measures $d \mu_{i j}, i, j=0,1$ (with $d \mu_{00}, d \mu_{11}$ positive and two equal-signed measures $d \mu_{01}=d \mu_{10}$ ).

This is in contrast with the single set of orthogonal polynomials and positive measure associated with a semi-infinite Jacobi matrix and a determined classical moment problem given by (1.7).
2.2. Subdominant representation. Let $Y_{n}^{(R)}(z), Y_{n}^{(L)}(z)$ be solutions to (2.3) satisfying the boundary conditions

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} Y_{n}^{(R)}(z) / Y_{n}^{(L)}(z)=0, \\
& \lim _{n \rightarrow-\infty} Y_{n}^{(L)}(z) / Y_{n}^{(R)}(z)=0 .
\end{aligned}
$$

These will be called right and left subdominant solutions, respectively. Their existence and uniqueness to within a constant multiple is assured for $\operatorname{Im} z \neq 0$ when condition (2.4) is satisfied since the moment problem associated with the left and right lateral portions of $\boldsymbol{A}$ are then determined [2].

Theorem 2.4. If $A$ given by (2.1) is self-adjoint and $\operatorname{Im} z \neq 0$, then

$$
\left(e_{m},(z I-A)^{-1} e_{n}\right)= \begin{cases}\frac{Y_{m}^{(L)}(z) Y_{n}^{(R)}(z)}{b_{k+1} W\left(Y_{k}^{(R)}(z), Y_{k}^{(L)}(z)\right)}, & m \leqq n,  \tag{2.10}\\ \frac{Y_{m}^{(R)}(z) Y_{n}^{(L)}(z)}{b_{k+1} W\left(Y_{k}^{(R)}(z), Y_{k}^{(L)}(z)\right)}, & n \leqq m,\end{cases}
$$

where

$$
W\left(Y_{k}^{(R)}(z), Y_{k}^{(L)}(z)\right)=Y_{k}^{(R)}(z) Y_{k+1}^{(L)}(z)-Y_{k+1}^{(R)}(z) Y_{k}^{(L)}(z) .
$$

Proof. Let $R_{m, n}(z)=\left(e_{m},(z I-A)^{-1} e_{n}\right)$. Then since $A$ is symmetric we have $R_{m, n}(z)=R_{n, m}(z)$. From (2.2) we have

$$
\begin{align*}
& z R_{m, n}(z)-b_{n+1} R_{m, n+1}(z)-a_{n} R_{m, n}(z)-b_{n} R_{m, n-1}(z) \\
& \quad=\left(e_{m},(z I-A)^{-1}(z I-A) e_{n}\right)=\delta_{m n} . \tag{2.11}
\end{align*}
$$

Thus for $m \neq n$ we have

$$
\left(e_{m},(z I-A)^{-1} e_{n}\right)= \begin{cases}\sum_{i, j=1}^{2} c_{i, j} Y_{m}^{(i)}(z) Y_{n}^{(j)}(z), & m<n, \\ \sum_{i, j=1}^{2} c_{i, j} Y_{n}^{(i)}(z) Y_{m}^{(j)}(z), & n<m,\end{cases}
$$

where $Y_{n}^{(i)}(z), i=1,2$, are solutions to (2.3). Now $R_{m, n}$ is a Fourier coefficient with respect to either subscript. That is $\sum_{n=-\infty}^{\infty}\left|R_{m, n}(z)\right|^{2}<\infty$. Since the right and left subdominant solutions are, to within a constant multiple, the unique right and left lateral square summable solutions we must have

$$
\left(e_{m},(z I-A)^{-1} e_{n}\right)= \begin{cases}c Y_{m}^{(L)}(z) Y_{n}^{(R)}(z), & m<n \\ c Y_{n}^{(L)}(z) Y_{m}^{(R)}(z), & n<m .\end{cases}
$$

The constant $c$ is determined from (2.11) for $m=n$. This yields $c\left(z Y_{n}^{(L)}(z) Y_{n}^{(R)}(z)-b_{n+1} Y_{n+1}^{(L)}(z) Y_{n+1}^{(R)}(z)-a_{n} Y_{n}^{(L)}(z) Y_{n}^{(R)}(z)-b_{n} Y_{n}^{(R)}(z) Y_{n-1}^{(L)}(z)\right)=1$.
That is, using (2.3) for $Y_{n}=Y_{n}^{(L)}(z), c\left(b_{n+1} Y_{n}^{(R)}(z) Y_{n+1}^{(L)}(z)-b_{n+1} Y_{n}^{(L)}(z) Y_{n+1}^{(R)}(z)\right)=1$. Thus $c=1 / b_{n+1} W\left(Y_{n}^{(R)}(z), Y_{n}^{(L)}(z)\right)$, which is independent of $n$.
2.3. Continued fraction representation. The resolvent elements may be expressed in terms of continued fractions either by taking the limits of the resolvent elements of the finite portions of $A$ derived in $\S 4$ or by applying Pincherle's theorem [9] to the representation (2.10). Here we choose the latter.

Recall that Pincherle's theorem yields a continued fraction representation for a ratio of subdominant terms. Thus

$$
\begin{gather*}
-\frac{b_{n+1} Y_{n+1}^{(R)}(z)}{Y_{n}^{(R)}(z)}=K_{k=1}^{\infty}\left(\frac{-b_{n+k}^{2}}{z-a_{n+k}}\right),  \tag{2.12}\\
\frac{b_{n+1} Y_{n+1}^{(L)}(z)}{Y_{n}^{(L)}(z)}=z-a_{n}+K_{k=1}^{\infty}\left(\frac{-b_{n+1-k}^{2}}{z-a_{n-k}}\right), \tag{2.13}
\end{gather*}
$$

where we use the standard notation

$$
K_{k=1}^{\infty}\left(\frac{u_{k}}{v_{k}}\right):=\lim _{N \rightarrow \infty} \frac{u_{1}}{v_{1}+\frac{u_{2}}{v_{2}+}} .
$$

Theorem 2.5. If $A$ given by (2.1) is self-adjoint and $\operatorname{Im} z \neq 0$, then

$$
\begin{aligned}
\left(e_{n},\right. & \left.(z I-A)^{-1} e_{n}\right) \\
\quad & =\frac{1}{z-a_{n}+K_{k=1}^{\infty}\left(-b_{n+k}^{2} /\left(z-a_{n+k}\right)\right)+K_{k=1}^{\infty}\left(-b_{n+1-k}^{2} /\left(z-a_{n-k}\right)\right)} .
\end{aligned}
$$

Proof. Since $A$ is self-adjoint we have the existence of right and left subdominant solutions $Y_{n}^{(R)}(z), Y_{n}^{(L)}(z)$ to (2.3) for $\operatorname{Im} z \neq 0$. From (2.10) with $k=n$ we have

$$
\left(e_{n},(z I-A)^{-1} e_{n}\right)=\frac{1}{b_{n+1}\left(Y_{n+1}^{(L)}(z) / Y_{n}^{(L)}(z)-Y_{n+1}^{(R)}(z) / Y_{n}^{(R)}(z)\right)} .
$$

The representations (2.12), (2.13) then yield (2.14).
Remarks. (1) The off-diagonal elements of the resolvent are considerably more complicated and involve sums and products of continued fractions. We do not derive them here. However, an expression for the general matrix element of the resolvent for finite portions of $A$ is given in $\S 4$.
(2) Note that for a semi-infinite Jacobi matrix one of the two continued fractions in (2.14) reduces to a finite fraction. In particular, if $b_{0}=0$ we have the standard expression (see (1.2), (1.4))

$$
\left(e_{0},(z I-A)^{-1} e_{0}\right)=\frac{1}{z-a_{0}+K_{k=1}^{\infty}\left(-b_{k}^{2} /\left(z-a_{k}\right)\right)} .
$$

(3) Note that (2.14) is the Stieltjes transform of a positive measure. It would be interesting to find the semi-infinite Jacobi matrix

$$
A^{\prime}=\left(\begin{array}{cccc}
a_{0}^{\prime} & b_{1}^{\prime} & & 0 \\
b_{1}^{\prime} & a_{1}^{\prime} & \ddots & \\
& \ddots & \ddots & \\
0 & & &
\end{array}\right)
$$

such that

$$
\left(e_{n},(z I-A)^{-1} e_{n}\right)=\frac{1}{z-a_{0}^{\prime}+K_{k=1}^{\infty}\left(-b_{k}^{\prime 2} /\left(z-a_{k}^{\prime}\right)\right)}
$$

and relate the elements $a_{n}^{\prime}$ and $b_{n+1}^{\prime}, n \in \mathbb{Z}^{+}$to the original $a_{n}$ and $b_{n}, n \in \mathbb{Z}$.
3. Explicit cases. We derive explicit formulas for the resolvent in cases related to associated Meixner, Meixner-Pollaczek, and Laguerre polynomials. That is the cases $a_{n}=d n, b_{n}^{2}=a n^{2}+b n+c$ with $a, b, c, d$ real, $a, c \neq 0$, and $b_{n}^{2}>0$.

The resolvent representation (2.10) of $\S 2$ is made explicit through the use of hypergeometric solutions to the associated difference equation and their asymptotic behaviour. These solutions are given in [5] and [12].
3.1. Associated Meixner. Let $a_{n}=d n, b_{n}^{2}=a n^{2}+b n+c>0, d^{2}>4 a>0$ and consider the difference equation

$$
\begin{equation*}
b_{n+1} Y_{n+1}(z)-\left(z-a_{n}\right) Y_{n}(z)+b_{n} Y_{n-1}(z)=0 \tag{3.1}
\end{equation*}
$$

By renormalizing the solutions in [12, eq. (2.3)] we obtain a pair of linearly independent solutions

$$
\begin{gather*}
Y_{n-1}^{(1), \pm}(z)=\left(\frac{ \pm \sqrt{a}}{\mu}\right)^{n} \frac{\sqrt{\Gamma(n+\alpha) \Gamma(n+\beta)}}{\Gamma\left(n+\gamma_{ \pm}(z)\right)}{ }_{2} F_{1}\left(\begin{array}{c}
n+\alpha, n+\beta \\
n+\gamma_{ \pm}(z)
\end{array} ; \delta_{ \pm}\right) \\
\mu=\sqrt{d^{2}-4 a}, \quad a n^{2}+b n+c=a(n+\alpha)(n+\beta)  \tag{3.2}\\
\delta_{ \pm}=\frac{1 \pm d / \mu}{2}, \quad \gamma_{ \pm}(z)=(1+\alpha+\beta) \delta_{ \pm} \pm \frac{z}{\mu}
\end{gather*}
$$

Note that if $d>0$ then $\delta_{-}<\frac{1}{2}$. Thus the $Y_{n}^{(1),-}$ solution is then well defined either through the power series expansion of ${ }_{2} F_{1}\left(\delta_{-}\right)$or its analytic continuation. However, the $Y_{n}^{(1),+}$ solution will have an ambiguity if $\delta_{-}<0$ since we then have $\delta_{+}>1$ and evaluation of ${ }_{2} F_{1}\left(\delta_{+}\right)$on the branchcut $[1, \infty)$. This ambiguity is resolved by a consistent evaluation of ${ }_{2} F_{1}$ and does not affect the final result. For $d<0$ the situation is similar except that we have $\delta_{+}<\frac{1}{2}$ and $\delta_{-}>1$ if $\delta_{+}<0$.

The $n \rightarrow \infty$ asymptotic behaviour of these solutions is obtained through the use of the transformation

$$
{ }_{2} F_{1}\left(\begin{array}{c}
a, b \\
c
\end{array} ; z\right)=(1-z)_{2}^{c-a-b} F_{1}\binom{c-a, c-b}{c}
$$

and the estimate

$$
{ }_{2} F_{1}\left(\begin{array}{c}
a, b \\
c
\end{array} ; z\right)=1+O\left(\frac{1}{\operatorname{Re} c}\right), \quad z \notin[1, \infty), \quad \operatorname{Re} c \rightarrow \infty .
$$

Thus we obtain as $n \rightarrow \infty$

$$
\begin{equation*}
Y_{n}^{(1), \pm}(z)=\left( \pm \frac{\sqrt{a}}{\mu}\right)^{n+1} n^{\left(\alpha+\beta-2 \gamma_{ \pm}\right) / 2}\left(\delta_{\mp}\right)^{\gamma_{ \pm}-(\alpha+\beta+n+1)}\left(1+O\left(\frac{1}{n}\right)\right) \tag{3.3}
\end{equation*}
$$

A second pair of linearly independent solutions is given by

$$
Y_{n}^{(2), \pm}(z)=\left(\mp \frac{\mu}{\sqrt{a}}\right)^{n+1} \frac{\sqrt{\Gamma(-n-\alpha) \Gamma(-n-\beta)}}{\Gamma\left(1-n-\gamma_{ \pm}(z)\right)}{ }_{2} F_{1}\left(\begin{array}{c}
-n-\alpha,-n-\beta  \tag{3.4}\\
1-n-\gamma_{ \pm}(z)
\end{array} ; \delta_{ \pm}\right)
$$

This follows from a renormalization of [12, eq. (2.7)] after correcting a misprint (replace $( \pm \mu)^{n}$ by $\left.(\mp \mu)^{n}\right)$. The $n \rightarrow-\infty$ asymptotic behaviour of these solutions follows similarly and is given by

$$
\begin{equation*}
Y_{n}^{(2), \pm}(z)=\left(\mp \frac{\mu}{\sqrt{a}}\right)^{n+1}(-n)^{\left(2 \gamma_{ \pm}-(\alpha+\beta+1)\right) / 2}\left(\delta_{\mp}\right)^{n+\alpha+\beta-\gamma_{ \pm}}\left(1+O\left(\frac{1}{n}\right)\right) \tag{3.5}
\end{equation*}
$$

From the above asymptotics it is clear that we have right and left subdominant solutions

$$
\begin{align*}
& Y_{n}^{(R)}(z)= \begin{cases}Y_{n}^{(1),-}(z), & d>0, \\
Y_{n}^{(1),+}(z), & d<0,\end{cases}  \tag{3.6}\\
& Y_{n}^{(L)}(z)= \begin{cases}Y_{n}^{(2),-}(z), & d>0, \\
Y_{n}^{(2),+}(z), & d<0\end{cases} \tag{3.7}
\end{align*}
$$

To apply the resolvent formula (2.10) of $\S 2$ it remains only to calculate $b_{k+1} W\left(Y_{k}^{(R)}(z), Y_{k}^{(L)}(z)\right)$. To this end we use the identity [8, eq. (34), p. 107]

$$
\begin{aligned}
& u_{2}=\frac{\Gamma(a+b+1-c) \Gamma(1-c)}{\Gamma(a+1-c) \Gamma(b+1-c)} u_{1}+\frac{\Gamma(a+b+1-c) \Gamma(c-1)}{\Gamma(a) \Gamma(b)} u_{5}, \\
& u_{1}={ }_{2} F_{1}\left(\begin{array}{c}
a, b \\
c
\end{array} ; z\right), \quad u_{2}={ }_{2} F_{1}\left(\begin{array}{c}
a, b \\
a+b+1-c
\end{array} ; 1-z\right), \\
& u_{5}=z^{1-c}(1-z)^{c-a-b}{ }_{2} F_{1}\left(\begin{array}{c}
1-a, 1-b \\
2-c
\end{array} ; z\right)
\end{aligned}
$$

to obtain the connecting formula

$$
\begin{align*}
& Y_{n}^{(1), \pm}(z)=C_{ \pm} Y_{n}^{(1), \mp}(z)+D_{ \pm} Y_{n}^{(2), \pm}(z), \\
& C_{ \pm}=\pi^{-1} \Gamma\left(1+\alpha-\gamma_{ \pm}(z)\right) \Gamma\left(1+\beta-\gamma_{ \pm}(z)\right) \sin \pi \gamma_{ \pm}(z),  \tag{3.8}\\
& D_{ \pm}=\pi^{-1} \delta_{ \pm}^{1-\gamma_{ \pm}} \delta_{\mp}^{1-\gamma_{ \pm}} \Gamma\left(1+\alpha-\gamma_{ \pm}(z)\right) \Gamma\left(1+\beta-\gamma_{ \pm}(z)\right) \sqrt{\sin \pi \alpha \sin \pi \beta} .
\end{align*}
$$

From (3.5)-(3.8) it now follows that (by calculating $b_{k+1} W\left(Y_{k}^{(R)}(z), Y_{k}^{(L)}(z)\right)$ asymptotically as $k \rightarrow \infty$ )

$$
b_{k+1} W\left(Y_{k}^{(R)}(z), Y_{k}^{(L)}(z)\right)= \begin{cases}\frac{\mu \sin \pi \gamma_{-}(z)}{\sqrt{\sin \pi \alpha \sin \pi \beta}}, & d>0,  \tag{3.9}\\ \frac{-\mu \sin \pi \gamma_{+}(z)}{\sqrt{\sin \pi \alpha \sin \pi \beta}}, & d<0 .\end{cases}
$$

We summarize these calculations with Theorem 3.1.
Theorem 3.1. Let $A=\left(A_{m, n}\right)$ be a closed symmetric tridiagonal matrix acting in $l^{2}(\mathbb{Z})$ with $A_{n, n}=d n, A_{n, n-1}=A_{n-1, n}=\sqrt{a(n+\alpha)(n+\beta)}$, and $d^{2}>4 a>0$. Then $A$ is self-adjoint and for $m \leqq n$,

$$
\left((z I-A)^{-1}\right)_{m, n}=\frac{(-1)^{n+1} \mu^{m-n-1} a^{(n-m) / 2} \sqrt{\sin \pi \alpha \sin \pi \beta}}{\sin \pi \gamma_{-}(z)}
$$

$$
\begin{align*}
& \times \frac{\sqrt{\Gamma(-m-\alpha) \Gamma(-m-\beta)}}{\Gamma\left(1-m-\gamma_{-}(z)\right)}{ }_{2} F_{1}\left(\begin{array}{c}
-m-\alpha,-m-\beta \\
1-m-\gamma_{-}(z)
\end{array} ; \delta_{-}\right)  \tag{3.10}\\
& \times \frac{\sqrt{\Gamma(1+n+\alpha) \Gamma(1+n+\beta)}}{\Gamma\left(1+n+\gamma_{-}(z)\right)}{ }_{2} F_{1}\left(\begin{array}{c}
1+n+\alpha, 1+n+\beta \\
1+n+\gamma_{-}(z)
\end{array} ; \delta_{-}\right), \\
\delta_{-}= & \frac{1-d / \mu}{2}, \quad \gamma_{-}(z)=(1+\alpha+\beta) \delta_{-}-\frac{z}{\mu},
\end{align*}
$$

where

$$
\mu= \begin{cases}\sqrt{d^{2}-4 a}, & d>0  \tag{3.11}\\ -\sqrt{d^{2}-4 a}, & d<0\end{cases}
$$

Proof. Formula (3.10) follows from (2.10), (3.3)-(3.7), and (3.9).

Corollary 3.2. With the assumptions of Theorem 3.1, A has a discrete spectrum of isolated eigenvalues $\left\{z_{m}\right\}_{m=-\infty}^{\infty}$ given by

$$
\begin{equation*}
z_{m}=m \mu+\frac{1}{2}(1+\alpha+\beta)(\mu-d), \quad m \in \mathbb{Z} . \tag{3.12}
\end{equation*}
$$

Proof. We have ${ }_{2} F_{1}\left(\begin{array}{c}a, b \\ c\end{array} ; z\right) / \Gamma(c)$ an entire function of $c$. It follows that the only resolvent singularities of (3.10) are given by the vanishing of $\sin \pi \gamma_{-}(z)$. That is, $\gamma_{-}(z)=m, m \in \mathbb{Z}$. Solving for $z$ yields (3.12).

Remarks. (1) It is curious that the eigenvalues given by (3.12) depend only on $\alpha+\beta$ while the off-diagonal elements of $A$ involve both $\alpha+\beta$ and $\alpha \beta$. Thus, in terms of the original parameters $a, b, c, d$, we have the surprising fact that the eigenvalues depend only on $a, b, d$ and are independent of $c$.
(2) Note that as $\mu \rightarrow 0+$ the eigenvalue spacing tends to zero and we obtain the associated Laguerre case of $\S 3.3$.
3.2. Associated Meixner-Pollaczek. Let $a_{n}=d n, b_{n}^{2}=a n^{2}+b n+c>0, d^{2}<4 a$. The solutions to (3.1) and their asymptotics are again given by (3.2)-(3.5) with $\mu=i \sqrt{4 a-d^{2}}$. However, the right and left subdominant solutions are now changed because $\delta_{ \pm}$is complex with $\operatorname{Re} \delta_{ \pm}=\frac{1}{2}$ and $\left|\delta_{ \pm}\right|=a /\left(4 a-d^{2}\right)$. Thus the asymptotic behaviour of (3.4) and (3.5) now dictates

$$
\begin{align*}
& Y_{n}^{(R)}(z)= \begin{cases}Y_{n}^{(1),-}(z), & \operatorname{Im} z<0, \\
Y_{n}^{(1),+}(z), & \operatorname{Im} z>0,\end{cases}  \tag{3.13}\\
& Y_{n}^{(L)}(z)= \begin{cases}Y_{n}^{(2),+}(z), & \operatorname{Im} z<0, \\
Y_{n}^{(2),-}(z), & \operatorname{Im} z>0 .\end{cases} \tag{3.14}
\end{align*}
$$

The connecting formula (3.8) and its asymptotic behaviour now yields

$$
\begin{align*}
& b_{k+1} W\left(Y_{k}^{(R)}(z), Y_{k}^{(L)}(z)\right) \\
& = \begin{cases}\pi \mu / \Gamma\left(1+\alpha-\gamma_{-}\right) \Gamma\left(1+\beta-\gamma_{-}\right) \sqrt{\sin \pi \alpha \sin \pi \beta}, & \operatorname{Im} z>0, \\
-\pi \mu / \Gamma\left(1+\alpha-\gamma_{+}\right) \Gamma\left(1+\beta-\gamma_{+}\right) \sqrt{\sin \pi \alpha \sin \pi \beta}, & \operatorname{Im} z<0 .\end{cases} \tag{3.15}
\end{align*}
$$

The application of (3.13)-(3.15) to (2.10) then gives Theorem 3.3.
Theorem 3.3. Let $A=\left(A_{m, n}\right)$ be a closed symmetric tridiagonal matrix acting in $l^{2}(\mathbb{Z})$ with $A_{n, n}=d n, A_{n, n-1}=A_{n-1, n}=\sqrt{a(n+\alpha)(n+\beta)}$ and $d^{2}<4 a$. Then $A$ is selfadjoint and for $m \leqq n$ and $\operatorname{Im} z \neq 0$ we have
$\left((z I-A)^{-1}\right)_{m, n}=\frac{\Gamma\left(1+\alpha-\gamma_{-}(z)\right) \Gamma\left(1+\beta-\gamma_{-}(z)\right) \sqrt{\sin \pi \alpha \sin \pi \beta}}{\pi \mu}$

$$
\begin{align*}
& \times\left(\frac{\sqrt{a}}{\mu}\right)^{n+1} \frac{\sqrt{\Gamma(1+n+\alpha) \Gamma(1+n+\beta)}}{\Gamma\left(1+n+\gamma_{+}(z)\right)}{ }_{2} F_{1}\left(\begin{array}{c}
1+n+\alpha, 1+n+\beta \\
1+n+\gamma_{+}(z)
\end{array} ; \delta_{+}\right)  \tag{3.16}\\
& \times\left(\frac{\mu}{\sqrt{a}}\right)^{m+1} \frac{\sqrt{\Gamma(-m-\alpha) \Gamma(-m-\beta)}}{\Gamma\left(1-m-\gamma_{-}(z)\right)}{ }_{2} F_{1}\left(\begin{array}{c}
-m-\alpha,-m-\beta \\
1-m-\gamma_{-}(z)
\end{array} ; \delta_{-}\right), \\
& \delta_{ \pm}=\frac{1}{2}\left(1 \pm \frac{d}{\mu}\right), \quad \gamma_{ \pm}(z)=(1+\alpha+\beta) \delta_{ \pm} \pm \frac{z}{\mu}, \\
& \mu= \begin{cases}i \sqrt{4 a-d^{2}}, & \operatorname{Im} z>0, \\
-i \sqrt{4 a-d^{2}}, & \operatorname{Im} z<0 .\end{cases}
\end{align*}
$$

3.3. Associated Laguerre. Let $a_{n}=d n, b_{n}^{2}=a n^{2}+b n+c>0, d^{2}=4 a \neq 0$. Then by renormalizing the solutions (2.16), (2.17), (2.19), and (2.20) in [12] we obtain pairwise linearly independent solutions to (3.1) given by

$$
\begin{align*}
& Y_{n}^{(1)}(z)=(-1)^{n+1} \sqrt{\Gamma(1+n+\alpha) \Gamma(1+n+\beta)} U(1+n+\alpha ; \alpha-\beta+1 ; x),  \tag{3.17}\\
& Y_{n}^{(2)}(z)=(-1)^{n+1} \frac{\Gamma(1+n+\alpha)}{\sqrt{\Gamma(1+n+\alpha) \tau(1+n+\beta)}}{ }_{1} F_{1}(1+n+\alpha ; \alpha-\beta+1 ; x),  \tag{3.18}\\
& Y_{n}^{(3)}(z)=\sqrt{\Gamma(-n-\alpha) \Gamma(-n-\beta)} U(-n-\alpha ; \beta-\alpha+1 ;-x),  \tag{3.19}\\
& Y_{n}^{(4)}(z)=\frac{\sqrt{\Gamma(-n-\alpha) \Gamma(-n-\beta)}}{\Gamma(-n-\beta)}{ }_{1} F_{1}(-n-\alpha ; \beta-\alpha+1 ;-x), \\
& x=-\frac{2 z}{d}-\frac{4 b}{d^{2}}-1, \\
& -x=e^{-i \pi \varepsilon} x, \quad \varepsilon= \begin{cases}1, & \arg x>0, \\
-1, & \arg x \leqq 0,\end{cases}  \tag{3.20}\\
& a n^{2}+b n+c=a(n+\alpha)(n+\beta) .
\end{align*}
$$

In the above we have used Slater's notation [19] for the confluent hypergeometric functions. Again following Slater, we have confluent hypergeometric functions $y_{i}$, $i=1, \cdots, 8$ with

$$
\begin{aligned}
y_{1}={ }_{1} F_{1}(a ; b ; x), & y_{4}=x^{1-b} e^{x}{ }_{1} F_{1}(1-a ; 2-b ;-x), \\
y_{5}=U(a ; b ; x), & y_{8}=e^{x} x^{1-b} U(1-b ; 2-b ;-x),
\end{aligned}
$$

and $y_{3}=y_{1}, y_{4}=y_{2}, y_{6}=y_{5}, y_{7}=e^{-i \pi \varepsilon(1-b)} y_{8}$. Thus

$$
\begin{aligned}
& Y_{n}^{(1)}=(-1)^{n+1} \sqrt{\Gamma(n+1+\alpha) \Gamma(n+1+\beta)} y_{5}, \\
& Y_{n}^{(2)}=(-1)^{n+1} \frac{\Gamma(1+n+\alpha)}{\sqrt{\Gamma(1+n+\alpha) \Gamma(1+n+\beta)}} y_{1}, \\
& Y_{n}^{(3)}=\sqrt{\Gamma(-n-\alpha) \Gamma(-n-\beta)} e^{-x} x^{\alpha-\beta} y_{8}, \\
& Y_{n}^{(4)}=\frac{\sqrt{\Gamma(-n-\alpha) \Gamma(-n-\beta)}}{\Gamma(-n-\beta)} e^{-x} x^{\alpha-\beta} y_{4}
\end{aligned}
$$

with confluent parameters $a=1+n+\alpha, b=\alpha-\beta+1$.
From the connecting formula [19, eq. (2.1.54)]

$$
y_{1}=\frac{\Gamma(b)}{\Gamma(b-a)} e^{i \pi \varepsilon a} y_{5}+\frac{\Gamma(b)}{\Gamma(a)} e^{\varepsilon i \pi(a-b)} y_{7},
$$

we then have

$$
\begin{equation*}
Y_{n}^{(2)}(z)=\Gamma(\alpha-\beta+1) e^{\varepsilon \pi i \alpha}\left[\sin \pi \beta Y_{n}^{(1)}(z)-e^{x} x^{\beta-\alpha} \sqrt{\sin \pi \alpha \sin \pi \beta} Y_{n}^{(3)}(z)\right] \tag{3.21}
\end{equation*}
$$

and three other connecting formulas which follow from [19, eqs. (2.1.55)-(2.1.57)].
The large $n$ asymptotic behaviour of $Y_{n}^{(1)}, Y_{n}^{(2)}$ is obtained from [19, eqs. (4.5.42), (4.6.43)], This yields

$$
\begin{gather*}
Y_{n}^{(2)}(z)=(-1)^{n+1} e^{x / 2} x^{(\beta-\alpha) / 2} \Gamma(\alpha-\beta+1) I_{\alpha-\beta}(2 \sqrt{n x})\left(1+O\left(\frac{1}{\sqrt{n}}\right)\right),  \tag{3.22}\\
Y_{n}^{(1)}(z)=2(-1)^{n+1} e^{x / 2} x^{(\beta-\alpha) / 2} K_{\alpha-\beta}(2 \sqrt{n x})\left(1+O\left(\frac{1}{\sqrt{n}}\right)\right) \tag{3.23}
\end{gather*}
$$

in terms of Bessel functions of imaginary argument.

Now for $|\arg u|<\pi / 2$, we have

$$
I_{\nu}(u) \sim \frac{e^{u}}{\sqrt{2 \pi u}}, \quad K_{\nu}(u) \sim \sqrt{\frac{\pi}{2 u}} e^{-u} .
$$

Thus

$$
\begin{equation*}
Y_{n}^{(R)}(z)=Y_{n}^{(1)}(z), \quad-\pi<\arg x<\pi . \tag{3.24}
\end{equation*}
$$

Similarly, we obtain the $n \rightarrow-\infty$ asymptotic behaviour of $Y_{n}^{(3)}, Y_{n}^{(4)}$ so that

$$
\begin{equation*}
Y_{n}^{(L)}(z)=Y_{n}^{(3)}(z), \quad-\pi<\arg (-x)<\pi . \tag{3.25}
\end{equation*}
$$

Thus $b_{n+1} W\left(Y_{n}^{(R)}(z), Y_{n}^{(L)}(z)\right)=b_{n+1} W\left(Y_{n}^{(1)}(z), Y_{n}^{(3)}(z)\right), \operatorname{Im} z \neq 0$, and from (3.21)

$$
b_{n+1} W\left(Y_{n}^{(1)}(z), Y_{n}^{(3)}(z)\right)=\frac{-\pi e^{-\pi i \varepsilon \alpha} e^{-x} x^{\alpha-\beta}}{\Gamma(\alpha-\beta+1) \sqrt{\sin \pi \alpha \sin \pi \beta}} b_{n+1} W\left(Y_{n}^{(1)}(z), Y_{n}^{(2)}(z)\right) .
$$

The right-hand side may then be calculated from the asymptotic behaviour of (3.22) and (3.23). This yields

$$
\begin{equation*}
b_{n+1} W\left(Y_{n}^{(R)}(z), Y_{n}^{(L)}(z)\right)=\frac{\pi \sqrt{a} e^{-i \pi \varepsilon \alpha}}{\sqrt{\sin \pi \alpha \sin \pi \beta}} . \tag{3.26}
\end{equation*}
$$

The above calculations are summarized by Theorem 3.4.
Theorem 3.4. Let $A=\left(A_{m, n}\right)$ be a closed symmetric tridiagonal matrix acting in $l^{2}(\mathbb{Z})$ with $A_{n, n}=d n, A_{n-1, n}=A_{n, n-1}=\sqrt{a(n+\alpha)(n+\beta)}, d^{2}=4 a \neq 0$. Then $A$ is selfadjoint and for $m \leqq n$ and $\operatorname{Im} z \neq 0$,

$$
\begin{align*}
& \begin{aligned}
&\left((z I-A)^{-1}\right)_{m, n}= 2(-1)^{n+1} \frac{\sqrt{\sin \pi \alpha \sin \pi \beta}}{\pi d} e^{i \pi \varepsilon \alpha} \\
& \times \sqrt{\Gamma(-m-\alpha) \Gamma(-m-\beta)} U(-m-\alpha ; \beta-\alpha+1 ;-x) \\
& \times \sqrt{\Gamma(1+n+\alpha) \Gamma(1+n+\beta)} U(1+n+\alpha ; \alpha-\beta+1 ; x), \\
& x=-\frac{2 z}{d}-\frac{4 b}{d^{2}}-1,
\end{aligned} \\
& -x=e^{-i \pi \varepsilon} x, \quad \varepsilon= \begin{cases}1, & \arg x>0, \\
-1, & \arg x \leqq 0 .\end{cases}
\end{align*}
$$

Remark. We should also be able to obtain explicit expressions for the polynomials and measures in the resolvent representation (2.6). The polynomials are, of course, the associated polynomials of Meixner, Meixner-Pollaczek, or Laguerre. The measures would be obtained by applying the Stieltjes-Perron inversion formula to the resolvent representations obtained above. We do not attempt this here.
4. Finite matrices. In this section we give an algebraic development for the resolvent formula (2.14), based on a calculation of the inverse of a truncated Jacobi matrix. Beginning with the doubly infinite Jacobi matrix $A$ of (2.1), for each $M \leqq N$ we form the finite truncated Jacobi matrix

$$
A_{N}^{M}=\left(\begin{array}{cccc}
a_{M} & b_{M+1} & & 0  \tag{4.1}\\
b_{M+1} & \ddots & \ddots & \\
& \ddots & \ddots & b_{N} \\
0 & & b_{N} & a_{N}
\end{array}\right)
$$

We calculate its inverse by Cramer's rule. If $i<j$, the $i j$ th minor is

$$
\begin{align*}
& \operatorname{det}\left(\begin{array}{ccccccc}
\frac{A_{i-1}^{M} \mid}{} & & & & & & \\
& b_{i} & 0 & 0 & & & \\
& b_{i+1} & a_{i+1} & b_{i+2} & & & \\
& 0 & b_{i+2} & \ddots & \ddots & & \\
& & & \ddots & a_{j-2} & b_{j-1} & 0 \\
& & & & b_{j-1} & a_{j-1} & 0 \\
& & & & b_{j} & \frac{b_{j+1}}{\mid A_{N}^{j+1}}
\end{array}\right)  \tag{4.2}\\
&=\left(\prod_{k=i}^{j-1} b_{k+1}\right) \cdot \operatorname{det}\left(A_{i-1}^{M}\right) \cdot \operatorname{det}\left(A_{N}^{j+1}\right) .
\end{align*}
$$

By symmetry, this also equals the $j i$ th minor. The $i i t h$ minor is

$$
\operatorname{det}\left(\begin{array}{c:c}
A_{i=1}^{M} & 0 \\
\hdashline 0 & A_{N}^{i+1}
\end{array}\right)=\operatorname{det}\left(A_{i-1}^{M}\right) \operatorname{det}\left(A_{N}^{i+1}\right),
$$

which is consistent with (4.2) if we interpret $\prod_{k=i}^{i-1} b_{k+1}$ as 1 .
Expanding by cofactors along the $i$ th column, we find that

$$
\begin{aligned}
\operatorname{det} A_{N}^{M}=a_{i} & \operatorname{det}\left(A_{i-1}^{M}\right) \cdot \operatorname{det}\left(A_{N}^{i+1}\right)-b_{i}^{2} \operatorname{det}\left(A_{i-2}^{M}\right) \cdot \operatorname{det}\left(A_{N}^{i+1}\right) \\
& -b_{i+1}^{2} \operatorname{det}\left(A_{i-1}^{M}\right) \cdot \operatorname{det}\left(A_{N}^{i+2}\right) .
\end{aligned}
$$

Cramer's rule gives the following formula for the entries of the inverse $\left(A_{N}^{M}\right)^{-1}$. For $i \leqq j$,
$\left(A_{N}^{\mathcal{M}}\right)_{i j}^{-1}=(-1)^{i+j}\left(\prod_{k=i}^{j-1} b_{k+1}\right) \cdot \operatorname{det}\left(A_{i-1}^{M}\right) \cdot\left(A_{N}^{j+1}\right) \cdot \operatorname{det}\left(A_{N}^{M}\right)^{-1}$

$$
\left.\begin{array}{l}
=(-1)^{i+j}\left(\prod_{k=i}^{j-1} b_{k+1}\right)\left[\frac{a_{i} \operatorname{det}\left(A_{i-1}^{M}\right) \operatorname{det}\left(A_{N}^{i+1}\right)-b_{i+1}^{2} \operatorname{det}\left(A_{i-2}^{M}\right) \operatorname{det}\left(A_{N}^{i+1}\right)}{-b_{i+1}^{2} \operatorname{det}\left(A_{i-1}^{M}\right) \operatorname{det}\left(A_{N}^{i+2}\right)}\right. \tag{4.3}
\end{array}\right]^{-1} \operatorname{det}\left(A_{i-1}^{M}\right) \operatorname{det}\left(A_{N}^{j+1}\right) \quad\left(\prod_{k=1}^{j-1} b_{k+1}\right)\left[a_{i} \frac{\operatorname{det}\left(A_{N}^{i+1}\right)}{\operatorname{det}\left(A_{N}^{j+1}\right)}-b_{i}^{2} \frac{\operatorname{det}\left(A_{i-2}^{M}\right) \operatorname{det}\left(A_{N}^{i+1}\right)}{\operatorname{det}\left(A_{i-1}^{M}\right) \operatorname{det}\left(A_{N}^{j+1}\right)}-b_{i+1}^{2} \frac{\operatorname{det}\left(A_{N}^{i+2}\right)}{\operatorname{det}\left(A_{N}^{j+1}\right)}\right]^{-1} .
$$

Using the cofactor expansion, it is easy to show the following relations with continued fractions. For $M \leqq i, j \leqq N$,

$$
\begin{align*}
& \frac{\operatorname{det}\left(A_{N}^{i}\right)}{\operatorname{det}\left(A_{N}^{i+1}\right)}=a_{i}+K_{k=i}^{N}\left(\frac{-b_{k+1}^{2}}{a_{k+1}}\right),  \tag{4.4}\\
& \frac{\operatorname{det}\left(A_{j}^{M}\right)}{\operatorname{det}\left(A_{j-1}^{M}\right)}=a_{j}+K_{k=j}^{M}\left(\frac{-b_{k}^{2}}{a_{k-1}}\right) .
\end{align*}
$$

With these formulas it is possible to express the entries of $\left(A_{N}^{\mathcal{M}}\right)^{-1}$ with products of continued fractions. The simplest case is the diagonal entry:

$$
\left[\left(A_{N}^{M}\right)^{-1}\right]_{i i}=\frac{1}{a_{i}-b_{i}^{2}\left(a_{i-1}+K_{k=i-1}^{M}\left(-b_{k}^{2} / a_{k-1}\right)\right)^{-1}-b_{i+1}^{2}\left(a_{i+1}+K_{k=i+1}^{N}\left(-b_{k+1}^{2} / a_{k+1}\right)\right)^{-1}} .
$$

For the case of interest in this paper, we replace the diagonal entries of (4.1) with $a_{i}-z$; we then have formulas for the entries of the resolvent $\left(A_{N}^{M}-z I\right)^{-1}$.

For the case of an infinite matrix we can justify the convergence of the infinite continued fractions using Pincherle's theorem [9]. This gives an alternate proof of formula (2.14).
5. Applications. The explicit cases of $\S 3$ and their classical limits with $b_{0}^{2}=0$ are closely related to the representation theory of the Lie algebra so $(2,1)$ or $s u(1,1)$. We detail this connection here.

Let $T_{j}, j=1,2,3$ be the generators of the Lie algebra $\operatorname{so}(2,1)$ or $s u(1,1)$ with

$$
\begin{equation*}
\left[T_{1}, T_{2}\right]=-i T_{3}, \quad\left[T_{2}, T_{3}\right]=i T_{1}, \quad\left[T_{3}, T_{1}\right]=i T_{2} . \tag{5.1}
\end{equation*}
$$

Consider an irreducible unitary representation with $T_{3}$ diagonal and the operator

$$
\begin{equation*}
T=\alpha_{1} T_{1}+\alpha_{2} T_{2}+\alpha_{3} T_{3}, \quad \alpha_{j} \in \mathbb{R} \tag{5.2}
\end{equation*}
$$

For the highest and lowest weight representations (i.e., "discrete series"; cf. [1]) we have $T$ represented as a one-sidedly infinite Jacobi matrix connected with the classical polynomial cases of § 1 having $a_{n}=d n$ and $b_{n}^{2}=a n^{2}+b n, n \in \mathbb{Z}^{+}$.

However, for the principal or complementary series representations we have $T$ represented as a bilaterally infinite Jacobi matrix of the form given by the associated polynomial cases of § 3 .

The results of § 3 and their $c \rightarrow 0$ classical limits allow us to calculate the resolvent and spectral properties of $T$. Since there are a variety of differential operators which obey the commutation properties (5.1) (cf. [1], [3], [4], [6], [11], [13]-[15]), this also gives a unified approach to the properties of a class of differential operators.
5.1. Discrete series. The lowest-weight representation $D_{+}(q)$ with lowest weight $q>0$ has basis $\left\{\phi_{m}\right\}_{n=0}^{\infty}$ and action

$$
\begin{align*}
& T_{3} \phi_{m}=(q+m) \phi_{m}, \\
& T_{1} \phi_{m}=\frac{1}{2}\left([(m+1)(2 q+m)]^{1 / 2} \phi_{m+1}+[m(2 q+m-1)]^{1 / 2} \phi_{m-1}\right),  \tag{5.3}\\
& T_{2} \phi_{m}=\frac{1}{2 i}\left([(m+1)(2 q+m)]^{1 / 2} \phi_{m+1}-[m(2 q+m-1)]^{1 / 2} \phi_{m-1}\right) .
\end{align*}
$$

Relative to this basis the matrix for the operator $T$ in (5.3) is ( $T_{m, n}$ ) with

$$
\begin{aligned}
& T_{m, m}=\alpha_{3}(q+m) \\
& \bar{T}_{m, m+1}=T_{m+1, m}=[(m+1)(2 q+m)]^{1 / 2}\left(\frac{\alpha_{1}-i \alpha_{2}}{2}\right) .
\end{aligned}
$$

Letting $e_{m}=\exp \left(m i \arg \left(\alpha_{1}-i \alpha_{2}\right)\right) \phi_{m}$, we see that relative to the basis $\left\{e_{m}\right\}_{m=0}^{\infty}$, the operator $T-\alpha_{3} q I$ has a one-sided Jacobi matrix representation $A$, where

$$
\begin{align*}
& A_{m, m}=a_{m}=\alpha_{3} m, \\
& A_{m, m+1}=A_{m+1, m}=b_{m+1}=\frac{1}{2}[(m+1)(2 q+m)]^{1 / 2} \sqrt{\alpha_{1}^{2}+\alpha_{2}^{2}} \tag{5.4}
\end{align*}
$$

In terms of the parameters $a, b, c, d$ of $\S 3$, we then have

$$
\begin{equation*}
a=\frac{\alpha_{1}^{2}+\alpha_{2}^{2}}{4}, \quad b=\left(\frac{\alpha_{1}^{2}+\alpha_{2}^{2}}{4}\right)(2 q-1), \quad c=0, \quad d=\alpha_{3} . \tag{5.5}
\end{equation*}
$$

This corresponds to the classical Meixner polynomial case when $\alpha_{1}^{2}+\alpha_{2}^{2}-\alpha_{3}^{2}<0$, to the Meixner-Pollaczek case when $\alpha_{1}^{2}+\alpha_{2}^{2}-\alpha_{3}^{2}>0$, and to the case of Laguerre polynomials when $\alpha_{1}^{2}+\alpha_{2}^{2}-\alpha_{3}^{2}=0$.

The highest-weight representation $D_{-}(q)$ with highest weight $q<0$ has basis $\left\{\phi_{m}\right\}_{m=-\infty}^{0}$ and action

$$
\begin{align*}
& T_{3} \phi_{m}=(q+m) \phi_{m}, \\
& T_{1} \phi_{m}=\frac{1}{2}\left([(m-1)(2 q+m)]^{1 / 2} \phi_{m-1}+[m(2 q+m+1)]^{1 / 2} \phi_{m+1}\right),  \tag{5.6}\\
& T_{2} \phi_{m}=-\frac{1}{2 i}\left([(m-1)(2 q+m)]^{1 / 2} \phi_{m-1}-[m(2 q+m+1)]^{1 / 2} \phi_{m+1}\right) .
\end{align*}
$$

Letting $e_{m}=\exp \left(-m i \arg \left(\alpha_{1}-i \alpha_{2}\right)\right) \phi_{-m}$ we see that relative to the basis $\left\{e_{m}\right\}_{m=0}^{\infty}$, the operator $T-\alpha_{3} q I$ has a one-sided Jacobi matrix representation $A$, where

$$
\begin{align*}
& A_{m, m}=a_{m}=\alpha_{3} m \\
& A_{m, m+1}=A_{m+1, m}=b_{m+1}=\frac{1}{2}[(m+1)(m-2 q)]^{1 / 2} \sqrt{\alpha_{1}^{2}+\alpha_{2}^{2}}, \quad m \in \mathbb{Z}^{+} \tag{5.7}
\end{align*}
$$

The parameters of § 3 are now

$$
\begin{equation*}
a=\frac{\alpha_{1}^{2}+\alpha_{2}^{2}}{4}, \quad b=\left(\frac{\alpha_{1}^{2}+\alpha_{2}^{2}}{4}\right)(-2 q-1), \quad c=0, \quad d=-\alpha_{3} . \tag{5.8}
\end{equation*}
$$

Thus the classical polynomial correspondence, depending on $\alpha^{2}=\alpha_{1}^{2}+\alpha_{2}^{2}-\alpha_{3}^{2}$, is the same for both the lowest- and highest-weight cases.

In summary, the discrete series representations correspond precisely to the classical polynomial cases of Meixner ( $\alpha^{2}<0$ ), Meixner-Pollaczek ( $\alpha^{2}>0$ ), and Laguerre ( $\alpha^{2}=0$ ).
5.2. Principal series. The (unitary) principal series representation $D_{p}(\sigma), \sigma \in \mathbb{R}$ has basis $\left\{\phi_{m}\right\}_{m=-\infty}^{\infty}$ and action

$$
\begin{align*}
& T_{3} \phi_{m}=\left(m+\frac{1}{2}\right) \phi_{m}, \\
& T_{1} \phi_{m}=\frac{1}{2}\left(\left[(m+1)^{2}+\sigma^{2}\right]^{1 / 2} \phi_{m+1}+\left[m^{2}+\sigma^{2}\right]^{1 / 2} \phi_{m-1}\right),  \tag{5.9}\\
& T_{2} \phi_{m}=\frac{1}{2 i}\left(\left[(m+1)^{2}+\sigma^{2}\right]^{1 / 2} \phi_{m+1}-\left[m^{2}+\sigma^{2}\right]^{1 / 2} \phi_{m-1}\right) .
\end{align*}
$$

The representations $D_{p}(\sigma)$ and $D_{p}(-\sigma)$ are clearly equivalent.
Letting $e_{m}=\exp \left(i m \arg \left(\alpha_{1}-i \alpha_{2}\right)\right) \phi_{m}$ and with $T$ as in (5.2), we see that relative to the basis $\left\{e_{m}\right\}_{m=-\infty}^{\infty}$, the operator $T-\frac{1}{2} \alpha_{3} I$ has a bilateral Jacobi matrix representation $A$, where

$$
\begin{align*}
& A_{m, m}=a_{m}=\alpha_{3} m, \\
& A_{m, m+1}=A_{m+1, m}=b_{m+1}=\frac{1}{2}\left[(m+1)^{2}+\sigma^{2}\right]^{1 / 2} \sqrt{\alpha_{1}^{2}+\alpha_{2}^{2}} \tag{5.10}
\end{align*}
$$

In the notation of § 3 we then have

$$
\begin{equation*}
a=\frac{\alpha_{1}^{2}+\alpha_{2}^{2}}{4}, \quad b=0, \quad c=\frac{\alpha_{1}^{2}+\alpha_{2}^{2}}{4} \sigma^{2}, \quad d=\alpha_{3} . \tag{5.11}
\end{equation*}
$$

5.3. Complementary series. The complementary series (sometimes called supplementary series) representations $D_{c}(s, t)$ are parameterized by $s, t \in \mathbb{R}$ satisfying

$$
\begin{equation*}
-1+|t|<s<-|t| . \tag{5.12}
\end{equation*}
$$

Relative to a basis $\left\{\phi_{m}\right\}_{m=-\infty}^{\infty}$ the action is given by

$$
\begin{align*}
& T_{3} \phi_{m}=(t+m) \phi_{m}, \\
& T_{1} \phi_{m}=\frac{1}{2}([s+t+m)(s+t+m+1)]^{1 / 2} \phi_{m+1} \\
& \left.\quad+[(s+t+m)(-s+t+m-1)]^{1 / 2} \phi_{m-1}\right),  \tag{5.13}\\
& T_{2} \phi_{m}=\frac{1}{2 i}\left([(-s+t+m)(s+t+m+1)]^{1 / 2} \phi_{m+1}\right. \\
& \left.\quad-[(s+t+m)(-s+t+m-1)]^{1 / 2} \phi_{m-1}\right) .
\end{align*}
$$

Letting $e_{m}=\exp \left(i m \arg \left(\alpha_{1}-i \alpha_{2}\right)\right) \phi_{m}$ and with $T$ as in (5.2) we find that, relative to the basis $\left\{e_{m}\right\}_{m=-\infty}^{\infty}$, the operator $T-\alpha_{3} t I$ has a bilateral Jacobi matrix representation $A$, with

$$
\begin{align*}
& A_{m, m}=a_{m}=\alpha_{3} m, \\
& A_{m, m+1}=A_{m+1, m}=b_{m+1}=\frac{1}{2}[(-s+t+m)(s+t+m+1)]^{1 / 2} \sqrt{\alpha_{1}^{2}+\alpha_{2}^{2}} \tag{5.14}
\end{align*}
$$

In the notation of $\S 3$ we now have

$$
\begin{align*}
& a=\frac{\alpha_{1}^{2}+\alpha_{2}^{2}}{4}, \quad b=\frac{\alpha_{1}^{2}+\alpha_{2}^{2}}{4}(2 t-1), \\
& c=\frac{\alpha_{1}^{2}+\alpha_{2}^{2}}{4}(s+t)(t-s-1), \quad d=\alpha_{3} . \tag{5.15}
\end{align*}
$$

Thus both the principal and complementary series cases correspond to the bilateral associated polynomial cases of $\S 3$ of Meixner ( $\alpha^{2}=\alpha_{1}^{2}+\alpha_{2}^{2}-\alpha_{3}^{2}<0$ ), MeixnerPollaczek ( $\alpha^{2}>0$ ), and Laguerre ( $\alpha^{2}=0$ ).

Other associated polynomial cases of Charlier, Hermite, and Bessel order related to representations of $H_{4}$ and $T_{3}$ can also be made explicit (compare [12] and [13]).
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#### Abstract

Generalized Gram determinants are used to derive explicit hypergeometric series or basic hypergometric series formulas for orthogonal polynomials and biorthogonal rational functions. The computations involve some new determinant evaluations.
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1. Introduction and example. It is well known that the orthogonal polynomials $p_{n}$ for a given distribution $d \mu$ can be expressed as determinants

$$
p_{n}(x)=\left|\begin{array}{llll}
\mu_{0} & \mu_{1} & \ldots & \mu_{n}  \tag{1.1}\\
\mu_{1} & \ldots & & \mu_{n+1} \\
\vdots & & & \vdots \\
\mu_{n-1} & \ldots & & \mu_{2 n-1} \\
1 & x & \ldots & x^{n}
\end{array}\right|
$$

with $\mu_{n}=\int x^{n} d \mu(x)$. What is surprising is that many of the usual explicit formulas for orthogonal polynomials can be derived by directly evaluating determinants similar to this. We demonstrate here how simple determinant reductions lead naturally to the classical orthogonal polynomials and the related hypergeometric and basic hypergeometric orthogonal polynomials [1], even the ${ }_{4} F_{3}$ polynomials in [7] and [8] and their basic analogues in [2]. In fact, the technique is the source of the ${ }_{9} F_{8}$ and ${ }_{10} \phi_{9}$ biorthogonal functions referred to in [5] and [6], the proof in $\S 2$ being the original derivation from my thesis [8].

Let $\left\{\phi_{k}\right\}_{k=0}^{\infty}$ and $\left\{\psi_{k}\right\}_{k=0}^{\infty}$ be sequences of polynomials, $\phi_{k}$ and $\psi_{k}$ of exact degree $k$. Then an alternative to (1.1) is

$$
p_{n}(x)=C \cdot\left|\begin{array}{llll}
\mu_{0,0} & \mu_{0,1} & \ldots & \mu_{0, n}  \tag{1.2}\\
\mu_{1,0} & \ldots & & \mu_{1, n} \\
\vdots & & & \vdots \\
\mu_{n-1,0} & \ldots & & \mu_{n-1, n} \\
\phi_{0}(x) & \phi_{1}(x) & \ldots & \phi_{n}(x)
\end{array}\right|
$$

with $\mu_{i, j}=\int \psi_{i} \phi_{j} d \mu$. Indeed,

$$
\int p_{n} \psi_{k} d \mu=C \cdot\left|\begin{array}{llll}
\mu_{0,0} & \mu_{0,1} & \cdots & \mu_{0, n} \\
\mu_{1,0} & \cdots & & \vdots \\
\vdots & & & \\
\mu_{n-1,0} & \ldots & & \mu_{n-1, n} \\
\mu_{k, 0} & \mu_{k, 1} & \cdots & \mu_{k, n}
\end{array}\right|
$$

and this is zero if $k<n$.

[^91]Here and elsewhere in the paper, $C$ represents a factor which affects only the normalization of the orthogonal functions.

To illustrate the technique, we take $d \mu(x)=(1-x)^{\alpha}(1+x)^{\beta} d x ;-1<x<$ $1 ; \alpha, \beta>-1$; and derive the explicit series formula for the Jacobi polynomials $P_{n}^{(\alpha, \beta)}$. Start with the beta integral

$$
\int d \mu(x)=\int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\beta} d x=2^{\alpha+\beta+1} \Gamma(\alpha+1) \Gamma(\beta+1) / \Gamma(\alpha+\beta+2)
$$

We see that good choices for the basis polynomials are $\phi_{k}(x)=(1-x)^{k}$ and $\psi_{k}(x)=$ $(1+x)^{k}$, since these combine with the weight function in a simple way:

$$
\begin{align*}
\mu_{i, j} & =\int \psi_{i} \phi_{j} d \mu=\int_{-1}^{1}(1-x)^{\alpha+j}(1+x)^{\beta+i} d x  \tag{1.3}\\
& =2^{\alpha+\beta+1+i+j} \Gamma(\alpha+1+j) \Gamma(\beta+1+i) / \Gamma(\alpha+\beta+2+i+j)
\end{align*}
$$

(The computations which follow would be a little longer with $\phi_{k}(x)=\psi_{k}(x)=(1 \pm$ $x)^{k}$.) In using (1.2), we multiply the columns and rows by appropriate factors to simplify the $\mu_{i j}$ 's and make 1 's in the first column:

$$
P_{n}^{(\alpha, \beta)}=C \cdot\left|\begin{array}{llll}
\tilde{\mu}_{0,0} & \tilde{\mu}_{0,1} & \ldots & \tilde{\mu}_{0, n} \\
\tilde{\mu}_{1,0} & \ldots & & \vdots \\
\vdots & & & \\
\tilde{\mu}_{n-1,0} & \ldots & & \tilde{\mu}_{n-1, n} \\
\tilde{\phi}_{0} & \tilde{\phi}_{1} & \ldots & \tilde{\phi}_{n}
\end{array}\right|
$$

with $\tilde{\mu}_{i j}=1 /(\alpha+\beta+2+i)_{j}$ and $\tilde{\phi}_{j}(x)=(1-x)^{j} / 2^{j}(\alpha+1)_{j}$. Now expand along the bottom row:

$$
\begin{equation*}
P_{n}^{(\alpha, \beta)}=C \cdot \sum_{k=0}^{n}(-1)^{k} \tilde{\phi}_{k} \cdot \operatorname{det}\left[\tilde{\mu}_{i, j}\right]_{\substack{0 \leq i \leq n-1 \\ 0 \leq j \leq n, j \neq k}} \tag{1.4}
\end{equation*}
$$

The problem now is to evaluate determinants of the form

$$
\Delta(A, n, k)=\operatorname{det}\left[1 /(A+i)_{j}\right]_{\substack{0 \leq i \leq n-1 \\ 0 \leq j \leq n, j \neq k}}
$$

$(\Delta(A, 0,0)=1)$. Begin by making zeros in the first column by subtracting row $n-1$ from row $n$, row $n-2$ from row $n-1$, etc. Then expand along the first column to get

$$
\Delta(A, n, k)=\operatorname{det}\left[\frac{1}{(A+i+1)_{j+1}}-\frac{1}{(A+i)_{j+1}}\right]_{\substack{0 \leq j \leq n=n-2 \\ 0 \leq \neq k-1}}
$$

The general entry in this determinant simplifies to $-(j+1) /(A+i)_{j+2}=-(j+1) /(A+$ $i)(A+i+1)(A+i+2)_{j}$, so that

$$
\begin{aligned}
\Delta(A, n, k) & =\left[(-1)^{n-1} \prod_{\substack{j=0 \\
j \neq k}}^{n-1}(j+1) / \prod_{i=0}^{n-2}(A+i)(A+i+1)\right] \Delta(A+2, n-1, k-1) \\
& =\left[(-1)^{n-1} n!/ k(A)_{n-1}(A+1)_{n-1}\right] \Delta(A+2, n-1, k-1)
\end{aligned}
$$

Iterate this $k$ times:

$$
\begin{equation*}
\Delta(A, n, k)=\left\{\frac{1}{k!} \prod_{r=0}^{k-1} \frac{(n-r)!(-1)^{n-r-1}}{(A+2 r)_{n-r-1}(A+2 r+1)_{n-r-1}}\right\} \Delta(A+2 k, n-k, 0) \tag{1.5}
\end{equation*}
$$

In the right-hand determinant, the index $j$ runs from 1 to $n-k$. If we shift the index, we get

$$
\begin{aligned}
\Delta(A+2 k, n-k, 0) & =\operatorname{det}\left[1 /(A+2 k+i)_{j+1}\right]_{\substack{0 \leq i \leq n-k-1 \\
0 \leq j \leq n-k-1}} \\
& =\operatorname{det}\left[1 /(A+2 k+i)(A+2 k+1+i)_{j}\right]_{\substack{0 \leq i \leq n-k-1 \\
0 \leq j \leq n-k-1}} \\
& =\Delta(A+2 k+1, n-k, n-k) /(A+2 k)_{n-k} .
\end{aligned}
$$

Finally, the last determinant can be evaluated by formula (1.5). These reductions give

$$
\begin{equation*}
\Delta(A, n, k)=(\text { factor indep. of } k) \cdot(-1)^{k}(-n)_{k}(A+n-1)_{k} / k! \tag{1.6}
\end{equation*}
$$

and from (1.4)

$$
\begin{aligned}
P_{n}^{(\alpha, \beta)}(x) & =C \cdot \sum_{k=0}^{n}(-1)^{k} \Delta(\alpha+\beta+2, n, k)\left(\frac{1-x}{2}\right)^{k} /(\alpha+1)_{k} \\
& =C \cdot \sum_{k=0}^{n} \frac{(-n)_{k}(n+\alpha+\beta+1)_{k}}{(\alpha+1)_{k} k!}\left(\frac{1-x}{2}\right)^{k}
\end{aligned}
$$

This is a well-known and valuable representation of the Jacobi polynomials. (For the usual normalization, put $C=(\alpha+1)_{n} / n!$.)

The derivations of the explicit hypergeometric or basic hypergeometric formulas for other classical and related orthogonal polynomials differ little from this. Whether $\int d \mu$ is an ordinary integral or a finite or infinite sum, we choose the basis polynomials $\phi_{k}$ and $\psi_{k}$ so that, as in (1.3), multiplying the weight function by $\psi_{i} \phi_{j}$ has the effect of shifting parameters. There are interesting determinant evaluations which arise in these computations, more general than $\Delta(A, n, k)$. Some are given explicitly in $\S 3$.
2. Rational function biorthogonalities. After seeing orthogonal polynomials derived in this way from series or integrals containing parameters, it is natural to try for something new using more general formulas. Dougall's theorem [3, p. 27] is

$$
\begin{align*}
{ }_{7} F_{6}\left[\begin{array}{c}
2 a, a+1, a+b, a+c, a+d, a+e, a+f ; 1 \\
a, a-b+1, a-c+1, a-d+1, a-e+1, a-f+1
\end{array}\right] \\
\quad=\sum_{k=0}^{N} w_{k}(a, b, c, d, e, f)  \tag{2.1}\\
\quad=\frac{(2 a+1)_{N}(1-c-d)_{N}(1-c-e)_{N}(1-d-e)_{N}}{(a-c+1)_{N}(a-d+1)_{N}(a-e+1)_{N}(b+f)_{N}},
\end{align*}
$$

provided $a+b+c+d+e+f=1$ and $a+b=-N$. Here

$$
\begin{equation*}
w_{k}(a, b, c, d, e, f)=\frac{(2 a)_{k}(a+k)(a+b)_{k}(a+c)_{k}(a+d)_{k}(a+e)_{k}(a+f)_{k}}{(1)_{k} a(a-b+1)_{k} \ldots(a-f+1)_{k}} \tag{2.2}
\end{equation*}
$$

The simplest functions $\phi_{j}, \psi_{i}$ by which we can multiply $w_{k}$ to shift parameters (while preserving the condition $a+b+c+d+e+f=1$ ) are not polynomials, but rational functions of a quadratic function of $k$. We choose

$$
\begin{aligned}
\phi_{j}\left(z^{2}\right) & =(c-z)_{j}(c+z)_{j} /(1-e+z)_{j}(1-e-z)_{j} \\
\psi_{i}\left(z^{2}\right) & =(d-z)_{i}(d+z)_{i} /(1-f+z)_{i}(1-f-z)_{i}
\end{aligned}
$$

Then

$$
\begin{aligned}
\mu_{i j} & =\sum_{k=0}^{N} w_{k}(a, b, c, d, e, f) \phi_{j}\left((a+k)^{2}\right) \psi_{i}\left((a+k)^{2}\right) \\
& =\frac{(c-a)_{j}(c+a)_{j}(d-a)_{i}(d+a)_{i}}{(1-e+a)_{j}(1-e-a)_{j}(1-f+a)_{i}(1-f-a)_{i}} \\
& \quad \cdot \sum_{i=0}^{N} w_{k}(a, b, c+j, d+i, e-j, f-i) \\
& =\text { (factor indep. of } j) \cdot \frac{(a+c)_{j}(b+c)_{j}(c+d+i)_{j}(c+f-i)_{j}}{(1-e-a)_{j}(1-e-b)_{j}(1-d-e-i)_{j}(1-e-f+i)_{j}}
\end{aligned}
$$

by Dougall's theorem. We define for $0 \leq n \leq N$

$$
\begin{align*}
& R_{n}\left(z^{2}\right)=\left|\begin{array}{llll}
\mu_{0,0} & \mu_{0,1} & \cdots & \mu_{0, n} \\
\mu_{1,0} & & & \mu_{1, n} \\
\vdots & & & \vdots \\
\mu_{n-1,0} & \ldots & & \mu_{n-1, n} \\
\phi_{0}\left(z^{2}\right) & \cdots & & \phi_{n}\left(z^{2}\right)
\end{array}\right|,  \tag{2.3}\\
& S_{n}\left(z^{2}\right)=\left|\begin{array}{lll}
\mu_{0,0} & \cdots & \mu_{n, 0} \\
\mu_{0,1} & \cdots & \mu_{n, 1} \\
\vdots & & \vdots \\
\mu_{0, n-1} & \cdots & \mu_{n, n-1} \\
\psi_{0}\left(z^{2}\right) & \cdots & \psi_{n}\left(z^{2}\right)
\end{array}\right|
\end{align*}
$$

so that

$$
\begin{aligned}
& \sum_{k=0}^{N} w_{k} R_{n}\left((a+k)^{2}\right) \psi_{m}\left((a+k)^{2}\right) \\
& \quad=\sum_{k=0}^{N} w_{k} S_{n}\left((a+k)^{2}\right) \phi_{m}\left((a+k)^{2}\right)=0
\end{aligned}
$$

for $0 \leq m<n \leq N$, and we have a biorthogonality relation

$$
\sum_{k=0}^{N} w_{k} R_{m}\left((a+k)^{2}\right) S_{n}\left((a+k)^{2}\right)=0
$$

for $m, n \in\{0,1, \cdots, N\}, m \neq n$.
The hope is, of course, that the computation in $\S 1$ generalizes to give hypergeometric series formulas for the determinants (2.3).

Multiplying the columns and rows by appropriate factors and expanding along the last row, as in the Jacobi polynomial case, gives

$$
\begin{align*}
R_{n}\left(z^{2}\right)=C \cdot & \sum_{k=0}^{n} \frac{(-1)^{k}(1-e-a)_{k}(1-e-b)_{k}}{(a+b)_{k}(b+c)_{k}}  \tag{2.4}\\
& \cdot \phi_{k}\left(z^{2}\right) \Delta(c+d, c+f, 1-e-f, 1-e-d, n, k)
\end{align*}
$$

where

$$
\begin{equation*}
\Delta(A, B, C, D, n, k)=\operatorname{det}\left[\frac{(A+i)_{j}(B-i)_{j}}{(C+i)_{j}(D-i)_{j}}\right]_{\substack{0 \leq i \leq n-1 \\ 0 \leq j \leq n, j \neq k}} \tag{2.5}
\end{equation*}
$$

for $0 \leq k \leq n .(\Delta(A, B, C, D, 0,0)=1$.
We need to evaluate (2.5) when $A+D=B+C$. This time, subtracting rows leads to

$$
\begin{aligned}
& \Delta(A, B, C, D, n, k) \\
& \quad=\operatorname{det}\left[\frac{(A+i+1)_{j}(B-i)_{j}}{(C+i)_{j+2}(D-i-1)_{j+2}}\right. \\
& \quad\{(A+i+j+1)(B-i-1)(C+i)(D-i+j) \\
& \quad \quad-(A+i)(B-i+j)(C+i+j+1)(D-i-1)\}]_{\substack{0 \leq j \leq n-1, j \neq k-1}}^{\substack{0 \leq i \leq n-2}} .
\end{aligned}
$$

The expression in braces factors into $(j+1)(B+C+j)(A-C)(A-B+2 i+1)$ when $A+D=B+C$. Because of this fortuitous factorization, the procedure used in $\S 1$ may be followed to the conclusion

$$
\begin{equation*}
\Delta(A, B, C, D, n, k) \tag{2.6}
\end{equation*}
$$

$$
=(\text { factor indep. of } k) \frac{(-1)^{k}(-n)_{k}(B+C-1)_{k}(B+C-1+2 k)(C+n-1)_{k}(D)_{k}}{k!(A)_{k}(B-n+1)_{k}(B+C+n)_{k}} .
$$

Upon substituting the value of $\Delta(A, B, C, D, n, k)$ into (2.3), we find
$R_{n}\left(z^{2}\right)=$
$C \cdot{ }_{9} F_{8}\left[\begin{array}{c}c-e,(c-e) / 2+1, c-z, c+z, 1-e-a, 1-e-b, 1-e-d, n-e-f,-n ; 1 \\ (c-e) / 2,1-e+z, 1-e-z, c+a, c+b, c+d, c+f-n+1, c-e+n+1 .\end{array}\right]$
A ${ }_{9} F_{8}$ of this special type satisfies Bailey's transformation identity [3, p. 27]:

$$
\begin{align*}
& { }_{9} F_{8}\left[\begin{array}{c}
a, a / 2+1, b, c, d, e, f, g,-n ; 1 \\
a / 2, a-b+1, \cdots, a-g+1, a+n+1
\end{array}\right]  \tag{2.8}\\
& \quad=\frac{(a+1)_{n}\left(a^{\prime}-e+1\right)_{n}\left(a^{\prime}-f+1\right)_{n}\left(a^{\prime}-g+1\right)_{n}}{\left(a^{\prime}+1\right)_{n}(a-e+1)_{n}(a-f+1)_{n}(a-g+1)_{n}} \\
& \quad \cdot{ }_{9} F_{8}\left[\begin{array}{c}
a^{\prime}, a^{\prime} / 2+1, a^{\prime}-a+b, a^{\prime}-a+c, a^{\prime}-a+d, e, f,-n ; 1 \\
a^{\prime} / 2, a-b+1, a-c+1, a-d+1, a^{\prime}-e+1, a^{\prime}-g+1, a^{\prime}+n+1
\end{array}\right]
\end{align*}
$$

with $a^{\prime}=2 a-b-c-d+1$, provided $b+c+d+e+f+g-n=3 a+2$. In terms of the rational functions, Bailey's transformation says that $R_{n}\left(z^{2}\right)$ is symmetric is $a, b, c$, and $d$ when we put $C=(c+a)_{n}(c+b)_{n}(c+d)_{n}(-c-f)_{n} /(c-e+1)_{n}$ in (2.7). In fact, an iterate of (2.8) gives

$$
\begin{aligned}
& R_{n}\left(z^{2}\right)=\frac{(a-z)_{n}(b-z)_{n}(c-z)_{n}(d-z)_{n}(z-f)_{n}}{(-2 z)_{n}(1-e-z)_{n}} \\
& \cdot{ }_{9} F_{8}\left[\begin{array}{c}
2 z-n, z-n / 2+1, a+z, b+z, c+z, d+z, e-n+z, f-n+1+z,-n ; 1 \\
z-n / 2, z-a-n+1, z-b-n+1, z-c-n+1, z-d-n+1, z-e+1, z-f, 2 z+1
\end{array}\right]
\end{aligned}
$$

(with the same choice for $C$ ). By symmetry, $S_{n}\left(z^{2}\right)$ is given by the same formula with $e$ and $f$ interchanged.

The biorthogonality just derived may be written

$$
\begin{equation*}
\sum_{k=0}^{N} w_{k} R_{m}\left((a+k)^{2} ; a, b, c, d, e, f\right) R_{n}\left((a+k)^{2} ; a, b, c, d, f, e\right)=\delta_{m, n} \cdot h_{n} \tag{2.9}
\end{equation*}
$$

if $a+b+c+d+e+f=1 ; a+b=-N, m, n \in\{0,1, \cdots, N\}$, the weights $w_{k}$ are given by (2.2), and

$$
\begin{aligned}
& R_{n}\left(z^{2}\right)=\frac{(a+b)_{n}(a+c)_{n}(a+d)_{n}(-a-f)_{n}}{(a-e+1)_{n}} \\
& \cdot{ }_{9} F_{8}\left[\begin{array}{c}
a-e,(a-e) / 2+1, a-z, a+z, 1-e-b, 1-e-c, 1-e-d, n-e-f,-n ; 1 \\
(a-e) / 2,1-e+z, 1-e-z, a+b, a+c, a+d, a+f-n+1, a-e+n+1
\end{array}\right] .
\end{aligned}
$$

Once the formula for $R_{n}\left(z^{2}\right)$ is given, direct verification of the biorthogonality is much easier than the derivation, and carrying this out is one way to find that

$$
h_{n}=M \cdot \frac{n!(n-e-f)_{n}(a+b)_{n}(a+c)_{n}(a+d)_{n}(b+c)_{n}(b+d)_{n}(c+d)_{n}}{(1-e-f)_{2 n}}
$$

with

$$
M=\frac{(2 a+1)_{N}(1-c-d)_{N}(1-c-e)_{N}(1-d-e)_{N}}{(a-c+1)_{N}(a-d+1)_{N}(a-e+1)_{N}(b+f)_{N}} .
$$

Interchanging $a$ and $b$ in (2.9) is equivalent to summing in the reverse order.
If we let $e$ and $f$ become infinite while preserving the condition $a+b+c+d+e+f=$ 1 , the biorthogonality (2.9) reduces to a discrete case of the polynomial orthogonality relation for

$$
p_{n}\left(z^{2}\right)=(a+b)_{n}(a+c)_{n}(a+d)_{n}{ }_{4} F_{3}\left[\begin{array}{c}
-n, n+a+b+c+d-1, a-z, a+z ; 1 \\
a+b, a+c, a+d
\end{array}\right]
$$

$(a+b=-N, 0 \leq n \leq N)$, which polynomials in turn contain the classical polynomials and others as limiting cases [1], [2], [4], [7], [8].

The rational functions $R_{n}\left(z^{2}\right)$ have basic hypergeometric analogues. We use the notation $(a ; q)_{k}=(1-a)(1-a q) \cdots\left(1-a q^{k-1}\right)$ if $k \geq 1 ;(a ; q)_{0}=1$; and

$$
{ }_{r+1} \phi_{r}\left[\begin{array}{c}
a_{0}, a_{1}, \cdots, a_{r} ; q, z \\
b_{1}, \cdots, b_{r}
\end{array}\right]=\sum_{k=0}^{\infty} \frac{\left(a_{0} ; q\right)_{k} \cdots\left(a_{r} ; q\right)_{k}}{(q ; q)_{k}\left(b_{1} ; q\right)_{k} \cdots\left(b_{r} ; q\right)_{k}} z^{k} .
$$

The sums we encounter will actually be terminating ones, $a_{r}$ being $q^{-n}$ for some nonnegative integer $n$. Suppose $a b c d e f=q$, and for $n=0,1, \cdots$ let

$$
\begin{align*}
& r_{n}\left(\left(z+z^{-1}\right) / 2 ; a, b, c, d, e, f ; q\right)=\frac{(a b ; q)_{n}(a c ; q)_{n}(a d ; q)_{n}(1 / a f ; q)_{n}}{(a q / e ; q)_{n}}  \tag{2.10}\\
& \quad \cdot{ }_{10} \phi_{9}\left[\begin{array}{c}
a / e, q \sqrt{a / e},-q \sqrt{a / e}, a / z, a z, q / b e, q / c e, q / d e, q^{n} / e f, q^{-n} ; q, q \\
\sqrt{a / e},-\sqrt{a / e}, q z / e, q / e z, a b, a c, a d, q^{1-n} a f, q^{n+1} a / e
\end{array}\right] .
\end{align*}
$$

Then $r_{n}\left(\left(z+z^{-1}\right) / 2\right)$ is a rational function of degree $n / n$ in the variable $\left(z+z^{-1}\right) / 2$, since

$$
\frac{(a / z ; q)_{k}(a z ; q)_{k}}{(q z / e ; q)_{k}(q / e z ; q)_{k}}=\prod_{j=0}^{k-1} \frac{1-a q^{j}\left(z+z^{-1}\right)+a^{2} q^{2 j}}{1-q^{j+1} e^{-1}\left(z+z^{-1}\right)+q^{2 j+2} e^{-2}}
$$

and the series terminates with the $k=n$ term. Replacing $a, b, c, d, e, f, z$ by $q^{a}, \cdots, q^{f}$, $q^{z}$ and then letting $q \rightarrow 1$ yields the ${ }_{9} F_{8}$ functions $R_{n}\left(z^{2}\right)$. In the same way, the biorthogonality for $r_{n}\left(\left(z+z^{-1}\right) / 2\right)$ contains relation (2.9). The basic analogue of
transformation (2.8) is [3, p. 68]

$$
\begin{aligned}
{ }_{10} \phi_{9} & {\left[\begin{array}{c}
a, q \sqrt{a},-q \sqrt{a}, b, c, d, e, f, g, q^{-n} ; q, q \\
\sqrt{a},-\sqrt{a}, a q / b, a q / c, \cdots ; a q^{n+1}
\end{array}\right] } \\
= & \frac{(a q ; q)_{n}(a q / e f ; q)_{n}(a q / e g ; q)_{n}(a q / f g ; q)_{n}}{(a q / e ; q)_{n}(a q / f ; q)_{n}(a q / g ; q)_{n}(a q / e f g ; q)_{n}} \\
& \cdot{ }_{10} \phi_{9}\left[\begin{array}{c}
s, q \sqrt{s},-q \sqrt{s}, s b / a, s c / a, s d / a, e, f, g, q^{-n} ; q, q \\
\sqrt{s},-\sqrt{s}, a q / b, a q / c, a q / d, s q / e, s q / f, s q / g, s q^{n+1}
\end{array}\right]
\end{aligned}
$$

with $s=a^{2} q / b c d$, provided $a^{3} q^{n+2}=b c d e f g$. This says that $r_{n}$ is symmetric in $a, b, c$, and $d$, and an iterate of this transformation gives

$$
\begin{aligned}
& r_{n}\left(\left(z+z^{-1}\right) / 2\right)=\frac{(a / z)_{n}(b / z)_{n}(c / z)_{n}(d / z)_{n}(z / f)_{n}}{\left(z^{-2}\right)_{n}(q / e z)_{n}} \\
& \quad \cdot{ }_{10} \phi_{9}\left[\begin{array}{c}
z^{2} q^{-n}, z q^{1-n / 2},-z q^{1-n / 2}, a z, b z, c z, d z, e q^{-n} z, f q^{-n+1} z, q^{-n} ; q, q \\
z q^{-n / 2},-z q^{-n / 2}, z q^{1-n} / a, z q^{1-n} / b, z q^{1-n} / c, z q^{1-n} / d, z q / e, z / f, z^{2} q
\end{array}\right] .
\end{aligned}
$$

In place of Dougall's theorem (2.1) we need Jackson's theorem [3, p. 67]:

$$
{ }_{8} \phi_{7}\left[\begin{array}{c}
a^{2}, a q,-a q, a b, a c, a d, a e, a f ; q, q \\
a,-a, a q / b, a q / c, a q / d, a q / e, a q / f
\end{array}\right]=\frac{\left(a^{2} q ; q\right)_{N}(q / c d ; q)_{N}(q / c e ; q)_{N}(q / d e ; q)_{N}}{(a q / c ; q)_{N}(a q / d ; q)_{N}(a q / e ; q)_{N}(b f ; q)_{N}},
$$

provided $a b c d e f=q$ and $a b=q^{-N}$. Mimicking the derivation in $\S 3$ leads to a biorthogonality relation for $r_{n}\left(\left(z+z^{-1}\right) / 2\right)$ on the $N+1$ points $\left(z+z^{-1}\right) / 2=(a+$ $\left.a^{-1}\right) / 2,\left(a q+a^{-1} q^{-1}\right) / 2, \cdots,\left(a q^{N}+a^{-1} q^{-N}\right) / 2$. The determinant formulas produced in the computation are given in the next section.

The biorthogonality is again easier to verify directly:

$$
\begin{align*}
& \sum_{k=0}^{N} w_{k} r_{n}\left(\frac{a q^{k}+a^{-1} q^{-k}}{2} ; a, b, c, d, e, f ; q\right) r_{m}\left(\frac{a q^{k}+a^{-1} q^{-k}}{2} ; a, b, c, d, f, e ; q\right)  \tag{2.11}\\
& \quad=M \cdot \delta_{m, n} \frac{(q ; q)_{n}\left(q^{n} / e f ; q\right)_{n}(a b ; q)_{n}(a c ; q)_{n}(a d ; q)_{n}(b c ; q)_{n}(b d ; q)_{n}(c d ; q)_{n}}{(q / e f ; q)_{2 n}}
\end{align*}
$$

with $a b c d e f=q ; a b=q^{-N} ; m, n \in\{0,1, \cdots, N\} ;$

$$
w_{k}=\frac{\left(a^{2} ; q\right)_{k}\left(1-a^{2} q^{2 k}\right)(a b ; q)_{k}(a c ; q)_{k}(a d ; q)_{k}(a e ; q)_{k}(a f ; q)_{k} q^{k}}{(q ; q)_{k}\left(1-a^{2}\right)(a q / b ; q)_{k}(a q / c ; q)_{k}(a q / d ; q)_{k}(a q / e ; q)_{k}(a q / f ; q)_{k}}
$$

and

$$
M=\frac{(a q ; q)_{N}(q / c d ; q)_{N}(q / c e ; q)_{N}(q / d e ; q)_{N}}{(a q / c ; q)_{N}(a q / d ; q)_{N}(a q / e ; q)_{N}(b f ; q)_{N}}
$$

As in (2.9), interchanging $a$ and $b$ in (2.11) is equivalent to summing in reverse order. If we let $e \rightarrow 0$ and $f \rightarrow \infty$ with $a b c d e f=q$, this relation reduces to the discrete case of the orthogonality relation for the ${ }_{4} \phi_{3}$ polynomials in [2].
3. The determinant formulas. New determinant formulas may have value in a variety of contexts. The determinants involved in the preceding computations seem particularly promising because of their intimate connection with hypergeometric and basic hypergeometric series. Therefore, it is worthwhile to record the complete evaluation formulas.

The determinants involved with the ${ }_{10} \phi_{9}$ 's are

$$
\begin{equation*}
\Delta_{n, k}=\operatorname{det}\left[\left(A q^{i} ; q\right)_{j}\left(B q^{-i} ; q\right)_{j} /\left(C q^{i} ; q\right)_{j}\left(D q^{-i} ; q\right)_{j}\right]_{\substack{0 \leq i \leq n-1 \\ 0 \leq j \leq n, j \neq k}} \tag{3.1}
\end{equation*}
$$

with $A D=B C, 0 \leq k \leq n .\left(\Delta_{0,0}=1\right.$.) For these, we have

$$
\begin{aligned}
\Delta_{n, n} & =\prod_{r=0}^{n-1} \frac{q^{-r}(q ; q)_{r} D^{r}\left(1-A C^{-1} q^{-n+1+r}\right)^{r}\left(A B^{-1} q^{n-r} ; q^{2}\right)_{r}\left(A D q^{n-1-r} ; q^{2}\right)_{r}}{\left(C q^{r} ; q\right)_{n-1}\left(D q^{-r} ; q\right)_{n-1}} \\
& =\prod_{r=1}^{n-1} \frac{q^{-r(r+1) / 2}(q ; q)_{r}(-B)^{r}\left(C A^{-1} ; q\right)_{r}\left(A B^{-1} q^{n-r} ; q^{2}\right)_{r}\left(A D q^{n-1-r} ; q^{2}\right)_{r}}{\left(C q^{n-1-r} ; q\right)_{2 r}\left(D q^{-r} ; q\right)_{2 r}}
\end{aligned}
$$

(we have given two of many ways to group the factors) and

$$
\Delta_{n, k}=\Delta_{n, n} \cdot \pi_{k} / \pi_{n}
$$

with

$$
\pi_{k}=\frac{\left(A D q^{-1} ; q\right)_{k}\left(1-A D q^{2 k-1}\right)(D ; q)_{k}\left(C q^{n-1} ; q\right)_{k}\left(q^{-n} ; q\right)_{k}}{(q ; q)_{k}\left(1-A D q^{-1}\right)(A ; q)_{k}\left(B q^{-n+1} ; q\right)_{k}\left(A D q^{n} ; q\right)_{k}}(-q)^{k} .
$$

All the similar generalized Gram determinants we have evaluated are limiting cases of this one. We now give some examples. If $A, B, C, D$ are replaced by $q^{A}, q^{B}, q^{C}, q^{D}$, then as $q \rightarrow 1$, we get the determinants involved in the $R_{n}\left(z^{2}\right)$ computation:

$$
\begin{equation*}
\Delta_{n, k}=\operatorname{det}\left[\frac{(A+i)_{j}(B-i)_{j}}{(C+i)_{j}(D-i)_{j}}\right]_{\substack{0 \leq i \leq n-1 \\ 0 \leq j \leq n, j \neq k}}, \tag{3.2}
\end{equation*}
$$

$A+D=B+C$. For these, we have

$$
\begin{aligned}
& \Delta_{n, k}=\Delta_{n, n} \pi_{k} / \pi_{n} \\
& \Delta_{n, n}=\prod_{r=0}^{n-1} \frac{(-1)^{r} r!(C-A)_{r} 2^{2 r}((A-B+n-r) / 2)_{r}((A+D+n-1-r) / 2)_{r}}{(C+r)_{n-1}(D-r)_{n-1}}, \\
& \pi_{k}=\frac{(A+D-1)_{k}(A+D-1+2 k)(D)_{k}(C+n-1)_{k}(-n)_{k}(-1)^{k}}{k!(A+D-1)(A)_{k}(B-n+1)_{k}(A+D+n)_{k}}
\end{aligned}
$$

It is interesting that, with a change of variable, these formulas evaluate the more symmetric determinants with entries $(a ; q)_{i+j}(b ; q)_{i^{\prime}+j}(c ; q)_{i+j^{\prime}}(d ; q)_{i^{\prime}+j^{\prime}}$ if $a d=b c$, or $(a)_{i+j}(b)_{i^{\prime}+j}(c)_{i+j^{\prime}}(d)_{i^{\prime}+j^{\prime}}$ if $a+d=b+c, i^{\prime}=n-1-i, j^{\prime}=n-1-j$.

In the limit as $B, D \rightarrow \infty$, (3.2) becomes

$$
\begin{align*}
\Delta_{n, k} & =\operatorname{det}\left[(A+i)_{j} /(C+i)_{j}\right]_{0 \leq i \leq n-1}^{0 \leq j \leq n, j \neq k}  \tag{3.3}\\
& =\Delta_{n, n} \pi_{k} / \pi_{n} \\
\Delta_{n, n} & =\prod_{r=0}^{n-1} r!(C-A)_{r} /(C+r)_{n-1} \\
\pi_{k} & =(C+n-1)_{k}(-n)_{k}(-1)^{k} / k!(A) k .
\end{align*}
$$

The basic analogue is $(B, D \rightarrow 0$ in (3.1))

$$
\begin{aligned}
\Delta_{n, k} & =\operatorname{det}\left[\left(A q^{i} ; q\right)_{j} /\left(C q^{i} ; q\right)_{j}\right]_{0 \leq j \leq i \leq n-1}^{0 \leq j \leq n, j \neq k} \\
& =\Delta_{n, n} \cdot \pi_{k} / \pi_{n} \\
\Delta_{n, n} & =\prod_{r=0}^{n-1}(q ; q)_{r}(C / A ; q)_{r} A^{r} q^{r(r-1)} /\left(C q^{r} ; q\right)_{n-1} \\
\pi_{k} & =\left(C q^{n-1} ; q\right)_{k}\left(q^{-n} ; q\right)_{k}(-q)^{k} /(q ; q)_{k}(A ; q)_{k}
\end{aligned}
$$

The symmetrized versions of these determinants have entries $(a)_{i+j}(d)_{i^{\prime}+j^{\prime}}$ and $(a ; q)_{i+j}$ $(d ; q)_{i^{\prime}+j^{\prime}} q^{-i j}$.

Other limiting cases are the determinants with entries $(A+i)_{j} /(D-i)_{j}$ or $(B-$ $i)_{j} /(C+i)_{j}$, or their basic analogues.

The entries in the determinants become rational functions of $i$ and $j$ (or of $q^{i}$ and $q^{j}$ in the basic versions) when $A-C$ and $B-D$ are integers (or when $A / C$ and $B / D$ are integer powers of $q$ ). For example, with $C=A+1$ in (3.3), we can calculate

$$
\operatorname{det}[1 /(A+i+j)]_{\substack{0 \leq i \leq n-1 \\ 0 \leq j \leq n-1}}=\prod_{r=0}^{n-1}(r!)^{2} /(A+r)_{n}
$$
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# CONVERGENT FACTORIAL SERIES EXPANSIONS FOR BESSEL FUNCTIONS* 
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#### Abstract

Solutions of Bessel's equation and the modified Bessel equation are examined where the argument $z \rightarrow \infty$. Convergent series representations are derived for all of the standard Bessel and modified Bessel functions. These representations involve (inverse) factorial series of the form $$
\sum_{m=0}^{\infty} \frac{c_{m}(\nu) m!}{z(z+1) \cdots(z+m)}
$$ and are uniformly and absolutely convergent in the half plane $\operatorname{Re}(z) \geqq \varepsilon>0$ ( $\varepsilon$ arbitrary). Error bounds, explicit in the Bessel parameter $\nu$, are derived for the difference between the infinite series and the truncated series.

It is shown that the factorial coefficients have the asymptotic behavior $c_{m}(\nu)=O\left(\{\ln (m)\}^{\nu-5 / 2} / m\right)$ as $m \rightarrow \infty$. The coefficients are also shown to satisfy certain recursion relations, which provide a means of calculating them in a numerically satisfactory manner.
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1. Introduction. A general theory for factorial series expansions of solutions of linear differential equations has long been available, originating with the work of Horn. However, it does not seem to be widely known, nor used often in practice. This is perhaps partly due to the fact that while the general theory implies the convergence of a factorial series (in some half plane), it does not immediately provide all the information needed to analyze the convergence. Moreover, it does not provide a means of determining the order of magnitude of the factorial coefficients in a satisfactory manner.

The purpose of this paper is to investigate factorial series expansions for Bessel functions. We shall determine factorial series expansions for all the standard Bessel functions (§ 2), each of which converges in a half plane. We will also provide numerically satisfactory procedures for calculating the coefficients in these factorial series expansions ( $\$ \S 2,3$ ), give error bounds for the remainder, including explicit dependence on the parameter $\nu(\S 4)$, and determine the asymptotic behavior of the coefficients (§5).

A natural question regarding these factorial series expansions would be to ask how good the resulting convergence is for various fixed values of $z$, especially with respect to the parameter $\nu$. We shall investigate questions such as these and, as a result, learn enough about the calculation and convergence of the factorial series so that their numerical effectiveness can be ascertained. We compare calculations based on factorial series with other standard types of convergent and asymptotic expansions in § 6.

The procedure we follow is based on the general theory (see, for example, [3] or [7]) that goes back to Horn and Norlünd, in which the Laplace transform plays a key role. Other types of convergent expansions for Bessel functions have been considered. J. Hadamard gave an expansion for the modified Bessel equation $I_{\nu}(z)$ which is particularly useful (see [8, pp. 204-205]). Hadamard's series representations for the other Bessel functions, while convergent, determine the solutions only to within the addition of an exponentially small error term.

[^92]In a relatively recent paper Rosser [6] discussed a third type of series expansion, for the modified Bessel function $K_{\nu}(z)$, which involves quotients of gamma functions (see (5.17) below). The coefficients in such an expansion, which turn out to be somewhat more elusive than the factorial series coefficients, have been conjectured by Rosser to have a similar rate of growth. Using the same kind of argument as in §5, we are also able to prove Rosser's conjecture, including the form of their complete asymptotic expansion.
2. Factorial representations for unmodified Bessel functions. In this section we examine solutions of Bessel's equation

$$
\begin{equation*}
\frac{d^{2} w}{d z^{2}}+\frac{1}{z} \frac{d w}{d z}+\left(1-\frac{\nu^{2}}{z^{2}}\right) w=0 . \tag{2.1}
\end{equation*}
$$

We assume throughout that $\nu$ is real and nonnegative, and furthermore is not equal to $\frac{1}{2}$ (in which case the solutions can be expressed in terms of elementary functions). Extensions of the following results to complex $\nu$ are feasible, but we shall not pursue this.

We shall derive a factorial series expansion for $H_{\nu}^{(1)}(z)$, and from this we derive corresponding results for the Bessel functions $H_{\nu}^{(2)}(z), J_{\nu}(z)$, and $Y_{\nu}(z)$. We seek a factorial series representation for $u(\nu, z)$, defined by

$$
\begin{equation*}
H_{\nu}^{(1)}(z)=\left(\frac{2}{\pi z}\right)^{1 / 2} e^{-\nu \pi i / 2-\pi i / 4} e^{i z}[1+u(\nu, z)] . \tag{2.2}
\end{equation*}
$$

Note that $u(\nu, z)$ possesses the following asymptotic expansion as $z \rightarrow \infty$ (e.g., see [5, p. 238]):

$$
\begin{equation*}
u(\nu, z) \sim \sum_{s=1}^{\infty} i^{s} \frac{A_{s}(\nu)}{z^{s}} \quad(-\pi+\delta \leqq \arg z \leqq 2 \pi-\delta), \tag{2.3a}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{s}(\nu)=\frac{\left(4 \nu^{2}-1^{2}\right)\left(4 \nu^{2}-3^{2}\right) \cdots\left(4 \nu^{2}-(2 s-1)^{2}\right)}{s!8^{s}} \tag{2.3b}
\end{equation*}
$$

Following Horn, consider the function $f(\nu, t)$ defined implicitly by

$$
\begin{equation*}
u(\nu, z)=\int_{0}^{\infty} e^{-z t} f(\nu, t) d t \tag{2.4}
\end{equation*}
$$

We make the following assumptions on $f(\nu, t)$ a priori, and these will be justified below. We assume

$$
\begin{equation*}
\lim _{t \rightarrow \infty}(t f(\nu, t))^{\prime} e^{-\kappa t}=\lim _{t \rightarrow \infty} t f(\nu, t) e^{-\kappa t}=0, \quad \text { arbitrary } \kappa>0 . \tag{2.5}
\end{equation*}
$$

We shall also need the following information, which follows from (2.3) and (2.4) and integration by parts:

$$
\begin{equation*}
f(\nu, 0)=i A_{1}(\nu)=i \sigma / 2, \quad \sigma=\nu^{2}-\frac{1}{4} \quad(\neq 0) \tag{2.6}
\end{equation*}
$$

Here we have introduced a new parameter $\sigma$ for later convenience.
From (2.4)-(2.6), and the following inhomogeneous differential equation for $u(\nu, z)$

$$
\begin{equation*}
z^{2} \frac{d^{2} u}{d z^{2}}+2 i z^{2} \frac{d u}{d z}-\sigma u=\sigma, \tag{2.7}
\end{equation*}
$$

we find that $f(\nu, t)$ satisfies

$$
\begin{equation*}
t(t-2 i) \frac{d^{2} f}{d t^{2}}+4(t-i) \frac{d f}{d t}+(2-\sigma) f=0 \tag{2.8}
\end{equation*}
$$

This is a form of the hypergeometric equation. From (2.6) we see that

$$
\begin{equation*}
f(\nu, t)=\frac{i \sigma}{2} F\left(\frac{3}{2}+\nu, \frac{3}{2}-\nu ; 2 ;-\frac{i t}{2}\right), \tag{2.9}
\end{equation*}
$$

with the usual notation. This representation is very closely related to some well-known integral transforms (e.g., see [2, p. 212, eqs. (1), (4)]).

The hypergeometric function $f(\nu, t)$ given by (2.9) has a simple pole at $t=2 i$ (see [5, p. 166, eq. (10.11)]). Its behavior at the regular singularity at infinity is given by (see [5, p. 167])

$$
\begin{equation*}
f(\nu, t) \sim a_{0}(\nu) t^{\nu-3 / 2} \tag{2.10a}
\end{equation*}
$$

where

$$
a_{0}(\nu)= \begin{cases}\frac{\sigma \pi 2^{1 / 2-\nu} e^{(2 \nu-1) \pi i / 4}}{\sin (2 \pi \nu) \Gamma\left(\frac{3}{2}+\nu\right) \Gamma\left(\frac{1}{2}+\nu\right) \Gamma(1-2 \nu)} & (2 \nu \neq 0,1,2, \cdots),  \tag{2.10b}\\ \frac{\sigma \Gamma(2 \nu) 2^{1 / 2-\nu} e^{(2 \nu-1) \pi i / 4}}{\Gamma\left(\frac{3}{2}+\nu\right) \Gamma\left(\frac{1}{2}+\nu\right)} & (2 \nu=1,2,3, \cdots),\end{cases}
$$

and

$$
\begin{equation*}
f(0, t)=O\left(t^{-3 / 2} \ln (t)\right) \tag{2.10c}
\end{equation*}
$$

The cut associated with the branchpoint at infinity runs along the imaginary axis from $t=i \infty$ to $t=2 i$.

To derive a factorial series expansion formally, use

$$
\begin{equation*}
\int_{0}^{\infty}\left(1-e^{-t}\right)^{m} e^{-z t} d t=\frac{m!}{z(z+1) \cdots(z+m)}, \quad(m=0,1,2, \cdots), \tag{2.11}
\end{equation*}
$$

and expand $f(\nu, t)$ in terms of a new independent variable $\xi(t)$ defined by

$$
\begin{equation*}
\xi=1-e^{-t} . \tag{2.12}
\end{equation*}
$$

A region $T$ in the $t$ plane bounded by the parametric curve $t=$ $-\ln (2 \cos (\theta / 2))+i \theta / 2(-\pi<\theta<\pi)$ is mapped to the unit disk $|\xi| \leqq 1$ in the $\xi$ plane; see Fig. 1. The singularities $t=0,2 i, \infty$ are mapped to $\xi=0,1-e^{-2 i}, 1$, respectively. For this section we confine our attention to $t$ lying in $T$, or correspondingly, $\xi$ lying in the unit disk $|\xi| \leqq 1$.

Regarding $f(\nu, t)$ as a function of $\xi$, i.e.,

$$
\begin{equation*}
f(\nu, t)=f(\nu,-\ln (1-\xi)) \equiv \phi(\nu, \xi) \tag{2.13}
\end{equation*}
$$

it follows that $\phi(\nu, \xi)$ is analytic throughout $|\xi| \leqq 1$ except at $\xi=1$, where it has a logarithmic singularity:

$$
\begin{equation*}
\phi(\nu, \xi)=O\left([-\ln (1-\xi)]^{\nu-3 / 2}\right), \quad \xi \rightarrow 1^{-} . \tag{2.14}
\end{equation*}
$$



Fig. 1. Domain T in t plane.

Therefore, $\phi(\nu, \xi)$ possesses a Maclaurin expansion of the form

$$
\begin{equation*}
f(\nu, t) \equiv \phi(\nu, \xi)=\sum_{m=0}^{\infty} c_{m}(\nu) \xi^{m}, \tag{2.15}
\end{equation*}
$$

which is convergent for $|\xi|<1$. On substitution of (2.15) into (2.4), interchanging the summation and integral, and then employing (2.11), we formally arrive at the factorial series representation

$$
\begin{equation*}
u(\nu, z)=\sum_{m=0}^{\infty} \frac{c_{m}(\nu) m!}{z(z+1) \cdots(z+m)} . \tag{2.16}
\end{equation*}
$$

For a justification of this formal process see § 4.
A necessary and sufficient condition for absolute convergence in a half plane $\operatorname{Re}(z) \geqq \kappa$ is that the coefficients satisfy

$$
c_{m}(\nu)=O\left(m^{\kappa-1}\right)
$$

as $m \rightarrow \infty$; see [3] or [7]. In §5 we shall show that $c_{m}(\nu)=o\left(m^{\varepsilon-1}\right)$ as $m \rightarrow \infty$ for arbitrary positive $\varepsilon$. This implies uniform absolute convergence of the series for $\operatorname{Re}(z) \geqq \varepsilon>0$.

One way of determining the Maclaurin coefficients is to employ the differential equation for $\phi(\nu, \xi)$ together with the initial condition $\phi(\nu, 0)=i \sigma / 2$. From (2.8) and (2.12) we readily find that the equation is given by

$$
\begin{equation*}
p(\xi) \phi_{\xi \xi}+q(\xi) \phi_{\xi}+(2-\sigma) \phi=0 \tag{2.17}
\end{equation*}
$$

where

$$
\begin{equation*}
p(\xi)=(\xi-1)^{2} t(t-2 i), \quad q(\xi)=\left(t^{2}-2 i t-4 t+4 i\right)(\xi-1) \tag{2.18}
\end{equation*}
$$

with $t=-\ln (1-\xi)$. Clearly $p(\xi)$ and $q(\xi)$ possess Maclaurin expansions of the form

$$
p(\xi)=\sum_{r=1}^{\infty} p_{r} \xi^{r}, \quad q(\xi)=\sum_{r=0}^{\infty} q_{r} \xi^{r}, \quad|\xi|<1 .
$$

Substituting these series and (2.15) into (2.17) we obtain

$$
\begin{align*}
& c_{0}(\nu)=\frac{i \sigma}{2}, \quad c_{1}(\nu)=\frac{\sigma(2-\sigma)}{8},  \tag{2.19a,b}\\
& c_{m+1}(\nu)= \frac{1}{2 i(m+1)(m+2)} \\
& \cdot\left\{q_{m} c_{1}(\nu)+\sum_{j=2}^{m}\left\{j c_{j}(\nu)\left[(j-1) p_{m+2-j}+q_{m+1-j}\right]\right\}+(2-\sigma) c_{m}(\nu)\right\} \\
&(m=1,2, \cdots),
\end{align*}
$$

with the understanding that the summation in (2.20) is null for $m=1$.
Explicit formulas for the coefficients $\left\{p_{r}\right\}$ and $\left\{q_{r}\right\}$ can be derived by differentiating the expression for $p(\xi) r$-times, and then using Taylor's formula $p_{r}=p^{(r)}(0) / r$ !; the same holds for $q(\xi)$. After simplification using the binomial theorem, we find

$$
\begin{align*}
& p_{1}=-2 i, \quad p_{2}=1+3 i, \quad p_{3}=-1-\frac{2}{3} i, \\
& p_{r}=\frac{1}{r(r-1)(r-2)}\left\{4 \sum_{j=1}^{r-3} \frac{1}{j}-6-4 i\right\} \quad(r \geqq 4) ;  \tag{2.21}\\
& q_{0}=-4 i, \quad q_{1}=4+6 i, \quad q_{2}=-3-i, \\
& q_{r}=\frac{1}{r(r-1)}\left\{2 \sum_{j=1}^{r-2} \frac{1}{j}-6-2 i\right\} \quad(r \geqq 3) . \tag{2.22}
\end{align*}
$$

The above recursion scheme provides a simple and numerically satisfactory means of evaluating the factorial coefficients $\left\{c_{m}(\nu)\right\}(m=0,1,2, \cdots)$.

The factorial coefficients can also be expressed explicitly in terms of Stirling numbers of the first kind $S_{n}^{(m)}$ and the coefficients $\left\{A_{s}(\nu)\right\}$ in the asymptotic expansion (2.3) of the Hankel function. Following [7, pp.329-330] we find

$$
\begin{equation*}
c_{0}(\nu)=i A_{1}(\nu), \quad c_{m}(\nu)=\frac{(-1)^{m} i}{m!} \sum_{j=1}^{m}(-i)^{j} A_{j+1}(\nu) S_{m}^{(j)} \quad(m=1,2, \cdots) . \tag{2.23}
\end{equation*}
$$

These formulas are more difficult to implement in numerical calculations as they. require calculation of large individual terms to a high degree of accuracy. Another procedure for recursively calculating the coefficients can be derived by substituting the expansion (2.16) into equation (2.7) and using known formulas for derivatives of factorial series.

Finally, to obtain factorial series representations for the other standard Bessel function we use the well-known relations

$$
\begin{aligned}
& H_{\nu}^{(1)}(z)=\overline{H_{\nu}^{(2)}(\bar{z})}, \quad J_{\nu}(z)=\frac{1}{2}\left\{H_{\nu}^{(1)}(z)+H_{\nu}^{(2)}(z)\right\}, \\
& Y_{\nu}(z)=\frac{1}{2 i}\left\{H_{\nu}^{(1)}(z)-H_{\nu}^{(2)}(z)\right\} .
\end{aligned}
$$

We find

$$
\begin{gather*}
H_{\nu}^{(2)}(z)=\left(\frac{2}{\pi z}\right)^{1 / 2} e^{\nu \pi i / 2+\pi i / 4} e^{-i z}\left[1+\sum_{m=0}^{\infty} \frac{\overline{c_{m}(\nu)} m!}{z(z+1) \cdots(z+m)}\right],  \tag{2.24}\\
J_{\nu}(z)=\left(\frac{2}{\pi z}\right)^{1 / 2}\left\{\cos (z-\nu \pi / 2-\pi / 4)\left[1+\sum_{m=1}^{\infty} \frac{\operatorname{Re}\left\{c_{m}(\nu)\right\} m!}{z(z+1) \cdots(z+m)}\right]\right. \\
\left.-\sin (z-\nu \pi / 2-\pi / 4) \sum_{m=0}^{\infty} \frac{\operatorname{Im}\left\{c_{m}(\nu)\right\} m!}{z(z+1) \cdots(z+m)}\right\}, \tag{2.25}
\end{gather*}
$$

$$
\begin{align*}
& Y_{\nu}(z)=\left(\frac{2}{\pi z}\right)^{1 / 2}\{ \sin (z-\nu \pi / 2-\pi / 4)\left[1+\sum_{m=1}^{\infty} \frac{\operatorname{Re}\left\{c_{m}(\nu)\right\} m!}{z(z+1) \cdots(z+m)}\right] \\
&\left.+\cos (z-\nu \pi / 2-\pi / 4) \sum_{m=0}^{\infty} \frac{\operatorname{Im}\left\{c_{m}(\nu)\right\} m!}{z(z+1) \cdots(z+m)}\right\} . \tag{2.26}
\end{align*}
$$

3. Factorial representations for modified Bessel functions. The standard solutions of the modified Bessel equation

$$
\begin{equation*}
\frac{d^{2} w}{d z^{2}}+\frac{1}{z} \frac{d w}{d z}-\left(1+\frac{\nu^{2}}{z^{2}}\right) w=0, \tag{3.1}
\end{equation*}
$$

are the modified Bessel functions $K_{\nu}(z)$ and $I_{\nu}(z)$. The purpose of this section is to derive factorial series expansions for these two functions which are uniformly and absolutely convergent in the half plane $\operatorname{Re}(z) \geqq \varepsilon>0$.

Consider $K_{\nu}(z)$ first. The derivation of a factorial series expansion for this function follows in a similar manner to that of the Hankel functions. We define $\tilde{u}(\nu, z)$ by

$$
\begin{equation*}
K_{\nu}(z)=\left(\frac{\pi}{2 z}\right)^{1 / 2} e^{-z}[1+\tilde{u}(\nu, z)] \tag{3.2}
\end{equation*}
$$

Proceeding in a manner similar to the previous section we find that

$$
\begin{equation*}
\tilde{u}(\nu, z)=\int_{0}^{\infty} e^{-z t} \tilde{f}(\nu, t) d t, \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{f}(\nu, t)=\frac{\sigma}{2} F\left(\frac{3}{2}+\nu, \frac{3}{2}-\nu ; 2 ;-\frac{t}{2}\right) . \tag{3.4}
\end{equation*}
$$

The hypergeometric function $\tilde{f}(\nu, t)$ has a simple pole at $t=-2$ and a regular singularity at infinity. It therefore has no finite singularities inside the region $T$ (defined in § 2). Thus, proceeding as before, we find that

$$
\begin{equation*}
\tilde{u}(\nu, z)=\sum_{m=0}^{\infty} \frac{d_{m}(\nu) m!}{z(z+1) \cdots(z+m)} . \tag{3.5}
\end{equation*}
$$

The factorial coefficients $\left\{d_{m}(\nu)\right\}$ are found to be real, with $d_{0}(\nu)=-i c_{0}(\nu), d_{1}(\nu)=$ $-c_{1}(\nu)$, and the other coefficients satisfying the recursion relations (2.20)-(2.22) with $i$ replaced by -1 in each equation.

We now turn our attention to the modified Bessel function $I_{\nu}(z)$. Unlike $H_{\nu}^{(1)}(z)$, $H_{\nu}^{(2)}(z)$, and $K_{\nu}(z)$, this function is dominant at infinity for all values of $\arg (z)$. The dominance makes the construction of a factorial series representation for it less straightforward than for the other three Bessel functions. We shall use the following representation:

$$
\begin{equation*}
I_{\nu}(z)=-\frac{i}{\pi}\left\{K_{\nu}\left(z e^{-\pi i}\right)-e^{\nu \pi i} K_{\nu}(z)\right\} \tag{3.6}
\end{equation*}
$$

seeking a factorial series expansion for the modified Bessel function $K_{\nu}\left(z e^{-\pi i}\right)$. Clearly, $K_{\nu}\left(z e^{-\pi i}\right)$ is recessive at infinity in the sector $\pi / 2<\arg (z)<3 \pi / 2$.

We next define $u^{+}(\nu, z)$ by

$$
\begin{equation*}
K_{\nu}\left(z e^{-\pi i}\right)=i\left(\frac{\pi}{2 z}\right)^{1 / 2} e^{z}\left[1+u^{+}(\nu, z)\right] \tag{3.7}
\end{equation*}
$$

Again, we could write $u^{+}(\nu, z)$ as a Laplace transform

$$
\begin{equation*}
u^{+}(\nu, z)=\int_{\Gamma} e^{-z t} f(\nu, t) d t \quad(\operatorname{Re}(z) \geqq \kappa>0), \tag{3.8}
\end{equation*}
$$

where the path of integration $\Gamma$ runs from $t=0$ to infinity such that $\operatorname{Re}(z t) \rightarrow+\infty$. For any choice of $\Gamma$ satisfying these requirements we find that $f(\mu, t)$ is a hypergeometric function which is regular at $t=0$, but has a simple pole on the real axis at $t=2$, which lies inside the region $T$. The presence of this singularity prevents us from proceeding exactly as before. If the pole were lying inside $T$, but not on the real axis, an appropriate (real) scaling of the variables $t$ and $z$ could reduce the problem to an equivalent one where the pole lies outside $T$ (see [7, p. 326]).

Also we do not have enough information on $u^{+}(\nu, z)$ to determine the precise path of integration $\Gamma$ in (3.8). This is because $\Gamma$ can be taken to lie above or below the pole at $t=2$ (the integrand remains unchanged in both circumstances). The two choices of $\Gamma$ result in two different functions for the right-hand side, which differ by the residue of the integrand at $t=2$. It is seen that this residue is $O\left(e^{-2 z}\right)$ as $\operatorname{Re}(z) \rightarrow \infty$, and therefore the asymptotic behavior of the integral at $z=\infty$ will be identical for either path. (The path $\Gamma$ could also be chosen to loop the pole a number of times, or pass through it as a Cauchy principal value.)

The above difficulties arise from the fact that $K_{\nu}\left(z e^{-\pi i}\right)$ is dominant in the half plane $|\arg (z)|<\pi / 2$. In order to overcome the difficulty we seek a factorial series representation for $K_{\nu}\left(z e^{-\pi i}\right)$ in the half plane $\operatorname{Re}\left(z e^{-\pi i / 4}\right) \geqq \varepsilon>0$. To do this we introduce the scaling factor

$$
\begin{equation*}
\omega=\frac{\pi}{4}+i \frac{\pi}{4}=\frac{\pi}{2 \sqrt{2}} e^{i \pi / 4}, \tag{3.9}
\end{equation*}
$$

and seek a factorial series in terms of the variable $z^{+}=z / \omega$. In place of (3.8) we therefore define

$$
\begin{equation*}
u^{+}(\nu, z)=\int_{0}^{\infty} e^{-z^{+} t} f^{+}(\nu, t) d t . \tag{3.10}
\end{equation*}
$$

where the path of integration is along the real axis. The pole of $f^{+}(\nu, t)$ is then found to be at $t=2 \omega$, which lies outside the region $T$. The modulus of $\omega$ was chosen to ensure this. Then, proceeding as before, we find that

$$
\begin{equation*}
u^{+}(\nu, z)=\sum_{m=0}^{\infty} \frac{d_{m}^{+}(\nu) m!}{z(z / \omega+1) \cdots(z / \omega+m)}, \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{0}^{+}(\nu)=-\frac{\sigma}{2}, \quad d_{1}^{+}(\nu)=\frac{\sigma(\sigma-2)}{8 \omega}, \tag{3.12}
\end{equation*}
$$

and where the other coefficients satisfy (2.20)-(2.22) with $i$ replaced by $\omega$, throughout. Thus from (3.6) we have the compound expansion

$$
\begin{align*}
& I_{\nu}(z)=\left(\frac{1}{2 \pi z}\right)^{1 / 2}\left\{e^{z}\left[1+\sum_{m=0}^{\infty} \frac{d_{m}^{+}(\nu) m!}{z(z / \omega+1) \cdots(z / \omega+m)}\right]\right. \\
& \left.+i e^{\nu \pi i} e^{-z}\left[1+\sum_{m=0}^{\infty} \frac{d_{m}(\nu) m!}{z(z+1) \cdots(z+m)}\right]\right\}  \tag{3.13}\\
& \\
& \quad\left(\operatorname{Re}(z) \geqq \varepsilon>0, \quad-\frac{\pi}{4}+\delta \leqq \arg (z) \leqq \frac{\pi}{2}\right) .
\end{align*}
$$

A similar expansion, convergent in the conjugate region $\operatorname{Re}(z) \geqq \varepsilon>0,-\pi / 2 \leqq$ $\arg z \leqq \pi / 4-\delta$, can be derived from (3.13) and the relation $I_{\nu}(z)=\overline{I_{\bar{\nu}}(\bar{z})}$.

When $z=x$ is real and positive both expansions are valid. A useful formula for $I_{\nu}(x)$ comes from adding these two formulas and dividing by 2 . This yields

$$
\begin{aligned}
I_{\nu}(x)=\left(\frac{1}{2 \pi x}\right)^{1 / 2}\{ & e^{x}\left[1+\sum_{m=0}^{\infty} \operatorname{Re}\left\{\frac{d_{m}^{+}(\nu) m!}{x\left(x / \omega^{+}+1\right) \cdots\left(x / \omega^{+}+m\right)}\right\}\right] \\
& \left.-\sin (\nu \pi) e^{-x}\left[1+\sum_{m=0}^{\infty} \frac{d_{m}(\nu) m!}{x(x+1) \cdots(x+m)}\right]\right\}
\end{aligned}
$$

$$
(x \geqq \varepsilon>0) .
$$

4. Error bounds. We seek a bound for $\delta_{n}(\nu, z)$ defined by

$$
\begin{equation*}
u(\nu, z)=\sum_{m=0}^{n-1} \frac{c_{m}(\nu) m!}{z(z+1) \cdots(z+m)}+\delta_{n}(\nu, z) . \tag{4.1}
\end{equation*}
$$

We concern ourselves here with the unmodified Bessel functions. Bounds for the modified Bessel functions can be derived in a similar manner.

Following [9, pp. 142-144] we derive

$$
\begin{equation*}
\delta_{n}(\nu, z)=\frac{1}{z(z+1) \cdots(z+n-1)} \int_{0}^{1}(1-\xi)^{z+n-1} \phi^{(n)}(\nu, \xi) d \xi . \tag{4.2}
\end{equation*}
$$

Next, introduce the supremum

$$
\begin{equation*}
M(\nu, \alpha)=\sup _{t \in T}\left\{\left|f(\nu, t) e^{-\alpha t}\right|\right\} . \tag{4.3}
\end{equation*}
$$

Because of (2.10a-c) it is seen that the supremum exists for all positive values of $\alpha$. For our purposes it is necessary to impose the restriction that $0<\alpha<\operatorname{Re}(z)$. From (2.12) and (2.13) we find

$$
\begin{equation*}
|\phi(\nu, \xi)| \leqq M(\nu, \alpha)|1-\xi|^{-\alpha} \quad(|\xi| \geqq 1) . \tag{4.4}
\end{equation*}
$$

Therefore, for $0 \leqq \xi<1$, we have from Cauchy's integral formula and (4.4)

$$
\begin{equation*}
\left|\phi^{(n)}(\nu, \xi)\right| \leqq \frac{M(\nu, \alpha)(1-\rho)^{-\alpha} n!}{\rho^{n}} \quad(0<\rho<1-\xi) . \tag{4.5}
\end{equation*}
$$

Setting $\rho=(1-\xi) n /(n+1)$ in (4.5) and noting that $\left(1+n^{-1}\right)^{n}<e(n>0)$, we obtain from (4.2) and (4.5) the bound

$$
\begin{equation*}
\left|\delta_{n}(\nu, z)\right| \leqq \frac{M(\nu, \alpha) e n!}{|z(z+1) \cdots(z+n-1)|(\operatorname{Re}(z)-\alpha)} . \tag{4.6}
\end{equation*}
$$

Incidentally, it can be confirmed from this bound that that factorial series is absolutely convergent for $\operatorname{Re}(z)>\alpha$.

Since we know that the convergence becomes slow for large $\nu$ we now examine the asymptotic behavior of $M(\nu, \alpha)$ as $\nu \rightarrow \infty$. The asymptotic behavior of $f(\nu, t)$ can be established from the differential equation (2.8) written in the normalized form

$$
\begin{gather*}
\frac{d^{2} \hat{f}}{d t^{2}}=\left\{\nu^{2} \frac{1}{t(t-2 i)}-\frac{1}{4 t(t-2 i)}\right\} \hat{f},  \tag{4.7a}\\
\hat{f}(\nu, t) \equiv t(t-2 i) f(\nu, t) \tag{4.7b}
\end{gather*}
$$

This equation is characterized in $T$ by having a simple pole at $t=0$ and a regular singularity at $t=\infty$. To obtain an asymptotic approximation that is uniformly valid at
both singularities we shall apply an asymptotic theory of differential equations having a simple pole in the complex plane [5, Chap. 12, §9]. Note that Olver's parameter $u$ corresponds to our parameter $\nu$, and in this application Olver's $\nu$ is equal to 1 .

The Liouville transformation given by (see [5, pp. 438-439])

$$
\begin{gather*}
\zeta^{1 / 2}=\int_{0}^{t} \frac{d \tau}{\tau^{1 / 2}(\tau-2 i)^{1 / 2}}=\ln \left[i t+1+i\left(t^{2}-2 i t\right)^{1 / 2}\right]  \tag{4.8}\\
W(\nu, \zeta)=\left(\frac{4 \zeta}{t(t-2 i)}\right)^{1 / 4} \hat{f}(t), \tag{4.9}
\end{gather*}
$$

takes (4.7a) into the form

$$
\begin{equation*}
\frac{d^{2} W}{d \zeta^{2}}=\left\{\frac{\nu^{2}}{4 \zeta}-\frac{1}{4 \zeta^{2}}+\frac{\psi(\zeta)}{\zeta}\right\} W \tag{4.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi(\zeta)=-\frac{3}{16}\left\{\frac{1}{\zeta}+\frac{1}{t(t-2 i)}\right\} . \tag{4.11}
\end{equation*}
$$

With regard to (4.8) and (4.9) we introduce a branchcut along the imaginary $t$ axis from $t=2 i$ to $t=i \infty$, and a temporary cut along the negative $t$ axis from $t=0$ to $t=-\infty$. With these cuts the integrand of (4.8) is taken to be positive for $\tau=$ is $(0<s<2)$ and continuous elsewhere. The $\zeta$ domain $\Delta$ corresponding to the $t$ domain $T$ is depicted in Fig. 2. The asymptote at infinity (dashed line) is the parabola

$$
\begin{equation*}
\operatorname{Re}(\zeta)=\left(\frac{\operatorname{Im}(\zeta)}{\pi}\right)^{2}-\left(\frac{\pi}{2}\right)^{2} \tag{4.12}
\end{equation*}
$$

The $t \leftrightarrow \zeta$ transformation (4.8) is analytic and $1 \leftrightarrow 1$ at all points in $T$, including the singularity $t=0(\zeta=0)$. The Schwarzian $\psi(\zeta)$ is holomorphic within $\Delta$.


Fig. 2. Domain $\Delta$ in $\zeta$ plane.

The following can be deduced from the above equations:

$$
\begin{gather*}
\zeta=2 i t+\frac{1}{3} t^{2}-\frac{4}{45} i t^{3}+O\left(t^{4}\right) \quad \text { as } t \rightarrow 0,  \tag{4.13}\\
\psi(\zeta)=-\frac{1}{16}+\frac{1}{80} \zeta-\frac{1}{504} \zeta^{2}+O\left(\zeta^{3}\right) \quad \text { as } \zeta \rightarrow 0,  \tag{4.14}\\
 \tag{4.15}\\
\quad \exp \left(\zeta^{1 / 2}\right) \sim 2 i t \quad \text { as } t \rightarrow \infty .
\end{gather*}
$$

We now apply Theorem 9.1 of [5, Chap. 12] to obtain the following solution of (4.10):

$$
\begin{equation*}
W(\nu, \zeta)=\zeta^{1 / 2} I_{1}\left(\nu \zeta^{1 / 2}\right)+\varepsilon_{1}(\nu, \zeta) \tag{4.16}
\end{equation*}
$$

where $I_{1}(z)$ is the modified Bessel function of order 1 and $\varepsilon_{1}(\nu, \zeta)$ is uniformly bounded for $\zeta \in \Delta$ and $\nu>0$ by

$$
\begin{equation*}
\left|\varepsilon_{1}(\nu, \zeta)\right| \leqq \mu_{2}|\zeta|^{1 / 2} \mathscr{E}_{1}\left(\nu \zeta^{1 / 2}\right) \mu_{1}\left(\nu \zeta^{1 / 2}\right) \exp \left\{\frac{\mu_{1}}{\nu} V\right\} \frac{V}{\nu} \tag{4.17a}
\end{equation*}
$$

with

$$
\begin{equation*}
V=\int_{\mathscr{P}}\left|v^{-1 / 2} \psi(v)\right| d v \tag{4.17b}
\end{equation*}
$$

The path of integration $\mathscr{P}$ of (4.18) links zero to $\zeta$ in the $v$ plane subject to the first of the conditions (i) and (ii) of [5, p. 457]. The convergence of this integral at $\zeta=0$ and $\zeta=\infty$ in $\Delta$ is readily verified from (4.11), (4.14), and (4.15); compare also equation (4.7a) with Example 4.1 of [5, p.369].

In (4.17) $\mathscr{E}_{1}(z)$ and $\mathscr{M}_{1}(z)$ are auxiliary functions for modified Bessel functions of complex argument, satisfying

$$
\begin{equation*}
\left|I_{1}(z)\right|=\mathscr{E}_{1}(z) \mathscr{M}_{1}(z) \cos \left(\theta_{1}(z)\right) \quad(|\arg (z)| \leqq \pi / 2) \tag{4.18}
\end{equation*}
$$

where $\theta_{1}(z)$ is a real function of $z$. The constants $\mu_{1}$ and $\mu_{2}$ are certain suprema involving these auxiliary functions (see [5, pp. 454-456]). The significance of the bound $(4.17 \mathrm{a}, \mathrm{b})$ is that it establishes the fact that

$$
\frac{\varepsilon_{1}(\nu, \zeta)}{\zeta^{1 / 2} I_{1}\left(\nu \zeta^{1 / 2}\right)}= \begin{cases}O(\zeta) & \text { as } \zeta \rightarrow 0  \tag{4.19}\\ O(1 / \nu) & \text { uniformly in } \Delta \text { except } \\ & \text { near the zeros of } I_{1}\left(\nu \zeta^{1 / 2}\right)\end{cases}
$$

The function (4.16) is the solution of (4.10) that is recessive at $\zeta=0$. As such it can be directly identified with the hypergeometric function of (2.9), since that function is also recessive at $t=0$. On comparing then both solutions at $t=0(\zeta=0)$ we deduce that for $\nu>0\left(\nu \neq \frac{1}{2}\right), t \in T(\zeta \in \Delta)$,

$$
\begin{align*}
f(\nu, t) & =\frac{i \sigma}{2} F\left(\frac{3}{2}+\nu, \frac{3}{2}-\nu ; 2 ;-\frac{i t}{2}\right) \\
& =i\left\{\frac{4 \nu^{2}-1}{4 \nu}\right\} \frac{\zeta^{1 / 4}}{[t(2 i-t)]^{3 / 4}}\left[I_{1}\left(\nu \zeta^{1 / 2}\right)+\zeta^{-1 / 2} \varepsilon_{1}(\nu, \zeta)\right] . \tag{4.20}
\end{align*}
$$

In deriving this asymptotic formula we employed (2.6), (4.7b), (4.9), (4.13), (4.16), (4.19), together with the well-known asymptotic behavior of $I_{1}(z)$ near $z=0$ (e.g., see [5, p. 435]).

Before applying the above results to bound $M(\nu, \alpha)$ we prove the following result.
Lemma 1. For $\nu>\alpha(\pi / 2+1)>0$,

$$
\begin{align*}
N(\nu, \alpha) & \equiv \sup _{t \in T}\left|\exp \left(\nu \zeta^{1 / 2}-\alpha t\right)\right| \\
& \leqq \max \left\{2^{\nu} \nu^{\nu} \alpha^{-\nu} e^{-\nu+\alpha \pi / 2+\alpha}, 2^{\alpha}[2(\ln (2)+(\pi / 2)+1)]^{\nu}\right\} . \tag{4.21}
\end{align*}
$$

Proof. We seek an upper bound on $\operatorname{Re}\left(\nu \xi^{1 / 2}-\alpha t\right)$ for $t \in T$. First, from the parametric equation for the boundary of $T$ (see the paragraph following equation (2.12)) we have for $t \in T$

$$
\begin{equation*}
|t| \leqq|x|+\frac{\pi}{2}, \quad x \equiv \operatorname{Re}(t) \tag{4.22}
\end{equation*}
$$

Thus, for $t \in T, x \geqq 0$,

$$
\begin{align*}
\operatorname{Re}\left(\nu \zeta^{1 / 2}-\alpha t\right) & =\nu \ln \left\{\left|i t+1+i\left(t^{2}-2 i t\right)^{1 / 2}\right|\right\}-\alpha x \\
& \leqq \nu \ln \left\{|t|+1+\left(|t|^{2}+2|t|+1\right)^{1 / 2}\right\}-\alpha x  \tag{4.23}\\
& \leqq \nu \ln \{2(x+(\pi / 2)+1)\}-\alpha x \equiv m(x) .
\end{align*}
$$

The only stationary point of $m(x)$ in $0<x<\infty$ is $x=x_{c}=\nu / \alpha-(\pi / 2)-1$ (note the hypothesis of this lemma). It is readily verified that the absolute maximum of $m(x)$ in $[0, \infty)$ occurs at $x=x_{c}$. Therefore it follows that

$$
\operatorname{Re}\left(\nu \zeta^{1 / 2}-\alpha t\right) \leqq m(x) \leqq m\left(\frac{\nu}{\alpha}-\frac{\pi}{2}-1\right) \quad(t \in T, \operatorname{Re}(t) \geqq 0) .
$$

On exponentiation and simplification we arrive at the first of the maxima of the right-hand side of (4.21).

For the complementary case $-\ln (2)<x<0$ we find

$$
\begin{aligned}
\operatorname{Re}\left(\nu \zeta^{1 / 2}-\alpha t\right) & \leqq \nu \ln \{2(|x|+(\pi / 2)+1)\}-\alpha x \\
& \leqq \nu \ln \{2(\ln (2)+(\pi / 2)+1)\}+\alpha \ln (2) \quad(t \in T, \operatorname{Re}(t)<0),
\end{aligned}
$$

noting the monotonicity of the middle expression. Again we exponentiate, and the second of the maxima of the right-hand side of (4.21) is obtained. This completes the proof of Lemma 1.

Finally, from (4.17), (4.18), and (4.20), we derive for $t \in T$ the bound

$$
\begin{aligned}
\left|f(\nu, t) e^{-\alpha t}\right| \leqq & \left\lvert\,\left\{\frac{4 \nu^{2}-1}{4}\right\}\left\{\frac{\zeta}{t(2 i-t)}\right\}^{3 / 4}\left\{\frac{\mathscr{E}_{1}\left(\nu \zeta^{1 / 2}\right) \mu_{1}\left(\nu \zeta^{1 / 2}\right) \exp \left\{-\nu \zeta^{1 / 2}\right\}}{\nu \zeta^{1 / 2}}\right\}\right. \\
\cdot & \left.\left\{\exp \left(\nu \zeta^{1 / 2}-\alpha t\right)\right\}\left\{1+\mu_{2} \exp \left(\frac{\mu_{1}}{\nu} V\right) \frac{V}{\nu}\right\} \right\rvert\,
\end{aligned}
$$

Hence, from (4.3),

$$
\begin{equation*}
M(\nu, \alpha) \leqq\left|\frac{4 \nu^{2}-1}{4}\right| \lambda_{1} \lambda_{2} \lambda_{3}(\nu) N(\nu, \alpha), \tag{4.24}
\end{equation*}
$$

where

$$
\begin{gather*}
\lambda_{1}=\sup _{t \in f}\left|\frac{\zeta}{t(2 i-t)}\right|^{3 / 4},  \tag{4.25}\\
\lambda_{2}=\sup _{\operatorname{Re}(z) \geqq 0}\left\{\left|\frac{e^{-z}}{z}\right| \mathscr{E}_{1}(z) \mathcal{M}_{1}(z)\right\},  \tag{4.26}\\
\lambda_{3}(\nu)=1+\mu_{2} \exp \left(\frac{\mu_{1}}{\nu} V_{\infty}\right) \frac{V_{\infty}}{\nu} \quad\left(V_{\infty}=\int_{0}^{\infty}\left|v^{-1 / 2} \psi(v)\right| d v\right), \tag{4.27}
\end{gather*}
$$

and where $N(\nu, \alpha)$ is defined and bounded by (4.21). The existence of $\lambda_{1}$ is seen from (4.13) and (4.15). From (8.09), (8.16), and (8.25) of [5, Chap. 12] it can also be verified that $\lambda_{2}$ exists.
5. Asymptotic behavior of the factorial coefficients. For the convergence of the factorial series derived in $\S 2$, it is helpful to obtain some information on the size of the factorial coefficients $c_{m}(\nu)$ as $m \rightarrow \infty$, including the dependence on the parameter $\nu$. The purpose of this section is to investigate this behavior. We shall suppose that $\nu \neq 0, \frac{1}{2}$.

To determine the asymptotic behavior we use the representation

$$
\begin{equation*}
c_{m}(\nu)=\frac{1}{2 \pi i} \oint_{|\xi|=\rho<1} \frac{\phi(\nu, \xi)}{\xi^{m+1}} d \xi \tag{5.1}
\end{equation*}
$$

which comes from (2.15) and Cauchy's formula, or equivalently

$$
\begin{equation*}
c_{m}(\nu)=\frac{1}{2 \pi i} \oint_{|t|=\delta>0} \frac{f(\nu, t) e^{-t}}{\left(1-e^{-t}\right)^{m+1}} d t \tag{5.2}
\end{equation*}
$$

where $t=-\ln (1-\xi)$. As it turns out, the asymptotic behavior of $f(\nu, t)$ as $t \rightarrow \infty$ determines the behavior of $c_{m}(\nu)$ as $m \rightarrow \infty$.

First deform the contour in (5.2) into a path $\gamma$ consisting of a finite segment $\gamma_{0}$ from $t=i \pi$ to $t=-i \pi$, and two semi-infinite lines $\gamma^{+}$and $\gamma^{-}$as depicted in Fig. 3. The integrals along the infinite segments converge because of the behavior of $f(\nu, t)$ near $t=\infty$ (see (2.10a-c)). The only finite singularity of $f(\nu, t)$ is a simple pole at $t=2 i$, and in deforming the contour we have taken into account the location of that pole. Note also that the integrand has an infinite number of poles along the imaginary axis at $t=2 n \pi i(n=0, \pm 1, \pm 2, \cdots)$.


Fig. 3. Integration path $\gamma$ in $t$ plane.

Along the finite segment $\gamma_{0}$ the numerator of the integrand is bounded, while the modulus of the denominator is bounded below by $c^{m}$, for some real constant $c$ which is greater than 1. Hence the integral along $\gamma_{0}$ contributes a term of order $O\left(c^{-m}\right)$ as $m \rightarrow \infty$. All such terms of order $O\left(c^{-m}\right), c>1$, will be considered from now on as asymptotically negligible. The main contributions come from the integrals along $\gamma^{+}$and $\gamma^{-}$, since we shall see that they are of much larger order of magnitude. Any further information about the value of $c$ is therefore unnecessary.

Note that we could have chosen the segments $\gamma^{ \pm}$to be semi-infinite lines along $\operatorname{Im}(t)=A^{ \pm}$, for any constants $A^{+}>0$ and $A^{-}<0$. However, in order that the contribution from the path $\gamma_{0}$ be asymptotically negligible it is necessary that $\pi / 2 \leqq\left|A^{ \pm}\right| \leqq 3 \pi / 2$, since otherwise $\gamma_{0}$ would pass through at least one region in which $\left|1-e^{-t}\right|<1$. Our particular choices $A^{ \pm}= \pm \pi$ were taken for convenience.

Now consider the contribution from the paths $\gamma^{ \pm}$. We parameterize $\gamma^{ \pm}$by $t=$ $\pm i \pi+\tau(0 \leqq \tau<\infty)$. Integration along $\gamma^{+}$and $\gamma^{-}$then gives

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{0}^{\infty} \frac{[f(\nu, i \pi+\tau)-f(\nu,-i \pi+\tau)] e^{-\tau}}{\left(1+e^{-\tau}\right)^{m+1}} d \tau \tag{5.3}
\end{equation*}
$$

In (5.3) we now make the change of variable $1+e^{-\tau}=e^{u}$, which yields

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{0}^{\ln (2)} g(\nu, u) e^{-m u} d u \tag{5.4}
\end{equation*}
$$

where

$$
\begin{equation*}
g(\nu, u)=f\left(\nu, i \pi-\ln \left(e^{u}-1\right)\right)-f\left(\nu,-i \pi-\ln \left(e^{u}-1\right)\right) . \tag{5.5}
\end{equation*}
$$

The behavior of (5.4) as $m \rightarrow \infty$ depends upon the asymptotic behavior of $g(\nu, u)$ as $u \rightarrow 0^{+}$, which in turn corresponds to the behavior of $f(\nu, t)$ as $t \rightarrow \infty$ along $\gamma^{+}$and $\gamma^{-}$. For this we use the following representation of $f(\nu, t)$ :

$$
\begin{equation*}
f(\nu, t) t^{\nu-3 / 2} \sum_{k=0}^{\infty} a_{k}(\nu) t^{-k}+t^{-\nu-3 / 2} \sum_{k=0}^{\infty} b_{k}(\nu) t^{-k}, \tag{5.6}
\end{equation*}
$$

where both series converge for $|t|>2$. The coefficients $\left\{a_{k}(\nu)\right\}$ and $\left\{b_{k}(\nu)\right\}$ ( $k=$ $0,1,2, \cdots$ ) can be determined explicitly from (2.9) and a connection formula (see [5, p. 167, eq. (10.15)]).

Then, setting $t= \pm i \pi+\tau$ in (5.6) and reexpanding yields

$$
\begin{equation*}
f(\nu, \pm i \pi+\tau)=\tau^{\nu-3 / 2} \sum_{k=0}^{\infty} a_{k}^{ \pm}(\nu) \tau^{-k}+\tau^{-\nu-3 / 2} \sum_{k=0}^{\infty} b_{k}^{ \pm}(\nu) \tau^{-k}, \tag{5.7}
\end{equation*}
$$

which converges for $\tau>\pi$. In this expression $a_{0}^{ \pm}(\nu)=a_{0}(\nu), b_{0}^{ \pm}(\nu)=b_{0}(\nu)$, and the other coefficients in (5.7) can be expressed explicitly in terms of those in (5.6).

If we now write

$$
\begin{align*}
g(\nu, u)=f & \left(\nu, i \pi-\ln (u)+\ln \left\{\frac{u}{e^{u}-1}\right\}\right)  \tag{5.8}\\
& -f\left(\nu,-\pi-\ln (u)+\ln \left\{\frac{u}{e^{u}-1}\right\}\right)
\end{align*}
$$

and use the fact that $\ln \left(u /\left(e^{u}-1\right)\right)$ is regular at $u=0$ and vanishes there, we find (observing that the leading terms cancel)

$$
\begin{align*}
& g(\nu, u)=(-\ln (u))^{\nu-5 / 2} \sum_{k=0}^{\infty} \frac{\hat{a}_{k}(\nu)}{(-\ln (u))^{k}}+(-\ln (u))^{-\nu-5 / 2} \sum_{k=0}^{\infty} \frac{\hat{b}_{k}(\nu)}{(-\ln (u))^{k}}  \tag{5.9}\\
&+O\left(u(-\ln (u))^{\nu-5 / 2}\right)
\end{align*}
$$

The series in (5.9) converge uniformly for $0<u \leqq \varepsilon$, for sufficiently small $\varepsilon$. Each of the coefficients $\hat{a}_{k}(\nu)$ and $\hat{b}_{k}(\nu)$ is expressible in terms of the coefficients $\left\{a_{k}^{ \pm}(\nu)\right\}$ and $\left\{b_{k}^{ \pm}(\nu)\right\}$.

For $\varepsilon$ as above let

$$
\begin{equation*}
\int_{0}^{\ln (2)} g(\nu, u) e^{-m u} d u=\int_{0}^{\varepsilon} g(\nu, u) e^{-m u} d u+\int_{\varepsilon}^{\ln (2)} g(\nu, u) e^{-m u} d u . \tag{5.10}
\end{equation*}
$$

Since the contribution of the second integral is easily seen to be asymptotically negligible, it remains to determine the asymptotic behavior of

$$
\begin{align*}
\int_{0}^{\varepsilon} g(\nu, u) e^{-m u} d u=\sum_{k=0}^{\infty} & \hat{a}_{k}(\nu) \int_{0}^{\varepsilon}(-\ln (u))^{\nu-5 / 2-k} e^{-m u} d u \\
& +\sum_{k=0}^{\infty} \hat{b}_{k}(\nu) \int_{0}^{\varepsilon}(-\ln (u))^{-\nu-5 / 2-k} e^{-m u} d u  \tag{5.11}\\
& +\int_{0}^{\varepsilon} O\left(u(-\ln (u))^{\nu-5 / 2}\right) e^{-m u} d u
\end{align*}
$$

as $m \rightarrow \infty$. Clearly integrals of the form

$$
\begin{equation*}
L(m, \lambda, \alpha)=\int_{0}^{\varepsilon}(-\ln (u))^{\alpha} u^{\lambda-1} e^{-m u} d u \tag{5.12}
\end{equation*}
$$

play a key role. Such integrals have been discussed by Erdélyi [4] for the parameters $0<\varepsilon<1, \lambda>0$, and $\alpha$ real. Erdélyi has shown that

$$
\begin{equation*}
L(m, \lambda, \alpha) \sim \sum_{n=0}^{\infty}(-1)^{n}\binom{\alpha}{n} \Gamma^{(n)}(\lambda) m^{-\lambda}(\ln (m))^{\alpha-n} \tag{5.13}
\end{equation*}
$$

as $m \rightarrow \infty$. Hence setting $\lambda=1$ and $2, \alpha= \pm \nu-\frac{5}{2}-k$ in (5.13), we finally obtain as $m \rightarrow \infty$

$$
\begin{align*}
& c_{m}(\nu) \sim \frac{(\ln (m))^{\nu-5 / 2}}{m} \sum_{k=0}^{\infty} \frac{\alpha_{k}(\nu)}{(\ln (m))^{k}}+\frac{(\ln (m))^{-\nu-5 / 2}}{m} \sum_{k=0}^{\infty} \frac{\beta_{k}(\nu)}{(\ln (m))^{k}}  \tag{5.14}\\
& \quad+O\left(\frac{(\ln (m))^{\nu-5 / 2}}{m^{2}}\right),
\end{align*}
$$

where the coefficients $\left\{\alpha_{k}(\nu)\right\}$ and $\left\{\beta_{k}(\nu)\right\}$ are, in principle, computable in terms of those in the expansion for $f(\nu, t)$ given by (5.7) above. For example, the leading coefficient is found to be

$$
\begin{equation*}
\alpha_{0}(\nu)=\frac{1}{4}\left(\nu-\frac{3}{2}\right)^{2} a_{0}(\nu), \tag{5.15}
\end{equation*}
$$

where $a_{0}(\nu)$ is given in (2.10b).
By using the same analysis it can be shown that the coefficients $\left\{d_{m}(\nu)\right\}$ appearing in the factorial series expansions of the modified Bessel functions have similar asymptotic representations. Also, when $\nu$ is complex the factorial coefficients (in the modified and unmodified cases) have similar asymptotic representations. This can be shown using an analogue of Erdélyi's result (5.13) for $\alpha$ complex, due to Wong and Wyman [10].

The above procedure can also be used to analyze other similarly constructed series expansions and their coefficients. For example, Rosser [6] started with the integral representation

$$
\begin{equation*}
K_{\nu}(z)=\frac{\sqrt{\pi}(z / 2)^{\nu} e^{-z}}{\Gamma\left(\nu+\frac{1}{2}\right)} \int_{0}^{1} s^{z-1}\left(\ln ^{2}(s)-2 \ln (s)\right)^{\nu-1 / 2} d s, \tag{5.16}
\end{equation*}
$$

and obtained the convergent (factorial-like) series expansion

$$
\begin{equation*}
\int_{0}^{1} s^{z-1}\left(\ln ^{2}(s)-2 \ln (s)\right)^{\nu-1 / 2} d s=\sum_{m=0}^{\infty} E_{m}(\nu) \frac{\Gamma(z) \Gamma\left(m+\nu+\frac{1}{2}\right)}{\Gamma\left(z+m+\nu+\frac{1}{2}\right)}, \tag{5.17}
\end{equation*}
$$

where the coefficients $\left\{E_{m}(\nu)\right\}$ are defined implicitly by means of the auxiliary function

$$
\begin{equation*}
h(\nu, t)=\left[\frac{\ln ^{2}(1-t)-2 \ln (1-t)}{t}\right]^{\nu-1 / 2}=\sum_{m=0}^{\infty} E_{m}(\nu) t^{m} \tag{5.18}
\end{equation*}
$$

Rosser conjectured that the coefficients should satisfy

$$
\begin{equation*}
E_{m}(\nu)=O\left(\frac{\{\ln (m)\}^{M(\nu)}}{m}\right) \quad \text { as } m \rightarrow \infty \tag{5.19}
\end{equation*}
$$

where $M(\nu)$ is some number independent of $m$. With a similar analysis as above it can easily be shown that this is indeed the case. In fact the coefficients $\left\{E_{m}(\nu)\right\}$ have asymptotic expansions of the form

$$
\begin{equation*}
E_{m}(\nu) \sim \frac{(\ln (m))^{2 \nu-2}}{m} \sum_{k=0}^{\infty} \frac{e_{k}(\nu)}{(\ln (m))^{k}} \quad \text { as } m \rightarrow \infty \tag{5.20}
\end{equation*}
$$

where the coefficients $\left\{e_{k}(\nu)\right\}$ can also be explicitly given. When $\nu$ is half an odd integer (5.17) reduces to an ordinary factorial series, but otherwise there do not exist explicit means for computing the coefficients $\left\{E_{m}(\nu)\right\}$. A reason for this is that when $\nu$ is not half an odd integer the integral (5.16) does not possess an asymptotic expansion involving only powers of $1 / z$.
6. Numerical calculations and conclusions. While the factorial series converge in principle for $\operatorname{Re}(z)>0$ and for all $\nu \geqq 0$, in practice the error bounds (§4) and the behavior of the coefficients ( $\S 5$ ) indicate that the convergence becomes quite slow when $\operatorname{Re}(z)$ is small, or when $\nu$ is large with respect to $\operatorname{Re}(z)$. For small $|z|$ the ascending power series converge well, and for moderate to large $\nu$ the large-order asymptotic expansions [5, pp. 377, 423-424] are particularly powerful since they are doubly asymptotic: they are uniformly valid at both $z=0$ and at $z=\infty$.

Tables $1(\mathrm{a})(\nu=0)$ and $2(\mathrm{a})(\nu=2)$ contain, for various values of $n$ and real values of $z$ (denoted by $x$ ), the following partial factorial sums which appear in the representation for $K_{\nu}(x)$ :

$$
\begin{equation*}
\left[1+\sum_{m=0}^{n} \frac{d_{m}(\nu) m!}{x(x+1) \cdots(x+m)}\right] \tag{6.1}
\end{equation*}
$$

The coefficients $\left\{d_{m}(\nu)\right\}$ were calculated using the recurrence relations (2.20)-(2.22) with $i$ replaced by -1 , and all calculations were performed in double precision. (The rows labeled "A \& $S$ " are values of $(2 x / \pi)^{1 / 2} e^{x} K_{\nu}(x)$ calculated from tables in Abramowitz and Stegun [1, Chap. 9].) As a comparison, partial sums of the corresponding ascending power series $\left[1\right.$, p. 375] for $(2 x / \pi)^{1 / 2} e^{x} K_{0}(x)$ are given in Table $1(\mathrm{~b})$.

Tables 1 (c) and 2(b) contain calculations for $(2 x / \pi)^{1 / 2} e^{x} K_{\nu}(x)$ using asymptotic expansions for large argument, and Table 2(c) contains calculations for $(2 x / \pi)^{1 / 2} e^{x} K_{2}(x)$ using the uniform asymptotic expansion for large order; see [1, p. 378, eqs. (9.7.2), (9.7.8)]). In these tables the values in parentheses are the number of terms taken in the expansion to attain the indicated value.

For small $\operatorname{Re}(z)$ the convergence of the factorial series, while predictably slow, appears to be numerically stable. For $\operatorname{Re}(z)$ large the factorial coefficients are not significantly more difficult to calculate than the coefficients in the large argument asymptotic expansions, and the two series have roughly comparable errors after a moderate number of terms. If better accuracy than available from the asymptotic expansions is required, the convergent factorial series are a reasonable alternative, particularly when $\nu$ is small.

Table 1
$(2 x / \pi)^{1 / 2} e^{x} K_{0}(x):$ (a) factorial series; (b) ascending power series; (c) large argument asymptotic expansion.

| (a) | $x=1$ | $x=5$ | $x=10$ | $x=15$ |
| :---: | :---: | :---: | :---: | :---: |
| A \& S | 0.9131494218 | 0.9773566865 | 0.9881392704 | 0.9919594236 |
| $n=10$ | 0.9125955022 | 0.9773565876 | 0.9881392700 | 0.9919594236 |
| $n=15$ | 0.9128097381 | 0.9773566695 | 0.9881392704 | 0.9919594236 |
| $n=20$ | 0.9129104141 | 0.9773566819 | 0.9881392704 | 0.9919594236 |
| $n=25$ | 0.9129677449 | 0.9773566849 | 0.9881392704 | 0.9919594236 |
| $n=30$ | 0.9130043138 | 0.9773566858 | 0.9881392704 | 0.9919594236 |
| $n=40$ | 0.9130477052 | 0.9773566863 | 0.9881392704 | 0.9919594236 |
| $n=50$ | 0.9130722200 | 0.9773566865 | 0.9881392704 | 0.9919594236 |
| (b) | $x=1$ | $x=5$ | $x=10$ | $x=15$ |
| $n=10$ | 0.9131494218 | 0.9772056352 | -84972.53414 | $-8.3380 \times 10^{10}$ |
| $n=15$ | 0.9131494218 | 0.9773566865 | -2.889563970 | -229477045.2 |
| $n=20$ | 0.9131494218 | 0.9773566865 | 0.9881318057 | -26195.53622 |
| $n=25$ | 0.9131494218 | 0.9773566865 | 0.9881394196 | 0.7192550390 |
| $n=30$ | 0.9131494218 | 0.9773566865 | 0.9881394196 | 0.9909960580 |
| $n=40$ | 0.9131494218 | 0.9773566865 | 0.9881394196 | 0.9909960580 |
| (c) | $x=1$ | $x=5$ | $x=10$ | $x=15$ |
|  | 0.8750000000 | 0.9773478565 | $(7)$ | 0.9881392701 |
|  |  | $(15)$ | 0.9919594236 |  |
|  |  |  |  | $(10)$ |

TAble 2
$(2 x / \pi)^{1 / 2} e^{x} K_{2}(x)$ : (a) factorial series; (b) large argument asymptotic expansion; (c) large order asymptotic expansion.

| (a) | $x=1$ | $x=5$ | $x=10$ | $x=15$ |
| :---: | :---: | :---: | :---: | :---: |
| A\&S | 3.524072633 | 1.405741914 | 1.195422969 | 1.128560359 |
| $n=10$ | 3.488120013 | 1.405736283 | 1.195422946 | 1.128560358 |
| $n=15$ | 3.500191625 | 1.405740864 | 1.195422968 | 1.128560359 |
| $n=20$ | 3.506299317 | 1.405741615 | 1.195422969 | 1.128560359 |
| $n=25$ | 3.509968194 | 1.405741804 | 1.195422969 | 1.128560359 |
| $n=30$ | 3.512408185 | 1.405741866 | 1.195422969 | 1.128560359 |
| $n=40$ | 3.515441113 | 1.405741901 | 1.195422969 | 1.128560359 |
| $n=50$ | 3.517244998 | 1.405741909 | 1.195422969 | 1.128560359 |
| (b) | $x=1$ | $x=5$ | $x=10$ | $x=15$ |
|  | 3.387695313 | 1.405726905 | 1.195422969 | 1.128560359 |
|  | $(3)$ | $(7)$ | $(15)$ | $(9)$ |
| (c) | $x=1$ | $x=5$ | $x=10$ | $x=15$ |
|  | 3.523737330 | 1.405735521 | 1.195422969 | 1.128560359 |
|  | $(13)$ | $(6)$ | $(13)$ | $(7)$ |

In summary, factorial series expansions for Bessel functions are good for small parameter values and moderate to large values of $\operatorname{Re}(z), 0 \leqq \nu \leqq 2$ and $\operatorname{Re}(z) \geqq 10$, say. Special contiguous relations for Bessel functions have been successfully used for their efficient numerical calculation; see [1, pp. 385-388]. Factorial series could possibly be employed in conjunction with these other procedures. For example, as an alternative means of providing starting values in forward recursion schemes or continued fraction iterations [8, p.153], particularly when the usual normalization procedure is not numerically satisfactory (such as Neumann's series for $K_{0}(x)$ when $x$ is large [1, p. 377, eq. (9.6.53)]).
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# POLYNOMIALS WITH NONNEGATIVE COEFFICIENTS WHOSE ZEROS HAVE MODULUS ONE* 
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#### Abstract

Define $p(z)=\prod_{j=0}^{n-1}\left(z-e^{i(\theta+\alpha j)}\right)\left(z-e^{-i(\theta+\alpha j)}\right)$ for $\alpha>0$ and $\theta \geq 0$ with $\pi / 2-(n-1) \alpha / 2 \leq \theta \leq \pi-(n-1) \alpha / 2$. It is proved that if $0<\alpha<\pi / n$, then the $2 n+1$ coefficients of $p(z)$ are all positive. It is also proved that if for some point $\theta$, all coefficients of $p(z)$ are nonnegative, then each coefficient is an increasing function of $\theta$ in a neighborhood of this point. A similar result is conjectured for more general polynomials $p(z)$.
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1. Introduction. For

$$
\begin{equation*}
\alpha>0 \quad \text { and } \quad \theta \geq 0, \tag{1.1}
\end{equation*}
$$

consider the monic polynomial $p(z)$ of degree $2 n$ whose zeros consist of the $n$ equally spaced points

$$
\begin{equation*}
\exp (i(\theta+\alpha j)), \quad 0 \leq j \leq n-1, \tag{1.2}
\end{equation*}
$$

along with their $n$ complex conjugates, i.e.,

$$
\begin{equation*}
p(z)=\prod_{j=0}^{n-1}\left(z-e^{i(\theta+\alpha j)}\right)\left(z-e^{-i(\theta+\alpha j)}\right) . \tag{1.3}
\end{equation*}
$$

We assume throughout that the variable $\theta$ in (1.3) is restricted to the interval

$$
\begin{equation*}
\pi / 2-(n-1) \alpha / 2 \leq \theta \leq \pi-(n-1) \alpha / 2 . \tag{1.4}
\end{equation*}
$$

Equivalently,

$$
\begin{equation*}
\pi / 2 \leq \theta+(n-1) \alpha / 2 \leq \pi, \tag{1.5}
\end{equation*}
$$

so that the geometric mean of the $n$ zeros in (1.2) lies in the second quadrant. Condition (1.5) automatically holds, for example, if each of the $n$ zeros in (1.2) has Argument $\in(0, \pi)$ and the coefficient of $z$ in $p(z)$ is positive; this is easily seen from (2.12) and (2.17). When (1.5) holds, the geometric mean of the $n$ zeros in (1.2) is closer to -1 than to +1 , and it moves (together with at least half of the zeros of $p(z)$ ) towards -1 along the unit circle as $\theta$ increases.

[^93]The coefficients of $p(z)$ are not necessarily increasing functions of $\theta$, even if each of the $n$ zeros in (1.2) has Argument $\in(0, \pi)$ (in which case each of the $n$ quadratic factors in (1.3) has increasing coefficients). For example, if $n=3, \alpha=5 \pi / 12$, then the coefficient of $z^{3}$ in $p(z)$ is negative and decreasing at $\theta=\pi / 8$, while $\pi / 8$ is in the interval (1.4). However, the following theorem holds for all $n$. The proof, given in $\S 3$, depends on properties of $q$-ultraspherical polynomials discussed in $\S 2$.

Theorem 1. If for some nonnegative $\theta=\theta_{0}$ in the interval (1.4), all coefficients of $p(z)$ are nonnegative, then they are each increasing functions of $\theta$ for $\theta_{0} \leq \theta<$ $\pi-(n-1) \alpha / 2$. Except for the coefficients 1 of the leading and constant terms, the coefficients are in fact strictly increasing, unless $\alpha=2 \pi / n$.

For $\alpha=2 \pi / n$, we have

$$
p(z)=z^{2 n}-2 \cos (\theta n) z^{n}+1
$$

which has nonnegative coefficients for $\pi /(2 n) \leq \theta \leq \pi / n$, but if $n>1$, the coefficient of $z$ is zero, which is not strictly increasing. This formula for $p(z)$ is proved in $\S 3$ (see (3.10)).

Consider for the moment the general polynomial

$$
\begin{equation*}
P(z)=\prod_{j=0}^{n-1}\left(z-e^{i\left(\theta+a_{j}\right)}\right)\left(z-e^{-i\left(\theta+a_{j}\right)}\right) \tag{1.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta \geq 0, \quad 0=a_{0}<a_{1}<\cdots<a_{n-1} \tag{1.7}
\end{equation*}
$$

The polynomial $P(z)$ reduces to $p(z)$ when $a_{j}=j \alpha, 0 \leq j \leq n-1$. In view of Theorem 1, we might ask if nonnegativity of the coefficients of $P(z)$ for some $\theta=\theta_{0}$ always implies that the coefficients are increasing for $\theta \geq \theta_{0}$, when $\theta$ is restricted to the interval

$$
\begin{equation*}
\pi / 2-\left(a_{1}+\cdots+a_{n-1}\right) / n \leq \theta \leq \pi-\left(a_{1}+\cdots+a_{n-1}\right) / n \tag{1.8}
\end{equation*}
$$

The answer is no. For example, if $n=3, a_{1}=\pi / 2, a_{2}=7 \pi / 12$, then the coefficients of $P(z)$ are all positive for $\pi / 4<\theta<23 \pi / 36$, yet the coefficients of $z^{2}, z^{3}, z^{4}$ are each decreasing at $\theta=2$. However, we believe the following.

Conjecture. If the coefficients of $P(z)$ are all nonnegative for some $\theta=\theta_{0} \geq 0$, then they are each increasing functions of $\theta$ on the interval $\theta_{0} \leq \theta<\pi-a_{n-1}$.

For convenient application of Theorem 1, we would like to have a simple necessary condition for the nonnegativity of the coefficients of $p(z)$. This is given in Theorem 2.

Theorem 2. Suppose that

$$
\begin{equation*}
0<\alpha<\pi / n \tag{1.9}
\end{equation*}
$$

Then each coefficient of $p(z)$ is positive (and hence increasing in $\theta$, by Theorem 1).
This theorem was motivated by the fact that for sufficiently small $\alpha$, all zeros of $p(z)$ are closer to -1 than to +1 (because of (1.5)), and so all coefficients of $p(z)$ are positive. The question is how small $\alpha$ must be.

For $n>1$, the upper bound in (1.9) is best possible, i.e., if $\alpha>\pi / n$, the coefficients of $p(z)$ cannot all be positive on the interval (1.4). If $\alpha \geq 2 \pi / n$, there is no $\theta$
in the interval (1.4) for which all coefficients of $p(z)$ are positive. If $\pi / n \leq \alpha<2 \pi / n$, the coefficients of $p(z)$ are all positive only on a subinterval

$$
\begin{equation*}
r_{\alpha}<\theta<\pi-(n-1) \alpha / 2 \tag{1.10}
\end{equation*}
$$

of the interval (1.4). These remarks will be proved in $\S 4$. Also in $\S 4$ we prove Theorem 2 and the following related result.

Theorem 3. Let $0<\alpha<\pi / n$. Then all coefficients of

$$
\begin{equation*}
p(u, v):=\prod_{j=(1-n) / 2}^{(n-1) / 2}\left(1+u e^{i \alpha j}+v e^{-i \alpha j}\right) \tag{1.11}
\end{equation*}
$$

are positive, i.e.,

$$
\begin{equation*}
p(u, v)=\sum_{\substack{0 \leq r, s \leq n \\ r+s \leq n}} a_{r s} u^{r} v^{s}, \quad a_{r s}>0 \tag{1.12}
\end{equation*}
$$

(The variable $j$ in (1.11) ranges over halves of odd integers if $n$ is even.)
As an application of Theorem 2, we give in $\S 5$ a short proof of Theorem 4 below in the special case

$$
\begin{equation*}
f(z)=\left(z^{m k}-1\right) /\left(z^{k}-1\right) \tag{1.13}
\end{equation*}
$$

where $m, k$ are positive integers.
Theorem 4. Let $f(z)$ denote a monic polynomial of degree $N$ with nonnegative coefficients and with zeros $z_{1}, z_{2}, \cdots, z_{N}$. For fixed $t \geq 0$, write

$$
\begin{equation*}
f_{t}(z)=\prod_{\substack{1 \leq j \leq N \\\left|\operatorname{Arg} z_{j}\right|>t}}\left(z-z_{j}\right) \tag{1.14}
\end{equation*}
$$

Then if $f(z) \neq f_{t}(z)$, all coefficients of $f_{t}(z)$ are positive.
Theorem 4 had been open for several years until a proof was found recently by Barnard et al. [2].

In the special cases $f(z)=z^{N}+1$ or $f(z)=1+z+\cdots+z^{N}$, we can say a bit more about the polynomials $f_{t}(z)$ in (1.14), namely, the following theorem [4].

Theorem 5. If $f(z)=z^{N}+1$ or $f(z)=1+z+\cdots+z^{N}$, and if $f_{t}(z) \neq f(z)$, then $f_{t}(z)$ is a strictly unimodal polynomial. (In particular, all coefficients of $f_{t}(z)$ are $\geq 1$.)

If $f(z)$ is given by (1.13), it is not generally true that $f_{t}(z)$ is unimodal when $f_{t}(z) \neq f(z)$.
2. The coefficients of $p(z)$ in terms of $q$-ultraspherical polynomials. We will use the following additional notation throughout:

$$
\begin{gather*}
q=e^{i \alpha}  \tag{2.1}\\
\beta=\theta+(n-1) \alpha / 2-\pi / 2 \tag{2.2}
\end{gather*}
$$

and

$$
\begin{equation*}
x=\sin \beta \tag{2.3}
\end{equation*}
$$

Observe that (1.5) is equivalent to

$$
\begin{equation*}
0 \leq \beta \leq \pi / 2 \tag{2.4}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
0 \leq x \leq 1, \quad \frac{d x}{d \theta} \geq 0 \tag{2.5}
\end{equation*}
$$

In order to relate $p(z)$ to $q$-ultraspherical polynomials (see (2.12)-(2.13)), we begin by replacing $j$ by $j+(n-1) / 2$ in (1.3) to obtain

$$
\begin{equation*}
p(z)=\prod_{j=(1-n) / 2}^{(n-1) / 2}\left(z-e^{i(\beta+\alpha j+\pi / 2)}\right)\left(z-e^{-i(\beta+\alpha j+\pi / 2)}\right) \tag{2.6}
\end{equation*}
$$

Since the range of values of $j$ in (2.6) is symmetric about zero, we have

$$
\begin{align*}
p(z) & =\prod_{j=(1-n) / 2}^{(n-1) / 2}\left(z-e^{i(\beta+\alpha j+\pi / 2)}\right)\left(z-e^{-i(\beta-\alpha j+\pi / 2)}\right) \\
& =\prod_{j=(1-n) / 2}^{(n-1) / 2}\left(z^{2}-2 z q^{j} \cos (\beta+\pi / 2)+q^{2 j}\right)  \tag{2.7}\\
& =\prod_{j=(1-n) / 2}^{(n-1) / 2}\left(z^{2}+2 z q^{j} \sin \beta+q^{2 j}\right)
\end{align*}
$$

Replace $j$ by $-j$ and multiply each factor by $q^{2 j}$ to obtain

$$
\begin{equation*}
p(z)=\prod_{j=(1-n) / 2}^{(n-1) / 2}\left(z^{2} q^{2 j}+2 z x q^{j}+1\right) \tag{2.8}
\end{equation*}
$$

Note that the coefficients of $p(z)$ are symmetric about the middle, as

$$
\begin{equation*}
z^{2 n} p(1 / z)=p(z) \tag{2.9}
\end{equation*}
$$

and the leading and constant coefficients of $p(z)$ are 1 for all $\theta, \alpha$.
The generating function for the $q$-ultraspherical polynomials $C_{k}(x ; t \mid q)$ is [1, eq. (3.4), p. 179]

$$
\begin{equation*}
\sum_{k=0}^{\infty} C_{k}(x ; t \mid q) w^{k}=\prod_{k=0}^{\infty} \frac{\left(1-2 t w x q^{k}+t^{2} w^{2} q^{2 k}\right)}{\left(1-2 w x q^{k}+w^{2} q^{2 k}\right)}, \quad 0<q<1 \tag{2.10}
\end{equation*}
$$

In particular, with $t=q^{-n}$,

$$
\begin{equation*}
\sum_{k=0}^{\infty} C_{k}\left(x ; q^{-n} \mid q\right) w^{k}=\prod_{k=-n}^{-1}\left(1-2 w x q^{k}+w^{2} q^{2 k}\right) \tag{2.11}
\end{equation*}
$$

The polynomials $C_{k}\left(x ; q^{-n} \mid q\right)$ are well defined by (2.11) for $q=e^{i \alpha}$. Replace $w$ by $-z q^{(n+1) / 2}$ in (2.11) and use (2.8) to see that

$$
\begin{equation*}
p(z)=\sum_{k=0}^{2 n} E_{k}\left(x ; q^{-n} \mid q\right) z^{k} \tag{2.12}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{k}:=E_{k}(x)=E_{k}\left(x ; q^{-n} \mid q\right)=(-1)^{k} q^{k(n+1) / 2} C_{k}\left(x ; q^{-n} \mid q\right) \tag{2.13}
\end{equation*}
$$

The $C_{k}(x ; t \mid q)$ satisfy the recurrence relation [1, eq. (1.1), p. 176]

$$
\begin{equation*}
2 x\left(1-t q^{k}\right) C_{k}(x ; t \mid q)=\left(1-q^{k+1}\right) C_{k+1}(x ; t \mid q)+\left(1-t^{2} q^{k-1}\right) C_{k-1}(x ; t \mid q) \tag{2.14}
\end{equation*}
$$

for $k \geq 1$, with

$$
\begin{equation*}
C_{0}(x ; t \mid q)=1, \quad C_{1}(x ; t \mid q)=2 x(1-t) /(1-q) \tag{2.15}
\end{equation*}
$$

In view of (2.1) and (2.13)-(2.15), the $E_{k}$ satisfy the recurrence

$$
\begin{align*}
E_{k}= & 2 x \frac{\sin ((n+1-k) \alpha / 2)}{\sin (k \alpha / 2)} E_{k-1} \\
& +\frac{\sin ((2 n+2-k) \alpha / 2)}{\sin (k \alpha / 2)} E_{k-2} \quad(k \geq 2) \tag{2.16}
\end{align*}
$$

with

$$
\begin{equation*}
E_{0}=1, \quad E_{1}=2 x \frac{\sin (n \alpha / 2)}{\sin (\alpha / 2)} \tag{2.17}
\end{equation*}
$$

3. Proof of Theorem 1. Theorem 1 is trivial for $n=1$, so let $n>1$. For brevity, write

$$
\begin{equation*}
A_{k}=\frac{\sin ((n+1-k) \alpha / 2)}{\sin (k \alpha / 2)}, \quad B_{k}=\frac{\sin ((2 n+2-k) \alpha / 2)}{\sin (k \alpha / 2)}, \quad k \geq 1 \tag{3.1}
\end{equation*}
$$

so by (2.16),

$$
\begin{equation*}
E_{k}=2 x A_{k} E_{k-1}+B_{k} E_{k-2}, \quad k \geq 2 \tag{3.2}
\end{equation*}
$$

By hypothesis, for some $x_{0}$ with $0 \leq x_{0}<1$,

$$
\begin{equation*}
E_{k}\left(x_{0}\right) \geq 0 \quad \text { for } 0 \leq k \leq 2 n \tag{3.3}
\end{equation*}
$$

By (2.9), it suffices to show that the polynomials $E_{k}(x)$ are strictly increasing on $x_{0}<x<1$ for $1 \leq k \leq n$.

Case 1. $\alpha<2 \pi / n$. In this case,

$$
\begin{equation*}
A_{k}>0 \quad \text { for } 1 \leq k \leq n \tag{3.4}
\end{equation*}
$$

In particular, the leading coefficient of $E_{k}(x)$ is positive for each $k, 1 \leq k \leq n$.
Suppose there is an integer $m$ with $2 \leq m \leq n$ such that

$$
\begin{equation*}
B_{m}<0 \tag{3.5}
\end{equation*}
$$

and choose the maximal such $m$. By (3.1),

$$
\begin{equation*}
B_{k}<0 \quad \text { for } 2 \leq k \leq m \tag{3.6}
\end{equation*}
$$

By (3.2) and Favard's theorem [3, Thm. 4.4, p. 21], $E_{1}, E_{2}, \cdots, E_{m}$ are orthogonal polynomials with respect to a positive-definite operator. Thus we can apply the theorem on separation of zeros [3, Thm. 5.3, p. 28] to conclude that the zeros of $E_{1}, \cdots, E_{m}$ are all real and simple, and that a zero of $E_{k-1}$ lies strictly between every two consecutive zeros of $E_{k}, 2 \leq k \leq m$.

We proceed to prove by induction on $k$ that if $1 \leq k \leq m$, then the largest zero of $E_{k}$ is $\leq x_{0}$. This holds for $k=1$ since $E_{1}=2 A_{1} x$ and $0 \leq x_{0}$. Let $k>1$. By induction hypothesis, the largest zero of $E_{k-1}$ is $\leq x_{0}$, so by separation of zeros, $x_{0}$ exceeds the second largest zero of $E_{k}$. For $x$ between the largest and second largest zeros of $E_{k}, E_{k}(x)$ is negative. Thus, by (3.3), the largest zero of $E_{k}$ is $\leq x_{0}$, and the induction is complete.

It follows for $1 \leq k \leq m$ that

$$
\begin{equation*}
E_{k}(x)=c_{k} \prod_{j=1}^{k}\left(x-\alpha_{j k}\right) \tag{3.7}
\end{equation*}
$$

with $c_{k}>0$ and $\alpha_{j k} \leq x_{0}(1 \leq j \leq k)$. Thus $E_{k}(x)$ is strictly increasing on $x_{0}<x<1$ for $1 \leq k \leq m$.

If there is no integer $m$ with $2 \leq m \leq n$ for which (3.5) holds, set $m=1$. It remains to prove that $E_{k}(x)$ is strictly increasing on $x_{0}<x<1$ for $n \geq k>m$. This follows from (3.2), since $A_{k}>0$ and $B_{k} \geq 0$.

Case 2. $\alpha=2 \pi / n$. In this case, by (2.16) and (2.17), $E_{1}(x)=E_{2}(x)=\cdots=$ $E_{n-1}(x)=0$. Thus by (2.9) and (2.12),

$$
\begin{equation*}
p(z)=z^{2 n}+E_{n} z^{n}+1 \tag{3.8}
\end{equation*}
$$

It is easily seen from (1.3) that

$$
\begin{equation*}
p(1)=\left(e^{i \theta n}-1\right)\left(e^{-i \theta n}-1\right)=2-2 \cos (\theta n) \tag{3.9}
\end{equation*}
$$

By (3.8) and (3.9), $E_{n}=-2 \cos (\theta n)$, so

$$
\begin{equation*}
p(z)=z^{2 n}-2 \cos (\theta n) z^{n}+1 \tag{3.10}
\end{equation*}
$$

For $\pi /(2 n) \leq \theta \leq \pi / n$, the coefficients of $p(z)$ are nonnegative and they are increasing functions of $\theta$.

Case 3. $\alpha>2 \pi / n$. In this case, $x_{0}>0$ by (2.2) and (2.3). Moreover, by (1.1) and (1.5), we may suppose that

$$
\begin{equation*}
2 \pi / n<\alpha<2 \pi /(n-1) \tag{3.11}
\end{equation*}
$$

By (2.17) and (3.11),

$$
\begin{equation*}
E_{1}\left(x_{0}\right)=2 x_{0} \sin (n \alpha / 2) / \sin (\alpha / 2)<0 \tag{3.12}
\end{equation*}
$$

This contradicts (3.3), so Case 3 is vacuous.

## 4. Proofs of Theorems 2 and 3.

Proof of Theorem 2. Let $0<\alpha<\pi / n$. By (2.9) and (2.12), it suffices to prove

$$
\begin{equation*}
E_{k}>0, \quad 0 \leq k \leq n \tag{4.1}
\end{equation*}
$$

This follows for $k=0,1$ by (2.17). For $2 \leq k \leq n$, all sines in (3.1) are positive, so

$$
\begin{equation*}
A_{k}>0, \quad B_{k}>0 \quad \text { for } 2 \leq k \leq n \tag{4.2}
\end{equation*}
$$

Thus (4.1) follows by (3.2) and induction on $k$.
Proof of Theorem 3. Let $0<\alpha<\pi / n$. The proof of (4.1) actually yields the stronger result

$$
\begin{equation*}
E_{k}=\sum_{i=0}^{M} b_{i k} x^{i}, \quad 0 \leq k \leq 2 n \tag{4.3}
\end{equation*}
$$

with

$$
\begin{array}{ll}
b_{i k}>0, & \text { if } i \equiv k(\bmod 2),  \tag{4.4}\\
b_{i k}=0, & \text { otherwise }
\end{array}
$$

where

$$
\begin{equation*}
M=\min (k, 2 n-k) \tag{4.5}
\end{equation*}
$$

Thus, by (2.8) and (2.12),

$$
\begin{equation*}
p(z)=\prod_{j=(1-n) / 2}^{(n-1) / 2}\left(z^{2} q^{j}+2 z x+q^{-j}\right)=\sum_{k=0}^{2 n} \sum_{i=0}^{M} b_{i k} x^{i} z^{k} \tag{4.6}
\end{equation*}
$$

Replace $x$ by $x /(2 z)$ to get

$$
\begin{equation*}
\sum_{k=0}^{2 n} \sum_{i=0}^{M} b_{i k} 2^{-i} x^{i} z^{k-i}=\prod_{j=(1-n) / 2}^{(n-1) / 2}\left(z^{2} q^{j}+x+q^{-j}\right) \tag{4.7}
\end{equation*}
$$

Replace $z^{2}$ by $z$, then $x$ by $x^{-1}$, and multiply by $x^{n}$ to get

$$
\begin{equation*}
\sum_{k=0}^{2 n} \sum_{i=0}^{M} b_{i k} 2^{-i} x^{n-i} z^{(k-i) / 2}=\prod_{j=(1-n) / 2}^{(n-1) / 2}\left(z x q^{j}+1+x q^{-j}\right) \tag{4.8}
\end{equation*}
$$

Replace $z$ by $z / x$ to get

$$
\begin{equation*}
\sum_{k=0}^{2 n} \sum_{i=0}^{M} b_{i k} 2^{-i} x^{n-(i+k) / 2} z^{(k-i) / 2}=\prod_{j=(1-n) / 2}^{(n-1) / 2}\left(z q^{j}+1+x q^{-j}\right) \tag{4.9}
\end{equation*}
$$

Now (1.12) follows easily from (4.9), completing the proof of Theorem 3.
We close this section by proving the remarks made in $\S 1$ between the statements of Theorems 2 and 3.

Let $n>1$. Then the upper bound $\pi / n$ in (1.9) is best possible. For, if $\alpha$ is slightly larger than $\pi / n$, then $E_{2}<0$ for sufficiently small $x$, since

$$
\begin{equation*}
E_{2}=4 x^{2} \frac{\sin (n \alpha / 2) \sin ((n-1) \alpha / 2)}{\sin (\alpha / 2) \sin (\alpha)}+\frac{\sin (n \alpha)}{\sin (\alpha)} . \tag{4.10}
\end{equation*}
$$

If $\alpha \geq 2 \pi / n$, there is no $\theta$ in the interval (1.4) for which all coefficients of $p(z)$ are positive, by (3.11) and (3.12). Finally, suppose that

$$
\begin{equation*}
0<\alpha<2 \pi / n \tag{4.11}
\end{equation*}
$$

Then all coefficients of $p(z)$ are positive on a small interval (1.10), i.e., for $x$ sufficiently close to 1 . To see this, it suffices to show that when $x=1$ (and (4.11) holds), all coefficients of $p(z)$ are positive.

By (2.8), when $x=1$,

$$
\begin{equation*}
p(z)=\prod_{j=(1-n) / 2}^{(n-1) / 2}\left(q^{j} z+1\right)^{2} \tag{4.12}
\end{equation*}
$$

so

$$
\begin{equation*}
p(z)=\left(\sum_{\nu=0}^{n} C(n, \nu) z^{\nu}\right)^{2} \tag{4.13}
\end{equation*}
$$

where the $C(n, \nu)$ are central Gaussian coefficients (see [5, p. 449]). By (4.11) and Theorem 3 of [5, p. 449], all of the $C(n, \nu)$ are positive. Thus, by (4.13), all coefficients of $p(z)$ are positive when $x=1,0<\alpha<2 \pi / n$.
5. Application to Theorem 4. Let $f(z), f_{t}(z)$ be given by (1.13) and (1.14), and suppose that $f(z) \neq f_{t}(z)$. We will use Theorem 2 to show that all coefficients of $f_{t}(z)$ are positive.

Case 1. $t<2 \pi / k$. We have

$$
\begin{equation*}
f(z)=g(z) / h(z) \tag{5.1}
\end{equation*}
$$

where

$$
\begin{equation*}
g(z)=\frac{z^{m k}-1}{z-1}, \quad h(z)=\frac{1-z^{k}}{1-z} \tag{5.2}
\end{equation*}
$$

$$
\begin{equation*}
f_{t}(z)=g_{t}(z) / h_{t}(z) \tag{5.3}
\end{equation*}
$$

However, in Case 1, $h_{t}(z)=h(z)$, so by (5.3),

$$
\begin{equation*}
f_{t}(z)=g_{t}(z) / h(z)=\left(g_{t}(z)(1-z)\right)\left(1+z^{k}+z^{2 k}+\cdots\right) . \tag{5.4}
\end{equation*}
$$

Let

$$
\begin{equation*}
d=\operatorname{degree}\left(g_{t}(z)\right) . \tag{5.5}
\end{equation*}
$$

By Theorem 5 with $N=m k, g_{t}(z)$ is strictly unimodal, so all terms of $g_{t}(z)(1-z)$ of degree $\leq d / 2$ have positive coefficients. Therefore, by (5.4), all terms of $f_{t}(z)$ of degree $\leq d / 2$ have positive coefficients. However, $f_{t}(z)$ has degree $d-(k-1) \leq d$ by (5.4), so since the coefficients of $f_{t}(z)$ are symmetric about the middle one, they are all positive.

Case 2. $t \geq 2 \pi / k$. If $m$ is even, say $m=2 M$, then

$$
\begin{equation*}
f(z)=\frac{z^{M k}-1}{z^{k}-1} \cdot\left(z^{M k}+1\right) \tag{5.6}
\end{equation*}
$$

Applying Theorem 5, we could then deduce the result by induction on $m$. Thus assume that $m$ is odd, so -1 is not a zero of $f(z)$. We have

$$
\begin{equation*}
f(z)=\prod_{r=1}^{m-1} A^{(r)}(z) \tag{5.7}
\end{equation*}
$$

where

$$
\begin{equation*}
A^{(r)}(z)=\prod_{\substack{0<\nu<m k / 2 \\ \nu \equiv r(\bmod m)}}\left(z-e^{2 \pi i \nu / m k}\right)\left(z-e^{-2 \pi i \nu / m k}\right) \tag{5.8}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
f_{t}(z)=\prod_{r=1}^{m-1} A_{t}^{(r)}(z) \tag{5.9}
\end{equation*}
$$

with

$$
\begin{equation*}
A_{t}^{(r)}(z)=\prod_{\substack{m k t / 2 \pi<\nu<m k / 2 \\ \nu \equiv r(\bmod m)}}\left(z-e^{2 \pi i \nu / m k}\right)\left(z-e^{-2 \pi i \nu / m k}\right) . \tag{5.10}
\end{equation*}
$$

For any fixed $r$, the zeros of $A_{t}^{(r)}(z)$ on the upper half of the unit circle can be written in the form

$$
\begin{equation*}
\exp \left(i\left(\theta_{r}+\alpha j\right)\right), \quad 0 \leq j \leq n_{r}-1 \tag{5.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta_{r}>t \geq 2 \pi / k=\alpha \tag{5.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta_{r}+\alpha\left(n_{r}-1\right)<\pi<\theta_{r}+\alpha n_{r} \tag{5.13}
\end{equation*}
$$

Therefore $A_{t}^{(r)}(z)$ has the same form as $p(z)$ in (1.3), and furthermore,

$$
\begin{equation*}
\pi / 2<\theta_{r}+\left(n_{r}-1\right) \alpha / 2<\pi \tag{5.14}
\end{equation*}
$$

as in (1.5). Since, moreover, $0<\alpha<\pi / n_{r}$, Theorem 2 implies that all coefficients of $A_{t}^{(r)}(z)$ are positive. Thus all coefficients of $f_{t}(z)$ are positive by (5.9).
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#### Abstract

In this paper the order of shape-preserving approximation of functions $f$ in Sobolev space by free knot splines is studied. The main result is that the $k$-convexity of $f$ for general $k$ can be preserved, and the optimal order of approximation $n^{-r}$ can be retained at the same time.
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1. Introduction. In many applications, it is desired that the mathematical model preserve certain geometric properties of the data, such as monotonicity and convexity. We shall give some results which show it is possible to preserve these properties without deteriorating the order of approximation by free knot splines. More precisely, we shall prove a theorem about the approximation order of $k$-convex functions in the Sobolev space $\mathbf{W}_{1}^{r}[0,1]$ by $k$-convex spline functions with $n$ free knots of order $r$. We say a function $f \in \mathbf{C}[0,1]$ is $k$-convex if its $k$-th forward differences $\Delta_{h}^{k}(f, x)$ are nonnegative for all choices of $x$ and $h>0$ such that $0 \leq x<x+k h \leq 1$. If $f$ has $k$ continuous derivatives, then $f$ is $k$-convex if and only if $f^{(k)} \geq 0$. It is clear that $k$-convexity means $f$ is nonnegative if $k=0$, nondecreasing if $k=1$, and convex if $k=2$. We will develop our results for the interval $[0,1]$, but they hold also for any finite interval $[a, b]$ by a linear change of variable.

Let $\Sigma_{n}$ be the space of all splines of order $r$ on $[0,1]$ with $n$ knots:

$$
\begin{equation*}
\Sigma_{n}:=\Sigma_{n}[0,1]:=\cup \mathcal{S}_{r}(\mathbf{T},[0,1]) \tag{1.1}
\end{equation*}
$$

with the union taken over all knot sequences $\mathbf{T}$ on $[0,1]$ of length $n$. For any $f \in$ $\mathbf{C}[0,1]$ which is $k$-convex for some $0 \leq k<r$, let

$$
\begin{equation*}
\sigma_{n, k}^{*}(f):=\inf \left\{\|f-s\|_{\infty}: s \in \Sigma_{n}, s^{(k)} \geq 0\right\} \tag{1.2}
\end{equation*}
$$

We now state the main theorem of this paper, whose proof will be given in §3. In this theorem and throughout the paper, $M$ will denote $\left\|f^{(r)}\right\|_{1}[0,1]$ exclusively.

Theorem 1.1. If $f$ is in the Sobolev space $\mathbf{W}_{1}^{r}[0,1]$, and if $f^{(k)} \geq 0$ for some $0 \leq k<r$, then there exists an $s_{0} \in \mathbf{C}^{r-2} \cap \Sigma_{n}$ such that $s_{0}^{(k)} \geq 0$ and

$$
\begin{equation*}
\left\|f-s_{0}\right\|_{\infty} \leq C \frac{M}{n^{r}} \tag{1.3}
\end{equation*}
$$

with $C$ depending only on $r$, i.e.,

$$
\sigma_{n, k}^{*}=\mathcal{O}\left(n^{-r}\right)
$$

Theorem 1.1 says that there is a free knot approximation to $f$ which preserves $k$-convexity of $f$, has the highest smoothness of all splines of order $r$ which are not polynomials, and retains the optimal order of approximation $n^{-r}$ at the same time. We

[^94]should point out that for nonconstrained free knot approximation the optimal order is achievable for a wider class of functions than $\mathbf{W}_{1}^{r}$. It would be nice if we could prove our theorem for the same class of functions, but $\mathbf{W}_{1}^{r}$ is the largest function space contained in that class whose seminorm is suitable for our constructive proof.

There are many similar results in the literature for the case of fixed knot spline approximation. DeVore [6] proved that the optimal order is achievable by monotone spline approximation with equally spaced knots in $\mathbf{L}_{\infty}$. He also proved in [7] a similar result about monotone approximation by polynomials. Several years later, Chui, Smith, and Ward [5] gave a simpler proof of DeVore's result in [6] and also proved the corresponding result in $\mathbf{L}_{p}, 1 \leq p<\infty$. More recently, Beatson gave corresponding results on $k$-convex approximation for $k=0$ and 1 with arbitrary fixed knots ([2], [3]), and $k=2$ with equally spaced knots [1]. But [3] has never been published since he found an elegant short proof to treat the cases $k=1$ and 2 (for an arbitrary fixed knot sequence) simultaneously [4]. We emphasize again that the distinction with these results and our Theorem 1.1 is that Theorem 1.1 is for free knot spline approximation for which the same order of approximation $n^{-\alpha}$ is achievable for a wider class of functions. The simplest example of this is Kahane's theorem which says that a continuous function $f$ can be approximated by free knot piecewise constants with the optimal order $n^{-1}$ if and only if $f \in \mathbf{B V}$, while in the case of equally spaced knots the condition becomes $f \in \operatorname{Lip} 1$, which is obviously smaller than $\mathbf{B V}$ [10].

Theorem 1.1 deals with convexity of a general order $k$. The proof consists of three steps. In Step 1, we construct an approximating spline $g \geq 0$ of order $r_{0}:=$ $r-k$ to $f^{(k)}$ with $0 \leq f^{(k)}-g=\mathcal{O}\left(n^{-r_{0}}\right)$. This step is long and the notation is a little cumbersome but the idea is simple. We cut the interval in an appropriate way, construct some overlapping approximating polynomials on the subintervals obtained, then use a "blending lemma" (Lemma 2.5) to put them together and obtain the spline $g$. The $k$-fold integral of $g$ is a $k$-convex approximation to $f$, but its approximation order is only $n^{-r_{0}}$. In Step 2 we first modify $g$, then integrate it $k$ times on $[0,1]$. The key step in the proof is modifying $g$ so as to prevent the error from building up when integrating back. In Step 3 we estimate the error. In the proof we need some preparatory theorems and lemmas which we discuss in the section that follows.
2. Preliminary results. We begin with the following result on approximation by splines with free knots.

Theorem 2.1. If $f \in \mathbf{W}_{1}^{r}[0,1]$, then for any $n \geq 1$, there exists a partition $\mathbf{T}$ : $0=t_{0}<t_{1}<\cdots<t_{n}=1$, and a piecewise polynomial $s$ of order $\leq r$ on $\mathbf{T}$, such that

$$
\begin{equation*}
\|f-s\|_{\infty} \leq \frac{1}{(r-1)!} \frac{M}{n^{r}} \tag{2.1}
\end{equation*}
$$

Theorem 2.1 is well known, save for the value of the constant on the right-hand side of (2.1), [9, Thm. 7.2]. Our new proof is based on the following two lemmas which show that a good partition can be obtained by balancing the values of a certain "interval function." This idea will also be important in the proof of Theorem 1.1 in §3.

Let $\mathbf{T}:=\left\{t_{i}\right\}$ be a partition of $[0,1]$, and $k$ a nonnegative integer. Let $I_{i}:=$ $\left[t_{i-1}, t_{i}\right]$ and

$$
C(\mathbf{T}):=\left(\sum_{i=1}^{n} \frac{1}{\left|I_{i}\right|^{k}}\right)^{-1}
$$

We define the interval function

$$
F_{i}:=F\left(t_{i-1}, t_{i}\right):=F^{(k)}\left(t_{i-1}, t_{i}\right):=\left|I_{i}\right|^{k}\left\|f^{(r)}\right\|_{1}\left(I_{i}\right)
$$

and the ratio of its largest and smallest values

$$
\begin{equation*}
R(\mathbf{T}):=\frac{\max _{i} F_{i}}{\min _{i} F_{i}} . \tag{2.2}
\end{equation*}
$$

This $R$ is considered 1 whenever all $F_{i}$ are equal, even if they are all equal to zero.
Lemma 2.2. For any partition $\mathbf{T}$ of $[0,1]$, we have

$$
\begin{equation*}
C(\mathbf{T}) \leq \frac{1}{n^{k+1}} \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{i} \leq R(\mathbf{T}) C(\mathbf{T}) M \leq R(\mathbf{T}) \frac{M}{n^{k+1}} \tag{2.4}
\end{equation*}
$$

Proof. We can assume $k \geq 1$ and $\min _{i} F_{i}>0$, for the cases $k=0$ or $\min _{i} F_{i}=0$ are trivial. We make use of the following inequality, which is a special case of (2.9.1) in [8]:

$$
\begin{equation*}
\left(\frac{1}{n} \sum_{i=1}^{n} a_{i}^{\alpha}\right)^{1 / \alpha} \leq\left(\prod_{i=1}^{n} a_{i}\right)^{1 / n} \leq\left(\frac{1}{n} \sum_{i=1}^{n} a_{i}^{\beta}\right)^{1 / \beta} \tag{2.5}
\end{equation*}
$$

which holds whenever $\alpha<0<\beta, a_{i}>0, i=1, \cdots, n$. In (2.5) we set $\alpha=-k$, $a_{i}=\left|I_{i}\right|, \beta=1$, and obtain

$$
\left(\frac{1}{n} \sum_{i} \frac{1}{\left|I_{i}\right|^{k}}\right)^{-1 / k} \leq \frac{1}{n} \sum_{i}\left|I_{i}\right|=\frac{1}{n}
$$

or

$$
\left(\frac{1}{n} \sum_{i} \frac{1}{\left|I_{i}\right|^{k}}\right)^{-1} \leq \frac{1}{n^{k}}
$$

This gives (2.3). For (2.4), we simply note

$$
\begin{equation*}
M=\sum_{i}\left\|f^{(r)}\right\|_{1}\left(I_{i}\right)=\sum_{i} \frac{F_{i}}{\left|I_{i}\right|^{k}} \geq \frac{\min _{i} F_{i}}{C(\mathbf{T})} \tag{2.6}
\end{equation*}
$$

Thus

$$
1 \leq \frac{C(\mathbf{T}) M}{\min _{i} F_{i}}
$$

and

$$
F_{i} \leq \max _{i} F_{i} \leq \frac{\max _{i} F_{i}}{\min _{i} F_{i}} C(\mathbf{T}) M=R(\mathbf{T}) C(\mathbf{T}) M
$$

Remark. With $k=r-1$, the above lemma and Taylor's theorem give

$$
\begin{equation*}
\|f-s\|_{\infty} \leq \frac{R(\mathbf{T})}{(r-1)!} \frac{M}{n^{r}} \tag{2.7}
\end{equation*}
$$

for some piecewise polynomial $s$ on $\mathbf{T}$. Therefore the ratio $R(\mathbf{T})$ (with $k=r-1$ ) measures the quality of a partition $\mathbf{T}$ with respect to this error bound.

Lemma 2.3. There exists a partition $\mathbf{T}^{*}: 0=t_{0}^{*}<t_{1}^{*}<\cdots<t_{n}^{*}=1$, such that $R\left(\mathbf{T}^{*}\right)=1$, and

$$
\begin{equation*}
F_{i}=C\left(\mathbf{T}^{*}\right) M, \quad i=1, \cdots, n \tag{2.8}
\end{equation*}
$$

If $M>0$ and $k \geq 1$, the partition is unique.
Proof. The cases $M=0$ or $k=0$ are trivial. So we suppose $M>0$ and $k \geq 1$. We observe that for any $t_{i-1}$ and $t_{i}, F\left(t_{i-1}, t_{i}\right)$ continuously increases when $t_{i-1}$ decreases and/or $t_{i}$ increases. If $F\left(t_{i-1}, t_{i}\right)>0$, it increases strictly.

Now we consider the continuous function $g\left(t_{1}, \cdots, t_{n-1}\right):=\max _{i} F_{i}-\min _{i} F_{i}$ defined on the compact subset $D:=\left\{\left(t_{1}, \cdots, t_{n-1}\right): 0 \leq t_{1} \leq \cdots \leq t_{n-1} \leq 1\right\}$ of $\mathbf{R}^{n-1}$, and suppose $g$ assumes its minimum at $\left(t_{1}^{*}, \cdots, t_{n-1}^{*}\right)$. We also suppose, towards a contradiction, that this minimum is not zero. Let $A:=\max _{i} F\left(t_{i-1}^{*}, t_{i}^{*}\right)>0$ and $\Lambda:=\left\{j: F_{j}=A\right\}$. There must be an index $j$ such that $j \in \Lambda$ but one of its neighbors, say $j-1$, is not. That is, $F_{j-1}<F_{j}=A$. We slightly increase the point $t_{j-1}^{*}$ so that $F_{j-1} \leq F_{j}<A$. This makes $\# \Lambda$ smaller by one. We keep doing this until $\Lambda$ is empty, and end up with a new point in $D$ which gives a smaller value for $g$ than that at $\left(t_{1}^{*}, \cdots, t_{n-1}^{*}\right)$, i.e., than the minimum of $g$. This contradiction shows that $\min _{D} g=0$, or $R\left(\mathbf{T}^{*}\right)=1$. It is obvious from the definition that all $F_{i}>0$ for such $\mathbf{T}^{*}$, thus all $t_{i}^{*}$ must be distinct. For $\mathbf{T}^{*}$, we have $\left|I_{i}\right|^{k}\left\|f^{(r)}\right\|_{1}\left(I_{i}\right)=F_{i}=: C_{0}$ with $C_{0}$ a constant. Therefore by (2.6) $M=C_{0} \sum\left|I_{i}\right|^{-k}=C_{0} C\left(\mathbf{T}^{*}\right)^{-1}$ which is (2.8). The uniqueness is due to the (strict) monotonicity of $F_{i}$.

Theorem 2.1 follows from the lemma and (2.7).
In Step 1 of the proof of our main theorem, after finding a partition by balancing subintervals, we shall construct some nonnegative overlapping polynomials which approximate $f^{(k)}$ from below, then construct the spline $g$ by putting these local approximants together. The following lemma from Beatson [2] will be used to guarantee the existence of the local polynomials with the required properties.

Lemma 2.4 (Beatson, [2, Lemma 2.1]). Let $g \in \mathbf{C}^{n}[a, b]$ be nonnegative. Let $p^{*}$ be a best restricted uniform approximation to $g$ from $W:=\left\{p \in \mathbf{P}_{n}[a, b]: 0 \leq p(x) \leq\right.$ $g(x), x \in[a, b]\}$, and let $r:=g-p^{*}$. Then

$$
\begin{equation*}
\left\|r^{(i)}\right\|_{\infty} \leq(b-a)^{n-i} \omega\left(g^{(n)},[a, b], b-a\right), \quad i=0, \cdots, n \tag{2.9}
\end{equation*}
$$

Lemma 2.5 below enables us to put the local polynomials together to get the smooth spline $g$, which, roughly speaking, approximates the function no worse than those polynomials. The first version of the lemma was established by Beatson in the special case of $g_{1}=0$, and equally spaced knots. DeVore then gave a simpler proof of the special case. The proof of Beatson in [2] is a modification of this one.

Lemma 2.5 (Beatson, [2, Lemma 3.2]). Let $r \geq 2$ be an integer and $d=2(r-1)^{2}$. Let $\mathbf{T}=\left\{t_{i}\right\}_{i=-\infty}^{\infty}$ be a strictly increasing knot sequence with $t_{0}=a$ and $t_{d}=b$. Let $g_{1}, g_{2}$ be two polynomials of degree $<r$. Then there exists a spline $g \in \mathcal{S}_{r}(\mathbf{T})$ such that
(1) $g(x)$ is a number between $g_{1}(x)$ and $g_{2}(x)$ for each $x \in[a, b]$,
(2) $g=g_{1}$ on $(-\infty, a]$ and $g=g_{2}$ on $[b, \infty)$.

In Step 2 of the proof of Theorem 1.1, we shall modify the spline $g$, without destroying its positivity, of course, before integration to prevent the error from building up. This will lead to a system of linear equations with some undetermined coefficients. The undetermined coefficients should be chosen so that the system has a nonnegative solution, but it is not trivial to do so directly. We shall make use of the following Banach perturbation lemma (Theorem 2.6) to change the system into a limiting form
which is relatively easier to solve. The final stage of the proof was greatly helped by DeVore, who pointed out that this is a moment problem and so made it possible for the author to solve it beyond the case of $k \leq 3$. The author then studied the moment theory and related areas, which resulted in the final elegant proof for the case of general $k$, based on the well-known Gauss-Jacobi quadrature (Theorem 2.7.)

Theorem 2.6 [11, Thm. 4.3.6]. Let $\|\cdot\|$ be a matrix norm such that $\|X Y\| \leq$ $\|X\| \cdot\|Y\|$ for any $n \times n$ matrices $X$ and $Y$, and $\|I\|=1$, where $I$ is the identity matrix. Let $A$ and $E$ be two $n \times n$ matrices with $A$ invertible. If $\left\|A^{-1} E\right\|<1$ then $A+E$ is also invertible and

$$
\frac{\left\|A^{-1}-(A+E)^{-1}\right\|}{\left\|A^{-1}\right\|} \leq \frac{\left\|A^{-1} E\right\|}{1-\left\|A^{-1} E\right\|}
$$

Theorem 2.7 [12, Thms. 3.3.1, 3.4.1, 3.4.2]. If $y_{1}, y_{2}, \cdots, y_{n}$ denote the zeros of the nth orthogonal polynomial $p_{n}$ with respect to the positive distribution $d \alpha$ on [a, b], then
(1) They are all real, distinct, and located in ( $a, b$ );
(2) There exist positive numbers (Christoffel numbers) $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}$ such that

$$
\int_{a}^{b} p(x) d \alpha(x)=\sum_{j=1}^{n} \lambda_{j} p\left(y_{j}\right)
$$

for all polynomials $p$ of degree $\leq 2 n-1$. The distribution $d \alpha$ and the integer $n$ uniquely determine these numbers $\lambda_{j}$.
3. Proof of the main theorem. We begin with some comments which will simplify our analysis. We shall define below an integer $l$, depending only on $r$ and $k$ and bounded by a function of $r$, and prove that if $n=m l, m=1,2, \cdots$, then $\sigma_{n, k}^{*}(f) \leq C M m^{-r}$. The theorem then holds for general $n$, because if $n<l$, we can enlarge the constant $C$; if $l m \leq n<l(m+1)$ for some $m \geq 1$, then

$$
\begin{aligned}
\sigma_{n, k}^{*}(f) & \leq \sigma_{l m, k}^{*}(f) \leq C M m^{-r}=\left[C\left(l \frac{m+1}{m}\right)^{r}\right] M[l(m+1)]^{-r} \\
& <\left[C(2 l)^{r}\right] M n^{-r}=: C^{\prime} M n^{-r}
\end{aligned}
$$

We can also assume that $M>0$. Otherwise $f \in \mathbf{P}_{r-1}[0,1]$ and we simply set $s_{0}=f$. As mentioned before, we prove the theorem in three steps. We shall use our previous notation $r_{0}:=r-k$ for the order of the spline function $g$ below.

Step 1 . We shall construct a nonnegative spline $g$ of order $r_{0}$ which approximates $f^{(k)}$ from below and whose $k$-fold definite integral has an approximation order $n^{-r_{0}}$. Later, in Step 2, we shall make corrections to this $g$ and integrate the resulting spline $\hat{g}$ to obtain the desired approximant to $f$. The reason we approximate $f^{(k)}$ from below is that the corrections will be in the positive direction and the positivity of $g$ will then be automatically preserved.

Case 1. $r_{0}=1$ (i.e., $k=r-1$ ). This is a trivial case in which $g$ is a nonnegative piecewise constant approximant to $f^{(r-1)}$. Let $l=k\left(r_{0}+1\right)+1=2 r-1$. By Lemmas 2.2 and 2.3, there exists a partition $\mathbf{X}: 0=x_{0}<x_{1}<\cdots<x_{m}=1$ such that

$$
F^{(r-1)}\left(x_{i-1}, x_{i}\right):=\left|J_{i}\right|^{r-1}\left\|f^{(r)}\right\|_{1}\left(J_{i}\right)=C(\mathbf{X}) M \leq M m^{-r}
$$

where $J_{i}:=\left[x_{i-1}, x_{i}\right], 1 \leq i \leq m$. This estimate, and (3.1) in Case 2, will control the local errors of the final approximant $s_{0}$ to $f$. We apply Lemma 2.4 to $f^{(k)}$ on each $J_{i}$. Then there is a constant $\alpha_{i} \geq 0$ such that on $J_{i}$

$$
0 \leq f^{(k)}-\alpha_{i} \leq \omega\left(f^{(k)}, J_{i},\left|J_{i}\right|\right) \leq\left\|f^{(r)}\right\|_{1}\left(J_{i}\right)=F^{\left(r_{0}-1\right)}\left(x_{i-1}, x_{i}\right)
$$

Define $g(x):=\alpha_{i}$, for $x \in\left(x_{i-1}, x_{i}\right)$, we obtain the desired approximant to $f^{(k)}$.
Case 2. $r_{0} \geq 2$. Let $l=2\left[2\left(r_{0}-1\right)^{2}+1+k\left(r_{0}+1\right)\right]+1 \leq 6 r^{2}+2 r+3$. Then, as in Case 1, there is a partition (which we index by even integers): $0=x_{0}<x_{2}<$ $\cdots<x_{2 m}=1$ such that

$$
\begin{equation*}
F^{(r-1)}\left(x_{2 i-2}, x_{2 i}\right):=\left|J_{2 i}\right|^{r-1}\left\|f^{(r)}\right\|_{1}\left(J_{2 i}\right) \leq M m^{-r}, \tag{3.1}
\end{equation*}
$$

where $J_{i}:=\left[x_{i-2}, x_{i}\right]$. Since $M>0$, we have $F^{(r-1)}\left(x_{2 i-2}, x_{2 i}\right)>0$ (see the proof of Lemma 2.3). We choose the points $x_{1}, x_{3}, \cdots, x_{2 m-1}$ in the following way. We choose $x_{1}$ as the midpoint of $\left[x_{0}, x_{2}\right]$. We then find $x_{3}$ such that $F^{(r-1)}\left(x_{1}, x_{3}\right)=$ $F^{(r-1)}\left(x_{0}, x_{2}\right)$. Since $r=r_{0}+k \geq 2$, we have $r-1 \geq 1$ and therefore the $F_{i}$ are strictly increasing as the first variable decreases and/or the second increases (see the proof of Lemma 2.3 again). We have $x_{2}<x_{3}<x_{4}$. We continue in this way to find $x_{5}, x_{7}, \cdots, x_{2 m-1}$, and end up with a partition $\mathbf{X}: 0=x_{0}<x_{1}<x_{2}<\cdots<x_{2 m}=1$ such that $F^{(r-1)}\left(x_{i-2}, x_{i}\right)$ are all equal for $2 \leq i \leq 2 m$.

If we apply Lemma 2.4 to $f^{(k)}$ on each $J_{i}:=\left[x_{i-2}, x_{i}\right], 2 \leq i \leq 2 m$, we know there is a polynomial $p_{i} \geq 0$ of degree $<r_{0}$ such that

$$
\begin{aligned}
0 & \leq f^{(k)}-p_{i} \leq\left|J_{i}\right|^{r_{0}-1} \omega\left(f^{(r-1)}, J_{i},\left|J_{i}\right|\right) \\
& \leq\left|J_{i}\right|^{r_{0}-1}\left\|f^{(r)}\right\|_{1}\left(J_{i}\right)=F^{\left(r_{0}-1\right)}\left(x_{i-2}, x_{i}\right) .
\end{aligned}
$$

We then blend these overlapping polynomials as follows: We insert $2\left(r_{0}-1\right)^{2}+1$ simple knots in each $I_{i}:=\left(x_{i-1}, x_{i}\right)$ for $1 \leq i \leq 2 m$ in an arbitrary way, and then apply Lemma 2.5 to each pair $p_{i}, p_{i+1}, 2 \leq i \leq 2 m-1$, to obtain a spline $g_{i}$ of order $r_{0}$ satisfying the conditions (1) and (2) in the lemma. Define $g$ by setting $g:=g_{i}$ on $I_{i}, 2 \leq i \leq 2 m-1, g:=g_{2}=p_{2}$ on $I_{1}$, and $g:=g_{2 m-1}=p_{2 m}$ on $I_{2 m}$. Then $g$ is a spline on the knot sequence consisting of the knots inserted above as well as those in $\mathbf{X}$.

From the construction of $g$, Lemmas 2.4 and 2.5 show that $g \geq 0$ and on $I_{i}$

$$
0 \leq f^{(k)}-g \leq \begin{cases}\max _{j \in\{i, i+1\}} F^{\left(r_{0}-1\right)}\left(x_{j-2}, x_{j}\right), & 2 \leq i \leq 2 m-1,  \tag{3.2}\\ F^{\left(r_{0}-1\right)}\left(x_{0}, x_{2}\right), & i=1, \\ F^{\left(r_{0}-1\right)}\left(x_{2 m-2}, x_{2 m}\right), & i=2 m\end{cases}
$$

Step 2 (error correction). Having constructed $g$, a natural candidate for our $s_{0}$ is the solution $\bar{s}_{0}$ of the following initial value problem:

$$
\begin{aligned}
& \bar{s}_{0}^{(k)}(x)=g(x), \\
& \bar{s}_{0}^{(j)}(0)=f^{(j)}(0), \quad j=0, \cdots, k-1 .
\end{aligned}
$$

First we take a look at what kind of errors this choice would give. Denote the error function by $r(x):=f(x)-\bar{s}_{0}(x)$, then $r^{(k)}(x)=f^{(k)}(x)-g(x)$. The first $k$ derivatives of $r(x)$ at $x_{1}$, for example, will be

$$
\begin{align*}
& r^{(k-1)}\left(x_{1}\right)=\int_{x_{0}}^{x_{1}} r^{(k)}(t) d t=: e_{0}, \\
& r^{(k-2)}\left(x_{1}\right)=\int_{x_{0}}^{x_{1}}\left(x_{1}-t\right) r^{(k)}(t) d t \quad=: e_{1},  \tag{3.3}\\
& \vdots \\
& r\left(x_{1}\right)=\frac{1}{(k-1)!} \int_{x_{0}}^{x_{1}}\left(x_{1}-t\right)^{k-1} r^{(k)}(t) d t=: \frac{1}{(k-1)!} e_{k-1} .
\end{align*}
$$

Here we have used the Taylor's expansions at $x_{0}$. In the trivial case that $r^{(k)}$ is identically zero on $\left[x_{0}, x_{1}\right]$ no correction is necessary. Hence, attention can now be restricted to the case where $\int_{x_{0}}^{x_{1}} r^{(k)}(t) d t>0$. In this case we have to control all of them or they would build up and end up with, roughly speaking, order $n^{-r_{0}}=n^{k-r}$.

To correct these errors, we will add some spline $m_{1}(x)=\sum_{j=1}^{k} \bar{\lambda}_{j} M_{j}(x)$ to $g$, where $\bar{\lambda}_{j} \geq 0, M_{j}$ are the B-splines of order $r_{0}$ on some knots which will be inserted into $I_{1}$ later, with $\int M_{j}(t) d t=1$, such that

$$
\begin{equation*}
\int_{x_{0}}^{x_{1}}\left(x_{1}-t\right)^{i} m_{1}(t) d t=e_{i}, \quad i=0, \cdots, k-1 \tag{3.4}
\end{equation*}
$$

i.e., we will add a nonnegative spline supported on $I_{1}$ to $g$ which will eliminate all the errors in the first $k$ derivatives at $x_{1}$. We need to show that there exist coefficients $\bar{\lambda}_{j}$ and knots for the B-splines $M_{j}$ which satisfy (3.4). For this we use the mean value theorem to rewrite (3.4) as

$$
\begin{equation*}
e_{i}=\sum_{j=1}^{k} \bar{\lambda}_{j} \int_{x_{0}}^{x_{1}}\left(x_{1}-t\right)^{i} M_{j}(t) d t=\sum_{j=1}^{k} \bar{\lambda}_{j}\left(x_{1}-\xi_{i, j}\right)^{i} \tag{3.5}
\end{equation*}
$$

or

$$
\begin{equation*}
\bar{A} \bar{\lambda}=\mathbf{e} \tag{3.6}
\end{equation*}
$$

where $\bar{\lambda}:=\left(\bar{\lambda}_{1}, \cdots, \bar{\lambda}_{k}\right)^{T}$, e $:=\left(e_{0}, \cdots, e_{k-1}\right)^{T}$, and $\bar{A}$ is the $k \times k$ matrix $\left(\left(x_{1}-\xi_{i, j}\right)^{i}\right)_{i, j}$, with $\xi_{i, j}$ lying in $\operatorname{Supp}\left(M_{j}\right)$. We shall choose in $I_{1}$ the supporting knots for $M_{j}$ such that (3.6) has a nonnegative solution $\bar{\lambda}$. This is difficult to solve directly, so we first consider an ideal problem in which the knots of $M_{j}$ are allowed to coalesce. That is, suppose $M_{j}=\delta_{y_{j}}$ are the Dirac functions with a unit mass at some $y_{j} \in I_{1}$, then $\xi_{i, j}=y_{j}$ will depend only on $j$. In this case it is easy to see that we can choose the points $y_{j}$ so that (3.5) has a solution $\lambda:=\left(\lambda_{1}, \cdots, \lambda_{k}\right)^{T}$ with $\lambda_{j}>0$ :

$$
\begin{equation*}
A \lambda=\mathbf{e}, \quad \text { where } A=\left(\left(x_{1}-y_{j}\right)^{i}\right)_{i, j} \tag{3.7}
\end{equation*}
$$

Namely, we apply the Gauss-Jacobi quadrature (Theorem 2.7) to the integrals in (3.3) with $n:=k$, and $d \alpha(t):=r^{(k)}(t) d t \geq 0$, and find

$$
e_{i}=\int_{x_{0}}^{x_{1}}\left(x_{1}-t\right)^{i} r^{(k)}(t) d t=\sum_{j=1}^{k} \lambda_{j}\left(x_{1}-y_{j}\right)^{i}, \quad i=0, \cdots, k-1
$$

for some $y_{j} \in I_{1}$ and $\lambda_{j}>0$. Since all the $y$ 's are distinct, $A$ is a Vandermonde matrix, thus invertible. We can write the solution as $\lambda=A^{-1} \mathbf{e}$.

We can now solve the original system (3.6) as a perturbation of this ideal problem. By Theorem 2.6, if we insert into $I_{1}$ for each $M_{j} r_{0}+1$ simple knots which are sufficiently close to $y_{j}$, then $\bar{A}$ will be so close to $A$ (in the $\infty$-norm) that it will also be invertible, and the solution $\bar{\lambda}=\bar{A}^{-1} \mathbf{e}$ of (3.6) will be so close to $\lambda$ that it will be nonnegative. This proves the existence of $m_{1}$.

We call $m_{1}$ a correcting function on $I_{1}$ since it completely corrects all the errors in the first $k$ derivatives of $g$ accumulated on $I_{1}$. We are now ready to construct the final approximant $s_{0}$ to $f$ : we find a correcting function $m_{i}(x)$ for each $I_{i}$, and let $\hat{g}(x)=g(x)+\sum_{i} m_{i}(x) \geq 0$. Since $\operatorname{Supp}\left(m_{i}\right) \subset I_{i}$, we have

$$
\begin{equation*}
\hat{g}(x)=g(x)+m_{i}(x) \quad \text { for } x \in I_{i} \tag{3.8}
\end{equation*}
$$

Let $s_{0}(x)$ be the solution of the initial value problem

$$
\begin{align*}
& s_{0}^{(k)}(x)=\hat{g}(x),  \tag{3.9}\\
& s_{0}^{(j)}(0)=f^{(j)}(0), \quad 0 \leq j<k .
\end{align*}
$$

Then $s_{0}$ is a $k$-convex $\mathbf{C}^{r-2}$ spline function of order $r$ on the knot sequence consisting of all the knots we inserted: $x_{i}$ 's (called the test points), those inserted in the blending, and those for $M_{j}$ 's. The only thing that remains to show is the approximation order of $s_{0}$, which we will establish in Step 3 below.

Step 3 (error estimate). It is easy to see from our construction that $s_{0}$ interpolates $f k$ times at each test point $x_{i}$, that is to say, the situation at each $x_{i}$ is exactly the same as that at $x_{0}=0$. Therefore the errors on different subintervals $I_{i}$ are independent of each other, and can be estimated locally. We shall do this on $I_{1}$ for the case $r_{0} \geq 2$ only. Estimates for other $I_{i}$ and the case $r_{0}=1$ are similar.

Since $r^{(k)}(x) \geq 0$, we have

$$
\begin{aligned}
0 & \leq e_{k-1}:=\int_{x_{0}}^{x_{1}}\left(x_{1}-t\right)^{k-1} r^{(k)}(t) d t \leq\left|I_{1}\right|^{k-1} \int_{x_{0}}^{x_{1}}\left(f^{(k)}-g\right)(t) d t \\
& \leq\left|I_{1}\right|^{k-1}\left|I_{1}\right| F^{\left(r_{0}-1\right)}\left(x_{0}, x_{2}\right) \leq\left|J_{2}\right|^{r-1}\left\|f^{(r)}\right\|_{1}\left(J_{2}\right) \leq M m^{-r} .
\end{aligned}
$$

Here (3.2) and (3.1) have been used. Therefore, using the Taylor expansion at $x_{0}$, (3.9), and (3.8), we have, for any $x \in\left[x_{0}, x_{1}\right]$,

$$
\begin{aligned}
\left|f(x)-s_{0}(x)\right| & =C_{0}\left|\int_{x_{0}}^{x}(x-t)^{k-1}\left(f^{(k)}-s_{0}^{(k)}\right)(t) d t\right| \\
& =C_{0}\left|\int_{x_{0}}^{x}(x-t)^{k-1}\left(f^{(k)}-g-m_{1}\right)(t) d t\right| \\
& \leq C_{0}\left|\int_{x_{0}}^{x_{1}}\left(x_{1}-t\right)^{k-1} r^{(k)}(t) d t\right|+C_{0}\left|\int_{x_{0}}^{x_{1}}\left(x_{1}-t\right)^{k-1} m_{1}(t) d t\right|
\end{aligned}
$$

where $C_{0}:=1 /(k-1)$ !. The last two integrals are both equal to $e_{k-1}$ by (3.3) and (3.4), therefore

$$
\left|f(x)-s_{0}(x)\right| \leq 2 C_{0} e_{k-1} \leq \frac{2}{(k-1)!} \frac{M}{m^{r}}
$$

This finishes our proof.
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#### Abstract

This paper treats the large deformation of closed nonlinearly elastic cylindrical tubes (rings) under an external pressure field generated by the steady, irrotational, two-dimensional flow of an incompressible, inviscid fluid. The flow is assumed to have a prescribed velocity $U$ and pressure $P$ at infinity. The deformation of the tubes is described by a geometrically exact theory of rods. The parameters $U$ and $P$ and the deformed shape of the ring uniquely determine the velocity field of the steady flow exterior to the tube. It is shown that velocity of the flow on the tube depends continuously and compactly on the function describing the shape. The pressure field on the ring, depending on $U, P$, and the velocity field on the tube, is substituted into the equilibrium equations for the tube, yielding a system of ordinary functional-differential equations. These are converted into a fixed-point form, which is analyzed by a global implicit function theorem. Refined results from conformal mapping theory are used to handle serious technical difficulties with regularity, which apparently do not arise in the study of flows past rigid obstacles.
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1. Introduction. In this paper we study the large deformation of closed nonlinearly elastic cylindrical shells (tubes) produced by the action of an external pressure field generated by the steady, irrotational, two-dimensional flow of an incompressible, inviscid fluid. The flow is assumed to have a prescribed velocity $U$ and pressure $P$ at infinity. The two-dimensionality of our problem means that the generators of the cylindrical shell in any deformed configuration remain perpendicular to the flow so that every section of the shell perpendicular to the generators suffers the same deformation. The equations for the deformation of a typical section are those for the planar deformation of a ring. We accordingly refer to such a section as a ring. We describe the deformation of these rings with a geometrically exact theory of rods (cf. Antman and Rosenfeld (1978)) that accounts for flexure, compression, and shear. We allow the material properties of the ring to be described by a very general class of nonlinear constitutive relations. We limit our attention to problems having a line of symmetry.

We begin our analysis by observing that $U, P$, and the deformed shape of the ring uniquely determine the velocity field of the steady flow exterior to the ring. Then we

[^95]show that the velocity of the flow on the ring depends continuously and compactly on the function describing the shape. We use Bernoulli's theorem to express the pressure field on the ring in terms of $U, P$, and the velocity field on the ring. We substitute this pressure into the equilibrium equations for the elastic ring. We transform these equations into a fixed-point equation for the shape, involving a compact operator and depending parametrically upon $U$ and $P$. We apply a generalization of the Global Implicit Function Theorem of Alexander and Yorke (1976) to these equations to deduce the existence of connected families of solutions. In this program we encounter serious technical difficulties in showing that the pressure on the rod depends continuously and compactly on an appropriate function describing the shape and in constructing a suitable fixed point equation. To handle these difficulties we determine detailed regularity properties of the operator describing the dependence of the boundary values of the pressure field on the shape of the rod. (These properties can be and, to the best of our knowledge, have been ignored in the study of flows past rigid obstacles. Consequently, the presence of a deformable obstacle raises the fluid mechanical part of our problem to a level of difficulty higher than that for rigid obstacles.) To obtain the requisite properties of the pressure field we exploit refined results from conformal mapping theory. For clarity of exposition we relegate this technical analysis of compactness to §6.)

Thus we replace the coupled problem for the deformation of the ring and the external flow of the fluid with a single problem for the deformation of the ring in which the pressure field on it depends nonlocally on its shape. In this process it is necessary to marry the material (Lagrangian) description, which is natural for the ring, with the spatial (Eulerian) description, which is natural for the fluid. This fact contributes to the complexity of the formulation.

Two of the goals of this paper are to treat the nonlinear deformation of a solid under the pressure field arising from a correctly posed theory of fluid mechanics (rather than by some ad hoc approximation of the pressure) and to develop effective methods for treating well set nonlinear problems from mechanics with nonlocal terms. (Similar problems arise in electromagnetism.) Finnila and Sloss (1966) discussed a problem related to ours for a solid linearly elastic cylinder by reducing it to an integral equation.

Let us define a solution-parameter pair to consist of the parameters $(U, P)$ and a set of functions that determine a configuration of the ring. (Each solution-parameter pair determines the flow.) Our fundamental result is Theorem 5.38. Informally it says that there is a connected two-dimensional family of classical solution-parameter pairs of our problem that has some very nice topological properties.

Notation. Partial derivatives are denoted by subscripts and ordinary derivatives by primes. If $f$ and $g$ are functions of $u$ and $v$, then $\partial(f, g) / \partial(u, v)$ denotes the matrix of partial derivatives of $f$ and $g$ with respect to $u$ and $v$. We denote the closure of a set $\mathcal{E}$ by $\operatorname{cl} \mathcal{E}$ and the set of elements belonging to set $\mathcal{A}$ and not belonging to set $\mathcal{B}$ by $\mathcal{A} \backslash \mathcal{B}$.

The space of $m$-times continuously differentiable functions on a compact set (usually the interval $[-L, L]$ ) with the usual norm $\|\cdot\|_{m}$ is denoted $C^{m}$. The domain of the functions under consideration will be evident from the context. The subspace of $C^{m}$ whose functions have $m$ th derivatives that are Hölder continuous with exponent $\alpha$ are denoted $C^{m, \alpha}$; If $u$ is in $C^{0, \alpha}$ on a region $\Omega$, then its $\alpha$-Hölder quotient is

$$
|u|_{\alpha} \equiv \sup \left\{\frac{|u(x)-u(y)|}{|x-y|^{\alpha}}, x, y \in \Omega, x \neq y\right\}
$$

The space $C^{m, \alpha}$ on an interval of $\mathbb{R}$ or on a region of $\mathbb{C}$ is equipped with the usual norm : $\|u\|_{m, \alpha} \equiv\|u\|_{m}+\left|u^{(m)}\right|_{\alpha}$ where $u^{(m)}$ is the $m$ th derivative of $u$.

To conduct the analysis effectively, especially in $\S 6$, it is necessary to employ a very precise notation. For example, the pressure at a material point $s$ on the ring depends on the whole shape of the ring, defined by $\zeta$, and on $U$ and $P$. We denote it by $p[\zeta, U, P](s)$. We need such a notation in $\S 6$, where we must carry out limit processes simultaneously in the variables $\zeta$ and $s$.
2. Equilibrium equations for nonlinearly elastic rings. Since the problems we treat are two-dimensional, we express all vectorial quantities in complex notation. We describe the deformation of the ring by the planar equations for a rod that can suffer flexure, extension, and shear (cf. Antman and Rosenfeld (1978)). The configuration of such a (Cosserat) rod is a plane curve every point of which is equipped with a coplanar unit vector. The theory is geometrically exact in that no variable characterizing such a configuration (such as the sine of an angle) is ever approximated (by the angle itself or any finite Taylor sum for the sine). The plane curve characterizes the gross behavior of a slender body and can be identified with the deformed shape of some material base curve. The unit vector characterizes the deformed configuration of a material cross-section. Such a body can sustain forces and torques. Indeed, the theory we employ is the most general for which equilibrium can be completely described by equations involving no stress resultants other than the classical contact force and contact couple. (Moreover, it is more than adequate for many practical purposes.)

Formally, a configuration of a ring is specified by the pair of continuously differentiable functions

$$
\begin{equation*}
[-L, L] \ni s \mapsto(\zeta(s), \theta(s)) \in \mathbb{C} \times \mathbb{R} \tag{2.1a}
\end{equation*}
$$

with $\zeta \equiv x(s)+i y(s)$ a simple closed curve having positive (counterclockwise) orientation so that

$$
\begin{equation*}
\zeta(-L)=\zeta(L), \quad \zeta^{\prime}(-L)=\zeta^{\prime}(L), \quad \theta(L)=\theta(-L)+2 \pi \tag{2.1~b,c,d}
\end{equation*}
$$

Such a configuration is an intrinsically one-dimensional concept. Solely for the sake of interpretation, we can regard $(\zeta, \theta)$ as defining a deformation of the twodimensional body

$$
\begin{equation*}
\mathcal{B} \equiv\left\{Z(s)+\xi e^{i \Theta(s)} \in \mathbb{C}:-L \leq s \leq L, 0 \leq \xi \leq h(s)\right\} \tag{2.2}
\end{equation*}
$$

where $s \mapsto(Z(s), \Theta(s)) \in \mathbb{C} \times \mathbb{R}$ is a prescribed continuously differentiable function satisfying ( $2.1 \mathrm{~b}, \mathrm{c}, \mathrm{d}$ ) and

$$
\begin{equation*}
Z^{\prime}=-i e^{i \Theta} \tag{2.3}
\end{equation*}
$$

and $h$ is a prescribed positive-valued continuous function representing the thickness of the ring. (Equation (2.2) defines the reference (undeformed) configuration of the body.) $h$ must satisfy the relation $h(-L)=h(L)$. (See Fig. 2.4.) A point in $\mathcal{B}$ is called a material point. Equation (2.3) requires that $Z^{\prime}(s)$ be a unit vector normal to $e^{i \Theta(s)}$. This condition is not critical; it can be relaxed at the cost of complicating a few formulas. The requirement that there be a locally one-to-one orientation-preserving correspondence between the material points of $\mathcal{B}$ and pairs $(s, \xi)$ of curvilinear coordinates in $\{(s, \xi):-L \leq s<L, 0 \leq \xi \leq h(s)\}$ is ensured by

$$
\begin{equation*}
h(s) \Theta^{\prime}(s)<1 . \tag{2.5}
\end{equation*}
$$



Fig. 2.4. Reference configuration $B$ of the ring regarded as a two-dimensional body.

This condition implies that the curvature vectors from nearby points of $Z$ do not intersect inside $\mathcal{B}$. One could formulate mild additional geometric restrictions on $\mathcal{B}$ to ensure that the correspondence be global. We assume that this is so.
$s$ may be interpreted as the scaled arc length parameter of the bounding curve $Z$ of the ring $\mathcal{B}$ in its undeformed reference configuration. Thus $s$ identifies a material section $\xi \mapsto Z(s)+\xi e^{i \Theta(s)}$ of the ring. The configuration $(\zeta, \theta)$ may then be interpreted as defining the deformation

$$
\begin{equation*}
\mathcal{B} \ni Z(s)+\xi e^{i \Theta(s)} \mapsto \zeta(s)+\xi e^{i \theta(s)} . \tag{2.6}
\end{equation*}
$$

Thus $\zeta(s)$ may be interpreted as the deformed position of the material point $Z(s)$ originally on the bounding curve $Z$ of the ring in its reference configuration $\mathcal{B}$, and $\theta$ may be interpreted as characterizing the orientation of the deformed configuration of the section $s$ with respect to the positive real axis. $\Theta(s)$ is the given value of $\theta(s)$ in the reference configuration. (It is more common to interpret $Z$ not as a bounding curve of $\mathcal{B}$, but rather as its curve of centroids. Since the material points of $Z$ are those in contact with the fluid, our choice of interpretation proves to be more natural for the problems we study.)

We can regard (2.6) as constraining the deformations of $\mathcal{B}$ to be those for which plane sections remain plane and do not change their length. Since we are not confined to representations of the form (2.6), we can assign more general interpretations to $(\zeta, \theta)$. A virtue of the abstract definition (2.1a) is that it admits any one of a multitude of such interpretations and is not tied to (2.6).

We denote differentiation with respect to $s$ by a prime. We decompose the vector $\zeta^{\prime}(s)$ tangent to the curve $\zeta$ at $\zeta(s)$ by

$$
\begin{equation*}
\zeta^{\prime}(s) \equiv-i(\nu+i \eta) e^{i \theta} \tag{2.7}
\end{equation*}
$$

where $\nu$ and $\eta$ are real-valued. The function $\nu$ can be thought of as measuring elongation. (It actually contributes to the volume change; see (2.10).) The function $\eta$
measures shear. We set

$$
\begin{equation*}
\psi \equiv \theta-\Theta, \quad \mu \equiv \psi^{\prime}(s) \tag{2.8a,b}
\end{equation*}
$$

$\mu$ measures the amount of bending. Then

$$
\begin{equation*}
\mathbf{q} \equiv(\nu, \eta, \mu) \tag{2.9}
\end{equation*}
$$

is the set of strains for our rings.
If we adopt the two-dimensional interpretation (2.6) of $(\zeta, \theta)$ given above, then the requirement that the local ratio of deformed-to-reference volume be positive leads to the inequality

$$
\begin{equation*}
\nu(s)-\xi \theta^{\prime}(s)>0 \quad \forall \xi \in[0, h(s)] \tag{2.10}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\nu(s)>\max \left\{0, h(s)\left[\mu(s)+\Theta^{\prime}(s)\right]\right\} \equiv \kappa(\mu(s), s) \tag{2.11}
\end{equation*}
$$

$\kappa(\cdot, s)$ is convex. This is the essential property of $\kappa$ that we require in our analysis. (This convexity arises no matter what reasonable interpretation is given to ( $\zeta, \theta$ ); cf. Antman (1976).) We require that (2.11) hold and for simplicity we take $\kappa$ to have the specific form shown there. The positivity of $\nu$ following from (2.11) ensures that the local ratio of deformed to reference length of $\zeta$ at $s$ be positive and that the section at $s$ not be sheared so severely that $e^{i \theta(s)}$ is parallel to $\zeta^{\prime}(s)$. We require $\zeta$ to be simple. We do not bother to impose a global injectivity restriction on (2.6).

Let $-i[\check{N}(s)+i \check{H}(s)] e^{i \theta(s)}$ denote the resultant contact force and $\check{M}(s)$ the resultant contact couple acting across the section $s$ of the ring exerted by the material of $(s, s+\epsilon]$ on the material of $[s-\epsilon, s]$ where $\epsilon$ is a small positive number. By definition of contact force and couple, these resultants are independent of $\epsilon$. ( $\check{N}, \check{H}, \check{M}$ are each real-valued.) We assume that the only external force applied to the ring at $s$ is a hydrodynamical pressure of intensity $p(s)$ per unit deformed length acting in the direction $i \zeta^{\prime}(s)$. (This assumption means that the fluid lies to the right of the oriented curve $\zeta$. A natural sign convention allows for the possibility, remote from the focus of our analysis, that the pressure be negative.) Then the equilibrium equations for the ring are

$$
\begin{gather*}
\left\{[\check{N}(s)+i \check{H}(s)] e^{i \theta(s)}\right\}^{\prime}=p(s) \zeta^{\prime}(s),  \tag{2.12}\\
\check{M}^{\prime}(s)-\operatorname{Re}\left\{\zeta^{\prime}(s)[\check{N}(s)-i \check{H}(s)] e^{-i \theta(s)}\right\}=0 . \tag{2.13}
\end{gather*}
$$

We can put these equations into the componential forms

$$
\begin{gather*}
\check{N}^{\prime}(s)=\theta^{\prime}(s) \check{H}(s)+p(s) \eta(s)  \tag{2.14}\\
\check{H}^{\prime}(s)=-\theta^{\prime}(s) \check{N}(s)-p(s) \nu(s)  \tag{2.15}\\
\check{M}^{\prime}(s)=\eta(s) \check{N}(s)-\nu(s) \check{H}(s) \tag{2.16}
\end{gather*}
$$

Let

$$
\begin{gather*}
\mathcal{Q}(s) \equiv\left\{\mathbf{q} \in \mathbb{R}^{3}: \nu>\kappa(\mu, s)\right\}  \tag{2.17}\\
\mathcal{Q} \equiv\{(\mathbf{q}, s): \mathbf{q} \in \mathcal{Q}(s), s \in[-L, L]\} \tag{2.18}
\end{gather*}
$$

The material of the ring is elastic if there are constitutive functions

$$
\begin{equation*}
\mathbf{Q} \equiv(N, H, M): \mathcal{Q} \rightarrow \mathbb{R}^{3} \tag{2.19}
\end{equation*}
$$

such that

$$
\begin{equation*}
\check{N}(s)=N(\mathbf{q}(s), s), \text { etc. } \tag{2.20}
\end{equation*}
$$

We assume that the constitutive functions (2.19) are thrice continuously differentiable. In particular, in consonance with (2.1) we assume that $\mathbf{Q}(\mathbf{q}, \cdot)$, when extended to $\mathbb{R}$ by periodicity, is twice continuously differentiable. $\mathbf{Q}$ is required to satisfy the monotonicity condition:
(2.21) The matrix $\mathbf{Q}_{\mathbf{q}}(\mathbf{q}, s) \equiv \frac{\partial(N, H, M)}{\partial(\nu, \eta, \mu)}(\mathbf{q}, s)$ is positive definite $\forall(\mathbf{q}, s) \in \mathcal{Q}$.

This assumption can be shown to be inherited from the strong ellipticity condition of three-dimensional elasticity in the process by which rod theories are constructed from the three-dimensional theory (cf. Antman (1976)). It ensures, e.g., that an increase in the bending strain $\mu$ is accompanied by a corresponding increase in the bending couple $M$. We require that:

$$
\begin{gather*}
\eta \mapsto N(\nu, \eta, \mu, s) \text { is even, } \quad \eta \mapsto H(\nu, \eta, \mu, s) \text { is odd, }  \tag{2.22a,b}\\
\eta \mapsto M(\nu, \eta, \mu, s) \text { is even, }  \tag{2.22c}\\
N(1,0,0, s)=0, \quad M(1,0,0, s)=0 . \tag{2.23a,b}
\end{gather*}
$$

Conditions (2.22b), (2.23) ensure that the reference configuration is stress-free.
Remark. There is no obstacle to extending our entire analysis to a rod theory with any level of complexity. (Such theories can be interpreted as replacing (2.6) with any expression having more degrees of freedom.) We would merely have to augment our geometrical and mechanical variables with a larger set, many of whose members would lack simple interpretations; cf. Antman (1976) and Antman and Carbone (1977).
3. Steady, two-dimensional, irrotational flows of incompressible, inviscid fluids. The force acting on the ring is generated by the two-dimensional, steady, irrotational flow of an incompressible inviscid fluid. No body force (such as gravity) acts on the fluid. The velocity and pressure fields are assumed to have limits at infinity (in the complex plane $\mathbb{C}$ ). In this section we formulate the governing equations for the motion of these fluids. The derivations can be found in standard books on fluid dynamics (cf., e.g., Serrin (1959) and Milne-Thomson (1968)).

Let $\mathcal{F}$ denote the (open) domain of $\mathbb{C}$ occupied by the fluid. We assume that $\mathcal{F}$ is of class $C^{1}$. Let $w(z)=u(z)-i v(z), p(z), \rho$ denote the complex velocity, pressure, and density at point $z=x+i y$ in the closure $\operatorname{cl} \mathcal{F}$ of $\mathcal{F} . \rho$ is a given positive number. $u, v, p$ are real-valued. Under our assumptions, Euler's equations for the flow in $\mathcal{F}$ are the momentum equations

$$
\begin{equation*}
\rho\left(u u_{x}+v u_{y}\right)=-p_{x}, \quad \rho\left(u v_{x}+v v_{y}\right)=-p_{y} \text { in } \mathcal{F} \tag{3.1}
\end{equation*}
$$

the incompressibility condition

$$
\begin{equation*}
u_{x}+v_{y}=0 \text { in } \mathcal{F}, \tag{3.2}
\end{equation*}
$$

and the irrotationality condition

$$
\begin{equation*}
u_{y}-v_{x}=0 \text { in } \mathcal{F} . \tag{3.3}
\end{equation*}
$$

Note that (3.2), (3.3) are the Cauchy-Riemann equations so that $w$ must be a holomorphic function in $\mathcal{F}$.

We assume that

$$
\begin{equation*}
w(z) \rightarrow U, \quad p(z) \rightarrow P \text { as } z \rightarrow \infty \tag{3.4a,b}
\end{equation*}
$$

where $U, P$ are given nonnegative real numbers. Then (3.1), (3.3), (3.4) yield Bernoulli's equation

$$
\begin{equation*}
p(z)=-\frac{\rho}{2}|w(z)|^{2}+\frac{\rho}{2} U^{2}+P \text { in } \mathcal{F} \tag{3.5}
\end{equation*}
$$

which shows that p in $\mathcal{F}$ is determined by $w, U, P$. This formula can be extended by continuity to cl $\mathcal{F}$ whenever $w$ can be so extended.

Equations (3.2) and (3.3) imply that on any simply-connected subset of $\mathcal{F}$ there exists a holomorphic function $\Omega=\Phi+i \Psi$ such that

$$
\begin{equation*}
w(z)=\Omega^{\prime}(z) \tag{3.6}
\end{equation*}
$$

$\Phi$ is the velocity potential, $\Psi$ is the stream function, and $\Omega$ is the complex potential. In $\S 6$ we observe that under the assumptions we shall impose on the flow, the circulation

$$
\begin{equation*}
\int_{\zeta} w(z) d z=0 \tag{3.7}
\end{equation*}
$$

which is precisely the supplementary condition needed to show that for this problem $\Omega$ is also defined on all of $\mathcal{F}$. Thus $\Omega$ is holomorphic on $\mathcal{F}$ while $\Phi$ and $\Psi$ satisfy the Cauchy-Riemann equations here.

Since the boundary $\partial \mathcal{F}$ of $\mathcal{F}$ is solid, fluid cannot penetrate it, i.e.,

$$
\begin{equation*}
\operatorname{Re}(n w)=0 \quad \text { on } \partial \mathcal{F} \tag{3.8}
\end{equation*}
$$

where $n$ is the unit inner normal to $\partial \mathcal{F}$. It follows from (3.6) and (3.8) that $\Psi=$ const. on $\partial \mathcal{F}$. Since $\mathcal{F}$ is at worst doubly connected, there is no loss in generality in taking this constant to be zero:

$$
\begin{equation*}
\Psi=0 \text { on } \partial \mathcal{F} \tag{3.9}
\end{equation*}
$$

The solution of (3.1)-(3.4), (3.8) can thus be effected by finding a holomorphic function $\Omega$ on $\mathcal{F}$ that together with its derivative admits a continuous extension to $\mathrm{cl} \mathcal{F}$ and that satisfies (3.9) and

$$
\begin{equation*}
\Omega^{\prime}(z) \rightarrow U \quad \text { as } z \rightarrow \infty \tag{3.10}
\end{equation*}
$$

Then $w$ and $p$ can be found from (3.6), (3.5).
In the sequel, when it is necessary to emphasize the dependence of $\mathcal{F}, \Omega$, etc., on $\zeta, U$, we write $\mathcal{F}[\zeta], \Omega[\zeta, U]$, etc.
4. The symmetrically deformed ring. In this section we give a detailed description of the class of functions in which we seek solutions of our equations. In the next section we carry out a global analysis of the symmetric deformation of a ring in a symmetric flow under the assumption that the pressure field on the ring has the right form. We deduce the properties of the pressure field in §6, where we analyze the flow problem.

We record (2.1b,c,d):

$$
\begin{equation*}
\zeta(-L)=\zeta(L), \quad \zeta^{\prime}(-L)=\zeta^{\prime}(L), \quad \theta(L)=\theta(-L)+2 \pi \tag{4.1a,b,c}
\end{equation*}
$$

To ensure that the flow does not apply a net torque to the ring and that the complex potential $\Omega$ is well defined, we consider only configurations that are symmetric with respect to the $x$-axis and have the property that $\operatorname{Re} \zeta( \pm L)>\operatorname{Re} \zeta(0)$ (see Fig. 4.2):

$$
\begin{equation*}
\zeta(-s)=\bar{\zeta}(s), \quad \theta(s)=-\theta(-s) \tag{4.3a,b}
\end{equation*}
$$



FIG. 4.2. Flow about a symmetrically deformed ring.

Using (2.7), we readily deduce from (4.3) that

$$
\begin{equation*}
\nu(s)=\nu(-s), \quad \eta(s)=-\eta(-s), \quad \mu(s)=\mu(-s) \tag{4.4a,b,c}
\end{equation*}
$$

By comparing (4.1) with (4.3), we obtain the obvious conditions

$$
\begin{equation*}
y(0)=0, \quad x^{\prime}(0)=0, \quad \theta(0)=0 \tag{4.5a,b,c}
\end{equation*}
$$

together with

$$
\begin{equation*}
y( \pm L)=0, \quad x^{\prime}( \pm L)=0, \quad \theta( \pm L)= \pm \pi \tag{4.6a,b,c}
\end{equation*}
$$

Note that (4.3) and (those equations of) (4.6) (with a plus sign) imply (4.1). For (4.3) to be reasonable, we require that the reference configuration satisfy it and that the constitutive functions $N, H, M, h$ be even in $s$. It is convenient to fix the rigid translation of $\zeta$ by requiring that

$$
\begin{equation*}
\zeta(0)=Z(0) \tag{4.7}
\end{equation*}
$$

In order to carry out compactness proofs needed to meet the hypotheses of the Global Implicit Function Theorem (stated below), we require a convenient characterization of simple, closed, continuously differentiable $\zeta$ 's. Let us extend $\zeta$ to $\mathbb{R}$ by periodicity. Let

$$
\begin{gather*}
\sigma\left(s_{1}, s_{2}\right) \equiv \min \left\{\left|t_{1}-t_{2}\right|: e^{i \pi t_{\alpha} / L}=e^{i \pi s_{\alpha} / L}, \alpha=1,2\right\}  \tag{4.8a}\\
l[\zeta] \equiv \inf \left\{\left|\frac{\zeta(s)-\zeta(t)}{\sigma(s, t)}\right|: s, t \in[-L, L], s \neq t\right\} \tag{4.8b}
\end{gather*}
$$

For $\delta>0$, we set

$$
\begin{align*}
\mathcal{Z}(\delta) & \equiv\left\{\zeta \in C^{1}:(4.1 \mathrm{a}, \mathrm{~b}) \text { holds, } l[\zeta]>\delta\right\}  \tag{4.9}\\
\mathcal{Z} & \equiv \bigcup_{\delta>0} \mathcal{Z}(\delta) \tag{4.10}
\end{align*}
$$

Lemma 4.11. $\mathcal{Z}$ is precisely the set of all simple, closed, continuously differentiable $\zeta^{\prime}$ 's (with $\left|\zeta^{\prime}\right|$ everywhere positive).

Proof. It is a straightforward exercise to show that an element of $\mathcal{Z}(\delta)$, and hence of $\mathcal{Z}$, is a simple, closed, continously differentiable curve with a nowhere vanishing derivative. Let us prove the converse. Suppose for contradiction that $\zeta$ is such a curve with $l[\zeta]=0$. Then by the definition of $l$ (and by the Bolzano-Weierstrass theorem) there are sequences $\left\{s_{k}\right\}$ and $\left\{t_{k}\right\}$ in $[-L, L]$ with $s_{k} \leq t_{k}$ converging to $s_{\infty}$ and $t_{\infty}$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{\left|\zeta\left(s_{k}\right)-\zeta\left(t_{k}\right)\right|}{\left|\sigma\left(s_{k}, t_{k}\right)\right|}=0 \tag{4.12}
\end{equation*}
$$

If $s_{\infty} \neq t_{\infty} \bmod 2 L$, then $\zeta\left(s_{\infty}\right) \neq \zeta\left(t_{\infty}\right)$ and (4.12) cannot hold. If $s_{\infty}=t_{\infty}$, then (4.12) implies that $\zeta^{\prime}\left(s_{\infty}\right)=0$, a contradiction. If $s_{\infty}=-L, t_{\infty}=L$, then for $k$ sufficiently large, $\sigma\left(s_{k}, t_{k}\right)=\left|t_{k}-s_{k}-2 L\right|$. Since $\zeta\left(t_{k}\right)=\zeta\left(t_{k}-2 L\right)$, equation (4.12) implies that $\zeta^{\prime}(-L)=0$, another contradiction.

Lemma 4.13. $\mathcal{Z}(\delta)$ and $\mathcal{Z}$ are open in $\left\{\zeta \in C^{1}:(4.1 \mathrm{a}, \mathrm{b})\right.$ holds $\}$.
Proof. Let $\zeta \in \mathcal{Z}(\delta)$ with $\delta>0$, let $\chi \in\left\{\zeta \in C^{1}:(4.1 \mathrm{a}, \mathrm{b})\right.$ holds $\}$, and let $\| \zeta-$ $\chi \|_{1}<\frac{1}{2}(l[\zeta]-\delta)$. We show that $\chi \in \mathcal{Z}(\delta)$ by showing that $l[\chi]>\delta$. Definitions (4.8) imply that

$$
\begin{align*}
l[\chi] & \geq \inf \left\{\left|\frac{\zeta(s)-\zeta(t)}{\sigma(s, t)}\right|-\left|\frac{(\zeta-\chi)(s)-(\zeta-\chi)(t)}{\sigma(s, t)}\right|: s, t \in[-L, L], s \neq t\right\}  \tag{4.14}\\
& \geq l[\zeta]-\|\zeta-\chi\|_{1}>\frac{1}{2} l[\zeta]+\frac{\delta}{2}>\delta
\end{align*}
$$

In deriving this inequality we have used the inequality for the mean value.
Remark. When interpretation (2.6) is used, it would be physically appropriate to require the deformed inner boundary curve $s \mapsto \zeta(s)+h(s) e^{i \theta(s)}$ of the annular region $\mathcal{B}$ of (2.2) to be simple, closed, and positively oriented. We do not bother to pursue the technical adjustments needed to accommodate this requirement.

In $\S 6$ we prove the following theorem.
Theorem 4.15. Let (4.1a,b) and (4.3a) hold. For $\zeta \in \mathcal{Z}$ let $w[\zeta, U](s)$, which is independent of $P$, denote the complex velocity of the (symmetric) flow at the point $\zeta(s)$. Then $U^{-1} w[\zeta, U]$ is independent of $U$ (and is thus solely determined by $\zeta$ ). The function $s \mapsto U^{-1} w[\zeta, U](s)$ is continuous. The operator $C^{2} \cap\{\zeta \in \mathcal{Z}:$ (4.3a) holds $\ni \ni$ $\zeta \mapsto\left|U^{-1} w[\zeta, U]\right| \in C^{0}$ is continuous. It is compact on $C^{2} \cap\{\zeta \in \mathcal{Z}(\delta):$ (4.3a) holds $\}$ for every $\delta>0$. The pressure on the ring at $\zeta(s)$ is given by

$$
\begin{equation*}
p[\zeta, U, P](s)=P+\frac{\rho}{2} U^{2}\left\{1-U^{-2}|w[\zeta, U](s)|^{2}\right\} \tag{4.16}
\end{equation*}
$$

and satisfies $p[\zeta, U, P](s)=p[\zeta, U, P](-s)$. Moreover,

$$
\begin{equation*}
p[\cdot, \cdot, \cdot]:\left[C^{2} \cap\{\zeta \in \mathcal{Z}: \text { (4.3a) holds }\}\right] \times \mathbb{R}^{2} \rightarrow C^{0} \tag{4.17}
\end{equation*}
$$

is continuous and is compact on $\left[C^{2} \cap\{\zeta \in \mathcal{Z}(\delta):(4.3 \mathrm{a})\right.$ holds $\left.\}\right] \times \mathbb{R}^{2}$ for every $\delta>0$.
Note that these fluid-dynamical variables are independent of $\theta$, i.e., independent of the state of shear in the rod.

We introduce the Banach space

$$
\begin{equation*}
\mathcal{V} \equiv\left\{(\zeta, \psi) \in C^{2}:(4.1 \mathrm{a}, \mathrm{~b}),(4.3) \text { hold }\right\} \tag{4.18}
\end{equation*}
$$

endowed with the $C^{2}-$ norm. (We need this norm in order to use Theorem 4.15.) We define the operators $\hat{\mathbf{q}} \equiv(\hat{\nu}, \hat{\eta}, \hat{\mu}), \hat{\theta}$ by

$$
\begin{gather*}
\hat{\mu}[\psi] \equiv \psi^{\prime}, \quad \hat{\theta}[\psi](s) \equiv \Theta(s)+\int_{0}^{s} \psi^{\prime}(\xi) d \xi  \tag{4.19}\\
\hat{\nu}[\zeta, \psi]+i \hat{\eta}[\zeta, \psi] \equiv i e^{-i \hat{\theta}[\psi]} \zeta^{\prime} . \tag{4.20}
\end{gather*}
$$

Let us set

$$
\begin{align*}
& \mathcal{Z}^{+}(\delta) \equiv\{\zeta \in \mathcal{Z}(\delta): \zeta \text { has positive orientation }\} \\
& \mathcal{Z}^{+} \equiv\{\zeta \in \mathcal{Z}: \zeta \text { has positive orientation }\} . \tag{4.21}
\end{align*}
$$

We define $\mathcal{Z}^{-}(\delta)$ and $\mathcal{Z}^{-}$analogously for $\zeta^{\prime}$ 's having negative orientation. Lemma 4.13 holds with $\mathcal{Z}^{ \pm}(\delta), \mathcal{Z}^{ \pm}$replacing $\mathcal{Z}(\delta), \mathcal{Z}$. We shall seek solutions of our operator equations in the following subset of $\mathcal{V}$ :

$$
\begin{equation*}
\mathcal{A} \equiv\left\{(\zeta, \psi) \in \mathcal{V}: \zeta \in \mathcal{Z}^{+}, \operatorname{Re} \zeta( \pm L)>\operatorname{Re} \zeta(0), \hat{\mathbf{q}}[\zeta, \psi](s) \in \mathcal{Q}(s) \forall s\right\} \tag{4.22a}
\end{equation*}
$$

Clearly $\mathcal{A}$ contains the pair $(Z, 0)$ corresponding to the reference configuration $(Z, \Theta)$. Note that $\mathcal{A}$ does not account for (4.1c). We accordingly define

$$
\begin{equation*}
\mathcal{A}^{\sharp} \equiv\{(\zeta, \psi) \in \mathcal{A}:(4.1 \mathrm{c}) \text { holds }\} . \tag{4.22b}
\end{equation*}
$$

We assume that $\Theta \in C^{2}$. In the reference configuration $\mathbf{q}=(1,0,0)$ (by definition of this configuration). It then follows from (2.7) that $Z$ is in $C^{3}$. Our boundary value problem (BVP) is to find $(\zeta, \psi) \in \mathcal{A}^{\sharp}$ such that the strain-configuration relations (4.19), (4.20), the equilibrium equations (2.14)-(2.16) with $p(s)$ replaced with $p[\zeta, U, P](s)$, defined in (4.16), and the constitutive equations (2.20) hold. Note that the reference configuration $(Z, \Theta)$ satisfies BVP for $U=0, P=0$. In the rest of the paper we regard (2.8a) as an identity and express restrictions on $\psi$ in terms of $\theta$ or vice versa.
5. The fixed-point problem. We now recast BVP as a fixed-point problem to which we can apply the following theorem, whose interpretation follows its statement.

Theorem 5.1 (Global Implicit Function Theorem). Let $\mathcal{X}$ be a Banach space and let $\{\mathcal{O}(\epsilon), 0<\epsilon<E\}$ be a family of open sets (not necessarily bounded) in $\mathcal{X} \times \mathbb{R}^{m}$ for which

$$
\begin{gather*}
(0,0) \in \mathcal{O}(\epsilon), \quad 0<\epsilon<E,  \tag{5.2}\\
\operatorname{cl} \mathcal{O}\left(\epsilon_{2}\right) \subset \mathcal{O}\left(\epsilon_{1}\right) \quad \text { for } 0<\epsilon_{1}<\epsilon_{2}<E . \tag{5.3}
\end{gather*}
$$

Let

$$
\begin{equation*}
\mathcal{O} \equiv \bigcup_{0<\epsilon<E} \mathcal{O}(\epsilon) \tag{5.4}
\end{equation*}
$$

Let $F: \mathcal{O} \rightarrow \mathcal{X}$ be continuous, let $F(0,0)=0$, and let $F: \mathcal{O}(\epsilon) \rightarrow \mathcal{X}$ be compact for $0<\epsilon<E$, where $E$ is a given positive number. Let I denote the identity operator on $\mathcal{X}$. Let the Fréchet derivative $I-F_{x}(0,0): \mathcal{X} \rightarrow \mathcal{X}$ of $x \mapsto x-F(x, \lambda)$ at $(0,0)$ exist and be invertible. Let $\mathcal{S} \equiv\{(x, \lambda) \in \mathcal{O}: x=F(x, \lambda)\}$ and let $\mathcal{S}_{0}$ be the connected component of $\mathcal{S}$ containing ( 0,0 ). (In a neighborhood of $(0,0) \mathcal{S}$ agrees with $\mathcal{S}_{0}$.) Then one of the following statements is true:
(i) $\mathcal{S}_{0}$ is bounded and there is an $\epsilon^{*} \in(0, E)$ such that $\mathcal{S}_{0} \subset \mathcal{O}\left(\epsilon^{*}\right)$. There is an essential map (i.e., a continuous map not homotopic to a constant) $\sigma$ from $\mathcal{S}_{0}$ onto the $m$-dimensional sphere $\mathbb{S}^{m}$ whose restriction to $\mathcal{S}_{0} \backslash$ $\{(0,0)\}$ is inessential. Moreover, $\mathcal{S}_{0}$ contains a connected subset $\mathcal{S}_{00}$
that contains $(0,0)$, that has the same properties as $\mathcal{S}_{0}$ with respect to $\sigma$, and that has the property that each point of it has Lebesgue dimension at least $m$.
(ii) $\mathcal{S}_{0} \backslash \mathcal{O}(\epsilon) \neq \emptyset$ for all $\epsilon \in(0, E)$ or $\mathcal{S}_{0}$ is unbounded. For each $\epsilon \in(0, E)$ there is a modified equation $x=\varphi(x, \lambda, \epsilon) F(x, \lambda)(c f$. (7.4)) defined on all of $\mathcal{X} \times \mathbb{R}^{m}$ that agrees with $x=F(x, \lambda)$ on $\mathcal{O}(\epsilon)$. The one-point compactification $\mathcal{S}_{0}^{+}(\epsilon)$ of the connected component $\mathcal{S}_{0}(\epsilon)$ containing $(0,0)$ of the set of solution pairs of the modified equation has the same properties as $\mathcal{S}_{0}$ in statement (i).

We prove this theorem, which generalizes results of Alexander and Yorke (1976), in $\S 7$. Without comment we shall shift the base point $(0,0)$ in this theorem to any other point. In our problem the role of $\lambda$ is played by ( $U, P$ ). In case (i) the theorem states that the set of solution-parameter pairs $(x, \lambda)$ of the equation $x=F(x, \lambda)$ has a connected subset $\mathcal{S}_{00}$ containing ( 0,0 ) and having dimension at least 2 at each point. This means that $\mathcal{S}_{00}$ contains a subset that looks like a surface. The statement about the essential map roughly means that $\mathcal{S}_{0}$ cannot abruptly terminate and that it looks like a sphere to which are possibly attached further solution pairs.

We set
(5.5) $\mathbf{f}(\mathbf{q}, p, s) \equiv\left(-N_{s}+\left(\Theta^{\prime}(s)+\mu\right) H+p \eta,-H_{s}-\left(\Theta^{\prime}(s)+\mu\right) N-p \nu,-M_{s}+\eta N-\nu H\right)$
where the arguments of $N, N_{s}$, etc., are $\mathbf{q}, s$. By substituting the constitutive equations (2.20) and the pressure equation (4.16) into the equilibrium equations (2.14)(2.16), and then carrying out the indicated differentiations, we find that the system (2.14)-(2.16), (2.20), (4.16) is formally equivalent to

$$
\begin{align*}
\mathbf{q}(s) & =\mathbf{q}(0)+\int_{0}^{s} \mathbf{Q}_{\mathbf{q}}(\mathbf{q}(\xi), \xi)^{-1} \mathbf{f}(\mathbf{q}(\xi), p[\zeta, U, P](\xi), \xi) d \xi  \tag{5.6}\\
& \equiv \mathbf{q}(0)+\mathbf{g}[\mathbf{q}, \zeta, U, P](s) \tag{5.7}
\end{align*}
$$

In consonance with (4.4b) we take

$$
\begin{equation*}
\eta(0)=0 . \tag{5.8}
\end{equation*}
$$

We define the operators $\mathbf{q}^{\sharp} \equiv\left(\nu^{\sharp}, \eta^{\sharp}, \mu^{\sharp}\right)$ by

$$
\begin{equation*}
\mathbf{q}^{\sharp}[\zeta, \psi, U, P](s) \equiv \mathbf{g}[\hat{\mathbf{q}}[\zeta, \psi], \zeta, U, P](s) . \tag{5.9}
\end{equation*}
$$

We now use (4.7), (4.19), (4.20) to convert (5.5), (5.6) to

$$
\begin{gather*}
\zeta(s)=Z(0)-i \int_{0}^{s} e^{i \hat{\theta}(\xi)}\left\{\nu_{0}+\nu^{\sharp}[\zeta, \psi, U, P](\xi)+i \eta^{\sharp}[\zeta, \psi, U, P](\xi)\right\} d \xi  \tag{5.10}\\
\equiv Z(0)+x^{\sharp}\left[\zeta, \psi, \nu_{0}, U, P\right](s)+i y^{\sharp}\left[\zeta, \psi, \nu_{0}, U, P\right](s), \\
\psi(s)=\mu_{0} s+\int_{0}^{s} \mu^{\sharp}[\zeta, \psi, U, P](\xi) d \xi, \tag{5.11}
\end{gather*}
$$

where the unknown constants $\nu_{0}$ and $\mu_{0}$ are equal to $\hat{\nu}(0)$ and $\hat{\mu}(0)$.
Remark. System (5.10), (5.11) would have a fixed-point form if the constants $\nu_{0}$ and $\mu_{0}$ were chosen to depend on $(\zeta, \psi)$. To get a useful fixed-point form in $\mathcal{V} \cap\{(\zeta, \psi):(4.1 \mathrm{c})$ holds $\}$, we should like to choose $\nu_{0}$ and $\mu_{0}$ to ensure that the
right-hand sides of (5.10), (5.11) satisfy (4.6), i.e., so that

$$
\begin{align*}
& y^{\sharp}\left[\zeta, \psi, \nu_{0}, U, P\right](L)=0,  \tag{5.12a}\\
& x^{\sharp}\left[\zeta, \psi, \nu_{0}, U, P\right]^{\prime}(L)=0,  \tag{5.12b}\\
& \mu_{0} L+\int_{0}^{L} \mu^{\sharp}[\zeta, \psi, U, P](\xi) d \xi=0 . \tag{5.12c}
\end{align*}
$$

Unfortunately, we have only two constants available to satisfy three relations. The situation is actually somewhat worse: If we compute the matrix of partial derivatives of the left-hand sides of (5.12) with respect to $\nu_{0}$ and $\mu_{0}$, we get

$$
\left(\begin{array}{cc}
-\int_{0}^{L} \cos \hat{\theta}(\xi) d \xi & 0  \tag{5.13}\\
\sin \hat{\theta}(L) & 0 \\
0 & L
\end{array}\right)
$$

which reduces to

$$
\left(\begin{array}{ll}
0 & 0  \tag{5.14}\\
0 & 0 \\
0 & L
\end{array}\right)
$$

in the trivial state with $(U, P)=(0,0)$. Thus there is no way to use the classical implicit function theorem directly to solve (5.12) for $\nu_{0}$ and $\mu_{0}$ as functionals of $(\zeta, \psi)$ near the trivial solution or to get any such representation for $\nu_{0}$. We could solve for $\mu_{0}$ as a functional of $(\zeta, \psi)$, by defining it to be the solution of (5.12c) so that (4.6c) would hold. But while this definition of $\mu_{0}$ is useful for certain problems with constant hydrostratic pressure (cf. Antman (1973)), it does not compensate for the degeneracy inherent in (5.14). We could replace the $\hat{\theta}(\xi)$ in the integrand in (5.10) with $\mu_{0} \xi+$ $\int_{0}^{\xi} \mu^{\sharp}[\zeta, \psi, U, P](\omega) d \omega$ and thus introduce the parameter $\mu_{0}$ elsewhere in our equations, but such a step does not ameliorate the situation. In short, the complexity of our class of admissible configurations satisfying (2.1) prevents us from setting up our fixed-point problem in the most obvious way. We now exploit the underlying mechanics and geometry of our problem to resolve this difficulty by a less straightforward procedure.

Since we have no assurance that the right-hand sides of (5.10), (5.11) take $\mathcal{A}$ or even $\mathcal{A} \sharp$ into $\mathcal{V}$, we contrive to cast our problem in a more suitable form. We let $\alpha$ and $\beta$ play the roles of $\nu_{0}$ and $\mu_{0}$. Then in place of (5.10)-(5.12) we consider

$$
\begin{align*}
& x(s)=X(0)+x^{\sharp}[\zeta, \psi, \alpha, U, P](s)+\frac{2 L}{\pi} x^{\sharp}[\zeta, \psi, \alpha, U, P]^{\prime}(L) \cos \frac{\pi s}{2 L}, \\
& y(s)=y^{\sharp}[\zeta, \psi, \alpha, U, P](s)-y^{\sharp}[\zeta, \psi, \alpha, U, P](L) \sin \frac{\pi s}{2 L}, \\
& \psi(s)=\beta s+\int_{0}^{s} \mu^{\sharp}[\zeta, \psi, U, P](\xi) d \xi,  \tag{5.15a}\\
& \alpha=\alpha+x^{\sharp}[\zeta, \psi, \alpha, U, P]^{\prime}(L), \\
& \beta=\beta+y^{\sharp}[\zeta, \psi, \alpha, U, P](L) .
\end{align*}
$$

We abbreviate (5.15a) as

$$
\begin{equation*}
(\zeta, \psi, \alpha, \beta)=\mathbf{k}[\zeta, \psi, \alpha, \beta, U, P] . \tag{5.15b}
\end{equation*}
$$

It is easy to see that $\mathbf{k}[\zeta, \psi, \alpha, \beta, U, P]$ satisfies (4.1a,b), (4.3) (and thus $\mathbf{k}$ takes $\mathcal{A} \times \mathbb{R}^{4}$ into $\mathcal{V} \times \mathbb{R}^{2}$ ) and that if ( $\left.\zeta, \psi, \alpha, \beta\right)$ in $\mathcal{A} \times \mathbb{R}^{2}$ satisfies (5.15), then ( $\zeta, \psi$ ) satisfies all the conditions of BVP, except possibly (4.1c), which is equivalent to (4.6c).

Furthermore, $\alpha=\hat{\nu}(0)$ and $\beta=\hat{\mu}(0)$ and conversely, if $(\zeta, \psi, U, P)$ in $\mathcal{A} \times \mathbb{R}^{2}$ satisfies BVP, except for (4.1c), then ( $\zeta, \psi, \hat{\nu}(0), \hat{\mu}(0), U, P)$ satisfies (5.15). We now show that under mild conditions $(\zeta, \psi)$ must satisfy (4.6c) as well.

Proposition 5.16. Let $(\zeta, \psi, \alpha, \beta) \in \mathcal{A} \times \mathbb{R}^{2}$ satisfy (5.15) and

$$
\begin{align*}
\frac{N(\hat{\mathbf{q}}[\zeta, \psi](L), L)}{\hat{\nu}[\zeta, \psi](L)} & <\frac{H(\hat{\mathbf{q}}[\zeta, \psi](L), L)}{\hat{\eta}[\zeta, \psi](L)}  \tag{5.17}\\
& \equiv \int_{0}^{1} H_{\eta}(\hat{\nu}[\zeta, \psi](L), \alpha \hat{\eta}[\zeta, \psi](L), \hat{\mu}[\zeta, \psi](L), L) d \alpha
\end{align*}
$$

(when $\hat{\eta}[\zeta, \psi](L) \neq 0)$. Then $(\zeta, \psi)$ satisfies BVP.
Remarks. The identity in (5.17), which is used to define the limit of the second quotient as $\eta \rightarrow 0$, follows from (2.22b) and the Mean Value Theorem. By virtue of (2.21), condition (5.17) holds in the trivial state, in which its left-hand side is zero, and therefore holds in a neighborhood of this state. It also holds when $\check{N}(L)<0$, i.e., when the material of the ring at $L$ is in compression. We might expect this condition to hold, at least for moderate deformations, because such a compression of the ring is a likely effect of a positive pressure exerted on it by the surrounding fluid (when $P>0$ ). The violation of (5.17), which could occur when the ring is under sufficiently large tension at its trailing point, is associated with a shear instability (cf. Antman and Carbone (1977)). We could show that such a possibility is precluded either by obtaining a suitable a priori estimate or else by elevating (5.17) into the (reasonable) constitutive restriction:

$$
\begin{equation*}
\frac{N(\mathbf{q}, L)}{\nu}<\frac{H(\mathbf{q}, L)}{\eta} \quad \forall \mathbf{q} \in \mathcal{Q}(L), \quad \eta \neq 0 \tag{5.18}
\end{equation*}
$$

Proof of Proposition 5.16. In view of the remarks preceding the statement of the proposition, it suffices to show that (4.1c) holds. Let $\phi$ be the angle between $\zeta^{\prime}$ and the negative $y$-axis:

$$
\begin{equation*}
\zeta^{\prime}=-i\left|\zeta^{\prime}\right| e^{i \phi} \tag{5.19}
\end{equation*}
$$

with $\phi(0)=0$. Equation (4.20) then implies that

$$
\begin{equation*}
\hat{\nu}+i \hat{\eta}=\left|\zeta^{\prime}\right| e^{i(\phi-\hat{\theta})} \tag{5.20}
\end{equation*}
$$

Since $\zeta$ is a simple, closed, positively oriented, continuously differentiable curve, it follows that

$$
\begin{equation*}
\phi( \pm L)= \pm \pi \tag{5.21}
\end{equation*}
$$

Since the membership of $(\zeta, \psi)$ in $\mathcal{A}$, defined in (4.22a), implies that (2.11) holds, it follows that $\hat{\nu}(s)$ must be positive for all $s$. It then follows from (5.20) that $\cos (\phi(s)-$ $\hat{\theta}(s))>0$, and since $\hat{\theta}(0)=0=\phi(0)$ by (4.5), it follows from the continuity of $\phi-\hat{\theta}$ that $|\phi(s)-\hat{\theta}(s)|<\pi / 2$. Thus (5.21) yields

$$
\begin{equation*}
|\hat{\theta}(L)-\pi|<\frac{\pi}{2} . \tag{5.22}
\end{equation*}
$$

Now the integral of (2.12) over ( $-L, L$ ) yields

$$
\begin{equation*}
\left.(\check{N}+i \check{H}) e^{i \hat{\theta}}\right|_{-L} ^{L}=\int_{-L}^{L} p[\zeta, U, P](s) \zeta^{\prime}(s) d s \tag{5.23}
\end{equation*}
$$

The Kutta-Joukowski Theorem stated in $\S 6$ implies that the integral on the right-hand side of (5.23), which is the net force exerted by the inviscid fluid on the deformed ring, must vanish, and consequently the left-hand side must vanish. (The fundamental "stress principle" or law of action and reaction embodied in the integrals of (2.12) over arbitrary intervals would directly imply that the left-hand side of (5.23) would vanish, were it not for the distinguished role we have assigned to $\pm L$.) We now use (2.20), (2.22a,b), (4.4a, c), and the evenness of $H$ in $s$ to deduce from (5.23) that

$$
\begin{equation*}
N(\hat{\mathbf{q}}(L), L) \sin \hat{\theta}(L)+H(\hat{\mathbf{q}}(L), L) \cos \hat{\theta}(L)=0 . \tag{5.24}
\end{equation*}
$$

From (2.7), (4.6b) we obtain

$$
\begin{equation*}
\hat{\nu}(L) \sin \hat{\theta}(L)+\hat{\eta}(L) \cos \hat{\theta}(L)=0 . \tag{5.25}
\end{equation*}
$$

Since (5.24), (5.25), regarded as a linear system for $\sin \hat{\theta}(L), \cos \hat{\theta}(L)$, cannot have a trivial solution, we conclude that

$$
\begin{equation*}
\hat{\eta}(L) N(\hat{\mathbf{q}}(L), L)=\hat{\nu}(L) H(\hat{\mathbf{q}}(L), L) . \tag{5.26}
\end{equation*}
$$

(The arguments of the functions in (5.26) are understood to equal those of (5.17).) Condition (5.17) implies that (5.26) is satisfied if and only if $\hat{\eta}(L)=0$. From (5.20) we thus find that $\sin (\phi(L)-\hat{\theta}(L))=0$. It follows from (5.22) that $\hat{\theta}(L)=\phi(L)=\pi$.

We now introduce the subsets $\mathcal{O}(\epsilon)$ of the domain of definition of $\mathbf{k}$ that are used in Theorem 5.1. Let $(\zeta, \psi) \in \mathcal{A}$. We define

$$
\begin{align*}
& \hat{\epsilon}[\zeta, \psi] \equiv \min \left\{l[\zeta], \min \left\{\hat{\nu}[\zeta, \psi](s)-\kappa\left(\psi^{\prime}(s), s\right)\right\}\right\}  \tag{5.27a}\\
& E \equiv \hat{\epsilon}[Z, 0] \tag{5.27b}
\end{align*}
$$

For each $\epsilon \in[0, E)$, we define

$$
\begin{equation*}
\mathcal{O}(\epsilon) \equiv\left\{(\zeta, \psi, \alpha, \beta, U, P) \in \mathcal{V} \times \mathbb{R}^{4}: \hat{\epsilon}[\zeta, \psi]>\epsilon, \zeta \text { has positive orientation }\right\} \tag{5.28}
\end{equation*}
$$

(Note that $\mathcal{O}(\epsilon) \subset \mathcal{A} \times \mathbb{R}^{4}$.) Clearly $\mathcal{O}(\epsilon)$ satisfies (5.2)-(5.4) with $\mathcal{O}=\mathcal{O}(0)=\mathcal{A} \times \mathbb{R}^{4}$ and with $(0,0)$ replaced with ( $Z, 0,1,0,0,0$ ).

Proposition 5.29. $\mathbf{k}$ is continuous on $\mathcal{A} \times \mathbb{R}^{4}$ and is continuously Fréchet differentiable with respect to $(\zeta, \psi, \alpha, \beta, P)$ if $U=0$. The restriction of $\mathbf{k}$ to $\mathcal{O}(\epsilon)$ is compact for every $\epsilon \in(0, E)$.

Proof. The continuity and Fréchet differentiability follow immediately from their definitions and from Theorem 4.15. The compactness follows from the Arzelà-Ascoli Theorem and Theorem 4.15 in a straightforward way. (Note that for arbitrary $\epsilon>0$ the set $\{(\nu, \eta, \mu, s) \in \mathcal{Q}: \nu-\kappa(\mu, s) \geq \epsilon, \nu+|\eta|+|\mu| \leq 1 / \epsilon\}$ is a compact subset of Q.)

The way we have replaced $\hat{\nu}(0), \hat{\mu}(0)$ with $\alpha, \beta$ was designed precisely to compensate for the degeneracy inherent in (5.14) and to enable us to prove the following proposition.

Proposition 5.30. The Fréchet derivative of $\mathbf{I}-\mathbf{k}$ with respect to $(\zeta, \psi, \alpha, \beta)$ about the trivial state $(\zeta, \psi, \alpha, \beta, U, P)=(Z, 0,1,0,0,0)$ is an invertible linear mapping of $\mathcal{V} \times \mathbb{R}^{2}$ onto itself.

Proof. In view of Proposition 5.29, we can use the Open Mapping Theorem and the Fredholm Alternative to reduce the proof to showing that this derivative is injective, i.e., to showing that the linearization of (5.15) about the trivial solution has the unique zero solution. By an argument analogous to that leading up to Proposition 5.16, we can show that the linearization of (5.15) is equivalent to the linearization of BVP. (In particular, the treatment of the linearization of (4.6c) follows that for (4.6c)
itself.) This linearization of (5.15) can be formally obtained by assuming that all the variables depend upon a small parameter $\tau$ with the trivial state corresponding to $\tau=0$, then by differentiating the governing equations with respect to $\tau$, and finally by setting $\tau=0$. The value of the derivative of a variable such as $\nu$ with respect to $\tau$ at $\tau=0$ is denoted $\dot{\nu}$. Variables with dots are the unknowns of the linearization. The values of constitutive functions at the trivial state are identified by the superscript 0 . Thus, e.g., $N_{\nu}^{0}(s) \equiv N_{\nu}(1,0,0, s)$. In deriving the linearization we have used (4.4) and the evenness of $\mathbf{Q}(\mathbf{q}, \cdot)$ to show that various constitutive functions, such as $N_{\eta}$ are zero in the trivial state. We use (4.16) to show that $\dot{p}=0$. The linearization of BVP is accordingly given by

$$
\begin{equation*}
\dot{x}^{\prime}=\dot{\nu} \sin \Theta+(\dot{\eta}+\dot{\theta}) \cos \Theta, \quad \dot{y}^{\prime}=-\dot{\nu} \cos \Theta+(\dot{\eta}+\dot{\theta}) \sin \Theta, \quad \dot{\theta}^{\prime}=\dot{\mu} \tag{5.31a}
\end{equation*}
$$

$$
\begin{array}{lll}
\dot{x}(s)=\dot{x}(-s), & \dot{y}(s)=-\dot{y}(-s), & \dot{\theta}(s)=-\dot{\theta}(-s), \\
\dot{\nu}(s)=\dot{\nu}(-s), & \dot{\eta}(s)=-\dot{\eta}(-s), & \dot{\mu}(s)=\dot{\mu}(-s), \\
\dot{y}( \pm L)=0, & \dot{x}^{\prime}( \pm L)=0, & \dot{\theta}( \pm L)=0
\end{array}
$$

$$
\begin{gather*}
\dot{N}^{\prime}=\Theta^{\prime} \dot{H}, \quad \dot{H}^{\prime}=-\Theta^{\prime} \dot{N}, \quad \dot{M}^{\prime}=-\dot{H},  \tag{5.31c}\\
\dot{N}=N_{\nu}^{0} \dot{\nu}+N_{\mu}^{0} \dot{\mu}, \quad \dot{H}=H_{\eta}^{0} \dot{\eta}, \quad \dot{M}=M_{\nu}^{0} \dot{\nu}+M_{\mu}^{0} \dot{\mu} \tag{5.31d}
\end{gather*}
$$

From (5.31c) we obtain (the principle of virtual work)

$$
\begin{equation*}
\int_{-L}^{L}\left[\dot{y}(-\dot{N} \cos \Theta+\dot{H} \sin \Theta)^{\prime}+\dot{x}(\dot{N} \sin \Theta+\dot{H} \cos \Theta)^{\prime}+\dot{\theta}\left(\dot{M}^{\prime}+\dot{H}\right)\right] d s=0 \tag{5.32}
\end{equation*}
$$

We integrate (5.32) by parts and then use (5.31a,b,d) to obtain

$$
\begin{equation*}
\int_{-L}^{L}\left[\left(N_{\nu}^{0} \dot{\nu}+N_{\mu}^{0} \dot{\mu}\right) \dot{\nu}+H_{\eta}^{0} \dot{\eta}^{2}+\left(M_{\nu}^{0} \dot{\nu}+M_{\mu}^{0} \dot{\mu}\right) \dot{\mu}\right] d s=0 \tag{5.33}
\end{equation*}
$$

Since the integrand of (5.33) is positive definite by (2.21), we find that $\dot{\nu}=\dot{\eta}=\dot{\mu}=0$, whence the triviality of the solution follows.

From Propositions 5.29, 5.30 and the Implicit Function Theorem in Banach space we deduce the following theorem.

Theorem 5.34. Let $U=0$. There exists a neighborhood $\mathcal{E}$ of $(\zeta, \psi, \alpha, \beta)=$ $(Z, 0,1,0)$ in $\mathcal{A} \times \mathbb{R}^{2}$ and a number $\tilde{P}>0$ such that if $|P|<\tilde{P}$, then (5.15) has exactly one solution $(\tilde{\zeta}(P)(\cdot), \tilde{\psi}(P)(\cdot), \tilde{\alpha}(P), \tilde{\beta}(P))$ in $\mathcal{E}$. The mapping taking $P$ into this solution is continuously differentiable.

Since the set of bounded linear invertible mappings is open in the space of bounded linear mappings of a Banach space into itself, we can choose $\tilde{P}$ so small that the Fréchet derivative $\mathbf{I}-\mathbf{k}_{(\zeta, \psi, \alpha, \beta)}(\tilde{\zeta}(P)(\cdot), \tilde{\psi}(P)(\cdot), \tilde{\alpha}(P), \tilde{\beta}(P), 0, P)$ of $\mathbf{I}-\mathbf{k}$ is invertible. Accordingly, we define
$\mathcal{P} \equiv\left\{P \in \mathbb{R}:(5.15)\right.$ has a solution $\left(\zeta^{\star}(P)(\cdot), \psi^{\star}(P)(\cdot), \alpha^{\star}(P), \beta^{\star}(P)\right)$ for $U=0$, $\mathbf{I}-\mathbf{k}_{(\zeta, \psi, \alpha, \beta)}\left(\zeta^{\star}(P)(\cdot), \psi^{\star}(P)(\cdot), \alpha^{\star}(P), \beta^{\star}(P), 0, P\right)$ is invertible $\}$.

By Theorem 5.34 we know that $\mathcal{P}$ contains a nonempty interval containing zero. Let

$$
\begin{equation*}
\mathcal{S} \equiv\left\{(\zeta, \psi, \alpha, \beta, U, P) \in \mathcal{A} \times \mathbb{R}^{4}:(5.15) \text { holds }\right\} \tag{5.36}
\end{equation*}
$$

It is the set of solution-parameter pairs of (5.15). Let $P_{0} \in \mathcal{P}$ and let

$$
\begin{equation*}
\left(\zeta_{0}, \psi_{0}, \alpha_{0}, \beta_{0}\right)=\left(\zeta^{\star}\left(P_{0}\right)(\cdot), \psi^{\star}\left(P_{0}\right)(\cdot), \alpha^{\star}\left(P_{0}\right), \beta^{\star}\left(P_{0}\right)\right) \tag{5.37}
\end{equation*}
$$

be defined as in (5.35). We define $\mathcal{S}_{0}$ to be the connected component of $\mathcal{S}$ containing ( $\zeta_{0}, \psi_{0}, \alpha_{0}, \beta_{0}, 0, P_{0}$ ). Proposition 5.29, the membership of $P_{0}$ in $\mathcal{P}$, and Theorem 5.1 now yield our fundamental result, which asserts the existence of a two-dimensional connected set of solution-parameter pairs of (5.15) having nice topological properties.

Theorem 5.38. At least one of the following statements holds:

$$
\begin{align*}
& \exists \epsilon_{1} \in(0, E) \text { such that } \mathcal{S}_{0} \subset \mathcal{O}\left(\epsilon_{1}\right), \quad \mathcal{S}_{0} \text { is bounded, }  \tag{5.39a}\\
& \mathcal{S}_{0} \cap[\mathcal{O} \backslash \mathcal{O}(\epsilon)] \neq \emptyset \quad \forall \epsilon \in(0, E) \text { or } \mathcal{S}_{0} \text { is unbounded. } \tag{5.39b}
\end{align*}
$$

If (5.39a) holds, then there is an essential mapping $\sigma$ from $\mathcal{S}_{0}$ to $\mathbb{\$}^{2}$ whose restriction to $\mathcal{S}_{0} \backslash\left\{\left(\zeta_{0}, \psi_{0}, \alpha_{0}, \beta_{0}, 0, P_{0}\right)\right\}$ is inessential. Moreover, $\mathcal{S}_{0}$ contains a subset $\mathcal{S}_{00}$ each point of which has topological dimension at least 2. The restriction of $\sigma$ to $\mathcal{S}_{00}$ is essential. If (5.39b) holds, then for each $\epsilon$ there is a compact and continuous operator $\mathbf{k}_{\epsilon}$ on $\mathcal{V} \times \mathbb{R}^{4}$ such that the equation $(\zeta, \psi, \alpha, \beta)=\mathbf{k}_{\epsilon}[\zeta, \psi, \alpha, \beta, U, P]$ on $\mathcal{V} \times \mathbb{R}^{4}$ agrees with (5.15b) on $\mathcal{O}(\epsilon)$. The one-point compactification $\mathcal{S}_{0}^{+}(\epsilon)$ of the connected component $\mathcal{S}_{0}(\epsilon)$ of its solution pairs containing $(0,0)$ has the same properties as $\mathcal{S}_{0}$ in statement (i).

Remark. We have not yet been able to show that $\mathbf{k}$ is Fréchet differentiable with respect to $(\zeta, \psi, \alpha, \beta)$ when $U \neq 0$. For this reason we cannot invoke the local Implicit Function Theorem in Banach space to assert that $\mathcal{S}_{0}$ (or $\mathcal{S}$ ) is a $C^{1}$-surface of dimension 2 near ( $\zeta_{0}, \psi_{0}, \alpha_{0}, \beta_{0}, 0, P_{0}$ ). Such a result would be necessary to justify the most primitive of perturbation methods.

We now study solutions of (5.15) with $P$ fixed at a value $P_{0}$ in $\mathcal{P}$.
Theorem 5.40. Let $P_{0} \in \mathcal{P}$ and let (5.37) hold. Then there is a number $U_{1}>0$, depending on $P_{0}$, such that the set

$$
\begin{equation*}
\mathcal{S}_{*}\left(P_{0}\right) \equiv \bigcup_{|U| \leq U_{1}}\left\{\left(\zeta, \psi, \alpha, \beta, U, P_{0}\right) \in \mathcal{S}\right\} \tag{5.41}
\end{equation*}
$$

contains a connected subset joining the planes $U= \pm U_{1}$. (Thus there is a solution for each $U$ with $|U| \leq U_{1}$.)

Proof. The existence of a branch bifurcating from (5.37) follows from a oneparameter version of Theorem 5.38. Since $\mathbf{I}-\mathbf{k}_{(\zeta, \psi, \alpha, \beta)}\left(\zeta_{0}, \psi_{0}, \alpha_{0}, \beta_{0}, 0, P\right)$ is invertible, it follows that $\left(\zeta_{0}, \psi_{0}, \alpha_{0}, \beta_{0}, 0, P\right)$ is an isolated solution of (5.15) in the space $\mathcal{V} \times$ $\mathbb{R}^{2} \times\{0\} \times\left\{P_{0}\right\}$. Thus the values of $U$ on the branch cannot be confined to zero. Since (5.15) is even in $U$, the values of $U$ must be symmetrically disposed about $U=0$.

Remark. These theorems describe the connectivity properties of solution sextuples $(\zeta, \psi, \alpha, \beta, U, P)$ of the modified problem (5.15). It is easy to use the relations $\alpha=$ $\hat{\nu}(0)$ and $\beta=\hat{\mu}(0)$ to show that the same results apply to the solution quadruples $(\zeta, \psi, U, P)$ of the original BVP, except possibly for (4.1c), which can be handled with Proposition 5.16.

Remark. For $P$ held fixed at a positive $P_{0} \in \mathcal{P}$, the continuity of $p[\cdot, \cdot, \cdot]$, defined in (4.16), ensures that the pressure on the ring is everywhere positive if $U$ is small enough. If the pressure becomes negative on part of the ring, then cavitation occurs. Note that the speed $|w|$ of the flow has a strict maximum on $\operatorname{cl} \mathcal{F}[\zeta]$ on its boundary $\zeta$ (as can be shown by mapping $\mathcal{F}[\zeta]$ onto a bounded region and applying a maximum principle). Thus the second summand in (4.16) is negative somewhere on the ring.

For $P$ held fixed at 0 and $U \neq 0$, there must be a place on the ring where the pressure is negative.
6. The conformal mapping problem for the flow about a symmetric ring. Our main goal in this section is to prove Theorem 4.15. We use the results of §3. Let $\zeta \in C^{1, \alpha} \cap \mathcal{Z}^{+}$be a simple closed positively oriented curve satisfying (4.3a). Without loss of generality we assume that 0 lies inside of $\zeta$. Our flow problem FP is to find a complex potential $\Omega=\Phi+i \Psi$ holomorphic on $\mathcal{F}[\zeta]$ with $\Omega^{\prime}$ continuous on $\operatorname{cl} \mathcal{F}[\zeta]$ that satisfies (3.9), (3.10), and the symmetry condition

$$
\begin{equation*}
\Omega(\bar{z})=\bar{\Omega}(z) \text { or, equivalently, } \Phi(x, y)=\Phi(x,-y) \tag{6.1a}
\end{equation*}
$$

By virtue of (3.6a), this condition is in turn equivalent to

$$
\begin{equation*}
u(x, y)=u(x,-y), \quad v(x, y)=-v(x,-y) \tag{6.1b}
\end{equation*}
$$

Condition (6.1b) ensures (3.7), which states that the flow has zero circulation (cf. Brezis and Stampacchia (1976)). The Kutta-Joukowski Theorem states that the resultant force on the ring produced by the flow $w[\zeta, U]$ is $-i \rho U \int_{\zeta} w[\zeta, U](z) d z$. This vanishes when (3.7) holds (in which case we have d'Alembert's paradox that the resultant force on the ring is zero). The Blasius Theorem states that the resultant moment on the ring produced by the flow $w[\zeta, U]$ is $-\frac{\rho}{2} \operatorname{Re} \int_{\zeta} z w[\zeta, U](z)^{2} d z$. That (6.1) forces this integral to vanish is our main motivation for adopting this restriction. We can prove Theorem 4.15 when the circulation is zero without invoking (6.1), but we do not emphasize this point. At several places our analysis makes contact with standard results on existence and uniqueness of solutions to FP. It is nevertheless necessary for us to reiterate some of the steps in order to show precisely how the boundary values of solutions depend on $\zeta$.

Let

$$
\begin{equation*}
\mathcal{D} \equiv\{\omega \in \mathbb{C}:|\omega|<1\} \tag{6.2}
\end{equation*}
$$

We shall reduce FP to finding a conformal mapping $f$ from $\mathcal{F}[\zeta]$ to $\mathbb{C} \backslash \mathrm{cl} \mathcal{D}$.
For technical reasons it is convenient to study conformal mappings from bounded sets to bounded sets. For this purpose we express $f$ as a composition of the inversion $\mathcal{F}[\zeta] \ni z \mapsto 1 / z$ followed by a mapping $g[\zeta]^{-1}$ and then followed by another inversion $\omega \mapsto 1 / \omega$. See Fig. 6.3. Since our aim is to determine precisely how the flow variables depend on $\zeta$, we must determine precisely how $g[\zeta]$ depends on $\zeta$. Nevertheless, for notational simplicity we shall often suppress the dependence of variables on $\zeta$ in our computations, but not in the statements of important results.

We now introduce a class of boundary shapes that are compatible with the analysis of the ring problem in $\S \S 4$ and 5 and that promote the analysis of the conformal mapping problem formulated below. For $0<\alpha \leq 1,0<h_{1}<h_{2}, 0<\delta$ we define

$$
\begin{align*}
& \mathcal{Z}^{ \pm}\left(\alpha, h_{1}, h_{2}, \delta\right) \equiv \mathcal{A}\left(h_{1}, h_{2}\right) \cap C^{1, \alpha} \cap \mathcal{Z}^{ \pm}(\delta), \\
& \mathcal{Z}^{ \pm}\left(\alpha, h_{1}, h_{2}\right) \equiv \mathcal{A}\left(h_{1}, h_{2}\right) \cap C^{1, \alpha} \cap \mathcal{Z}^{ \pm}  \tag{6.4}\\
& \mathcal{A}\left(h_{1}, h_{2}\right) \equiv\left\{\zeta: h_{1}<|\zeta|<h_{2},(4.3 \mathrm{a}) \text { holds, } \operatorname{Re} \zeta( \pm L)>\operatorname{Re} \zeta(0)\right\}
\end{align*}
$$

Definition 6.5. For $\zeta \in \mathcal{Z}^{+}\left(\alpha, h_{1}, h_{2}\right), \mathcal{I}[\zeta]$ is the domain of $\mathbb{C}$ enclosed by the curve $1 / \zeta$.

The following result is immediate.


FIG. 6.3. Conformal mappings. The positive (counterclockwise) orientation we have adopted for $\varsigma$ is a negative orientation for the boundary of $\mathcal{F}$. The counterclockwise orientation of $\varsigma$ is reversed by the inversion $z \mapsto 1 / z$ so that the boundaries of $I$ and $D$ are shown with clockwise orientations. The parameter $\gamma$ for $\partial D$ corresponds to this orientation.

Lemma 6.6. Let $0<\alpha \leq 1,0<h_{1}<h_{2}$. The mapping $\mathcal{Z}+\left(\alpha, h_{1}, h_{2}\right) \ni \zeta \mapsto$ $1 / \zeta \in \mathcal{Z}^{-}\left(\alpha, h_{2}^{-1}, h_{1}^{-1}\right)$ is continuous in the $C^{1, \alpha}$-norm.

For $0<\alpha \leq 1,0<h_{1}<h_{2}$, let $\zeta \in \mathcal{Z}^{+}\left(\alpha, h_{1}, h_{2}\right)$. Our conformal mapping problem (CMP) is to find a continuously differentiable homeomorphism

$$
\begin{equation*}
f: \operatorname{cl} \mathcal{F}[\zeta] \rightarrow \mathbb{C} \backslash \mathcal{D} \tag{6.7a}
\end{equation*}
$$

with

$$
\begin{align*}
& f(\partial \mathcal{F}[\zeta])=\partial \mathcal{D}  \tag{6.7b}\\
& f(\infty)=\infty  \tag{6.7c}\\
& f^{\prime}(\infty) \text { exists and is a positive real number, }  \tag{6.7d}\\
& f(\bar{z})=\bar{f}(z) \tag{6.7e}
\end{align*}
$$

such that the restriction of $f$ to $\mathcal{F}[\zeta]$ is conformal. This problem is equivalent to that of finding a continuously differentiable homeomorphism

$$
\begin{equation*}
g: \operatorname{cl\mathcal {D}} \rightarrow \operatorname{cl} \mathcal{I}[\zeta] \tag{6.8a}
\end{equation*}
$$

with

$$
\begin{align*}
& g(\partial \mathcal{D})=\partial \mathcal{I}[\zeta]  \tag{6.8b}\\
& g(0)=0  \tag{6.8c}\\
& g^{\prime}(0) \text { is a positive real number, }  \tag{6.8d}\\
& g(\bar{z})=\bar{g}(z) \tag{6.8e}
\end{align*}
$$

such that the restriction of $g$ to $\mathcal{D}$ is conformal. We denote the solutions to these problems, each designated CMP, by $f[\zeta]$ and $g[\zeta]$. They are related by

$$
\begin{equation*}
f[\zeta](z)=\frac{1}{g[\zeta]^{-1}(1 / z)} \tag{6.9a}
\end{equation*}
$$

We readily find that

$$
\begin{equation*}
f[\zeta]^{\prime}(\infty)=g[\zeta]^{\prime}(0) \tag{6.9b}
\end{equation*}
$$

Theorem 6.10. Let f[C] satisfy CMP. Then FP has a solution

$$
\begin{equation*}
\Omega[\zeta, U]=\frac{U}{f[\zeta]^{\prime}(\infty)}\left\{f[\zeta]+\frac{1}{f[\zeta]}\right\} \tag{6.11}
\end{equation*}
$$

unique to within a real constant.
Proof. All the assertions, except the uniqueness, follow from direct computation. To prove uniqueness, let $\tilde{\Omega}$ be the difference of two solutions of FP. Set

$$
\begin{equation*}
H(\omega) \equiv \tilde{\Omega}(1 / g(\omega)), \quad \omega \in \operatorname{cl} \mathcal{D} \backslash\{0\} \tag{6.12}
\end{equation*}
$$

Since $\omega \mapsto \tilde{\Omega}^{\prime}(1 / g(\omega))$ is holomorphic on $\mathcal{D} \backslash\{0\}$ and tends to zero as $\omega$ tends to zero by (3.4a), it follows that

$$
\begin{equation*}
\lim _{\omega \rightarrow 0} \omega H^{\prime}(\omega)=-\lim _{\omega \rightarrow 0} \frac{\omega^{2} g^{\prime}(\omega)}{g(\omega)^{2}} \lim _{\omega \rightarrow 0} \frac{\tilde{\Omega}^{\prime}(1 / g(\omega))}{\omega} \in \mathbb{C} \tag{6.13}
\end{equation*}
$$

Since (6.1a) implies that $\int_{\partial \mathcal{D}} H^{\prime}(\omega) d \omega=\int_{\zeta} \tilde{\Omega}^{\prime}(z) d z=0$, it follows that $H^{\prime}$ is holomophic in $\mathcal{D}$. Conditions (3.9) and (6.8b) imply that $\operatorname{Im} H=0$ on $\partial \mathcal{D}$. Therefore $H$ and consequently $\tilde{\Omega}$ are real constants.

We now obtain some preliminary lemmas that will enable us not only to solve CMP, but also to determine how solutions depend on the shape $\zeta$ of the deformed ring. Our attention is focused on the boundary behavior of $g$.

Lemma 6.14. Let $0<\alpha \leq 1$ and let $\zeta \in C^{1, \alpha}$ satisfy $\left|\zeta^{\prime}(s)\right|>0$ everywhere. Let $\phi[\zeta](s)$ be (a branch of) the angle from the negative imaginary axis to $\zeta^{\prime}(s)$. Let $\phi[\zeta]$ be continuous. Then there is a positive constant a depending only on $\phi[\zeta](0), L, \alpha$ (and otherwise independent of $\zeta$ ) such that

$$
\begin{equation*}
\|\phi[\zeta]\|_{0, \alpha} \leq a\left(\|\zeta\|_{1, \alpha}+1\right)^{4 / \alpha}\left(\min \left|\zeta^{\prime}\right|\right)^{-4 / \alpha} \tag{6.15}
\end{equation*}
$$

Proof. $\phi[\zeta](s)$ satisfies $\zeta^{\prime}=-i\left|\zeta^{\prime}\right| e^{i \phi}$. Without loss of generality we take $\phi[\zeta](0)=0$. Therefore,

$$
\begin{align*}
|\sin (\phi(s)-\phi(t))| & =\left|\operatorname{Re}\left\{-i \frac{\zeta^{\prime}(s)}{\left|\zeta^{\prime}(s)\right|} \frac{\bar{\zeta}^{\prime}(t)}{\left|\zeta^{\prime}(t)\right|}\right\}\right|=\left|\operatorname{Re}\left\{i\left[\frac{\zeta^{\prime}(s)}{\left|\zeta^{\prime}(s)\right|}-\frac{\zeta^{\prime}(t)}{\left|\zeta^{\prime}(t)\right|}\right] \frac{\bar{\zeta}^{\prime}(t)}{\left|\zeta^{\prime}(t)\right|}\right\}\right|  \tag{6.16}\\
& \leq\left|\frac{\zeta^{\prime}(s)}{\left|\zeta^{\prime}(s)\right|}-\frac{\zeta^{\prime}(t)}{\left|\zeta^{\prime}(t)\right|}\right| \leq \frac{2\|\zeta\|_{1, \alpha}^{2}|s-t|^{\alpha}}{\min \left|\zeta^{\prime}(s)\right|^{2}}
\end{align*}
$$

Let us choose an integer $k[\zeta] \geq 1$ so that

$$
\begin{equation*}
\frac{L}{k} \leq 4^{-1 / a}\left(\min \left|\zeta^{\prime}(s)\right|\right)^{2 / \alpha}\|\zeta\|_{1, \alpha}^{-2 / \alpha}<\frac{L}{k-1} . \tag{6.17}
\end{equation*}
$$

Then

$$
\begin{equation*}
|\sin (\phi(s)-\phi(t))| \leq \frac{1}{2} \quad \text { when }|s-t| \leq \frac{L}{k} . \tag{6.18}
\end{equation*}
$$

It follows that $\phi$ can vary at most by $\pi / 3$ on an interval of the form $[j L / k,(j+1) L / k]$, $j=-k, \cdots, k-1$. Therefore,

$$
\begin{equation*}
|\phi| \leq \frac{k \pi}{3} \tag{6.19}
\end{equation*}
$$

Thus

$$
\begin{array}{r}
|\phi(s)-\phi(t)|=\frac{|\phi(s)-\phi(t)|}{|\sin (\phi(s)-\phi(t))|}|\sin (\phi(s)-\phi(t))| \leq \frac{2 \pi}{3}|\sin (\phi(s)-\phi(t))|  \tag{6.20}\\
\text { when }|s-t| \leq \frac{L}{k} .
\end{array}
$$

We combine (6.16) and (6.20) to estimate the Hölder quotient for $\phi$ when $|s-t| \leq L / k$. Otherwise, we find that $|\phi(s)-\phi(t)| \leq\left(2 k / L^{\alpha}\right)\|\phi\|_{0}|s-t|^{\alpha} \leq\left(2 k^{2} \pi / 3 L^{\alpha}\right)|s-t|^{\alpha}$ by (6.19). We now estimate $k$ from the second inequality of (6.17) to obtain (6.15).

We now state some results from complex function theory that are needed in the ensuing analysis.

Lemma 6.21. Let $\kappa$ be a simple closed continuously differentiable curve in $\mathbb{C}$ with $\left|\kappa^{\prime}\right|$ everywhere positive. If $h$ is a one-to-one holomorphic function taking $\mathcal{D}$ onto the interior of $\kappa$, then $h$ can be extended to $\operatorname{cl} \mathcal{D}$ so that the extension is a continuous bijection of $\mathrm{cl} \mathcal{D}$ onto $h(\mathrm{cl} \mathcal{D})$.

The proof is given by Hille (1962, p. 367).
Lemma 6.22 (Warschawski (1932), (1961), (1968)). Let $\kappa:[-L, L] \rightarrow \mathbb{C}$ and $h$ be as in Lemma 6.21. Let $\phi(\sigma)$ be the angle $(\bmod 2 \pi)$ that the tangent vector $\kappa^{\prime}(s)$ makes with the negative imaginary axis at the point $s$ with arc length parameter

$$
\sigma=\int_{0}^{s}\left|\kappa^{\prime}(t)\right| d t
$$

If the function $\phi$ is Hölder continuous with exponent $\alpha \in(0,1]$, then $h^{\prime}$ has a continuous extension to $\mathrm{cl} \mathcal{D}$ with $h^{\prime}$ vanishing nowhere on $\mathrm{cl} \mathcal{D}$.

Lemma 6.23 (Radó (1923, p. 182); cf. Gattegno and Ostrowski (1949, p. 29)). Let $\kappa, \kappa_{n}:[-L, L] \rightarrow \mathbb{C}, n=1,2, \cdots$ be simple closed continuously differentiable curves enclosing 0 with with $\left|\kappa^{\prime}\right|,\left|\kappa_{n}^{\prime}\right|$ everywhere positive. Let $h[\kappa], h\left[\kappa_{n}\right]$ be one-to-one holomorphic mappings from $\mathcal{D}$ onto the interiors of $\kappa$, $\kappa_{n}$, respectively, with
$h[\kappa](0)=h\left[\kappa_{n}\right](0)=0, h[\kappa]^{\prime}(0)>0, h\left[\kappa_{n}\right]^{\prime}(0)>0$. If $\kappa_{n}$ converges uniformly to $\kappa$ on $[-L, L]$, then $h\left[\kappa_{n}\right]$ converges uniformly to $h[\kappa]$ on $\mathrm{cl} \mathcal{D}$.

We can now prove our first basic result about the solvability of CMP and the regularity of its solution.

Theorem 6.24. Let $0<\alpha \leq 1,0<h_{1}<h_{2}, \zeta \in \mathcal{Z}^{ \pm}\left(\alpha, h_{1}, h_{2}\right)$. Then there is a unique conformal mapping $g[\zeta]$ satisfying CMP such that $g[\zeta]^{\prime}$ can be continuously extended to $\mathrm{cl} \mathcal{D}$ and vanishes nowhere on $\mathrm{cl} \mathcal{D}$. Moreover, if $\left\{\zeta_{k}\right\}$ is a sequence in $\mathcal{Z}^{ \pm}\left(\alpha, h_{1}, h_{2}\right)$ converging to $\zeta$ in the $C^{1, \alpha}$-norm, then $g\left[\zeta_{k}\right]$ converges uniformly to $g[\zeta]$ on $\operatorname{cl} \mathcal{D}$ and $g\left[\zeta_{k}\right]^{-1}\left(1 / \zeta_{k}(\cdot)\right)$ converges pointwise to $g[\zeta]^{-1}(1 / \zeta(\cdot))$ on $[-L, L]$.

Proof. The existence and uniqueness of a conformal mapping $g[\zeta]$ from $\mathcal{D}$ to $\mathcal{I}[\zeta]$ such that ( $6.8 \mathrm{c}, \mathrm{d}$ ) hold is ensured by the Riemann Mapping Theorem. Condition (6.8b) follows from Lemma 6.21. By (4.3a), $z \mapsto \overline{g[\zeta](\bar{z})}$ satisfies (6.8a-d). Hence (6.8e) is satisfied by the uniqueness ensured by the Riemann Mapping Theorem. That $g[\zeta]$ enjoys the regularity properties at the boundary follows from Lemmas $6.14,6.21$, 6.22. The uniform convergence of $g\left[\zeta_{k}\right]$ follows from Lemmas 6.6 and 6.23. To prove the last statement, let $\sigma_{0}=1 / \zeta(s), s \in[-L, L]$. Then $g\left[\zeta_{k}\right]^{-1}\left(1 / \zeta_{k}(s)\right) \in \partial \mathcal{D}$ and is accordingly bounded. By the Bolzano-Weierstrass Theorem, it has a subsequence (denoted the same way) converging to $\omega_{0} \in \partial \mathcal{D}$. Now

$$
\begin{align*}
\left|\sigma_{0}-g[\zeta]\left(\omega_{0}\right)\right| \leq & \left|\sigma_{0}-1 / \zeta_{k}(s)\right|+\left|g\left[\zeta_{k}\right]\left(g\left[\zeta_{k}\right]^{-1}\left(1 / \zeta_{k}(s)\right)\right)-g[\zeta]\left(g\left[\zeta_{k}\right]^{-1}\left(1 / \zeta_{k}(s)\right)\right)\right|  \tag{6.25}\\
& +\left|g[\zeta]\left(g\left[\zeta_{k}\right]^{-1}\left(1 / \zeta_{k}(s)\right)\right)-g[\zeta]\left(\omega_{0}\right)\right|
\end{align*}
$$

As $k \rightarrow \infty$ the terms on the right of (6.25) approach 0 because $g\left[\zeta_{k}\right]$ and $\zeta_{k}$ converge uniformly to $g[\zeta]$ and $\zeta$ and because $g[\zeta]$ is continuous. Hence $\omega_{0}=g[\zeta]^{-1}\left(\sigma_{0}\right)$. Since this argument holds for all subsequences, the last statement of the theorem is established.

We must supplement the results of Theorem 6.24 in order to prove the assertions about compactness made in Theorem 4.15. The next lemma introduces a function $k$, which intimately connects $g$ and $\zeta$ and which intervenes in the explicit formulas, like (6.33) below, for the boundary values of fluid mechanical variables.

Lemma 6.26. Let $0<\alpha \leq 1,0<h_{1}<h_{2}, \zeta \in \mathcal{Z}^{+}\left(\alpha, h_{1}, h_{2}\right)$. Let a typical point of $\partial \mathcal{D}$ be denoted by $e^{i(\pi-\gamma)}$ (cf. Fig. 6.3). Then there exists a unique function

$$
\begin{equation*}
k[\zeta]:[-\pi, \pi] \rightarrow[-L, L] \tag{6.27}
\end{equation*}
$$

(which associates the parameter sof $\zeta$ with the angle $\gamma$ parametrizing $\partial \mathcal{D}$ ) such that

$$
\begin{equation*}
g[\zeta]\left(e^{i(\pi-\gamma)}\right)=1 / \zeta(k[\zeta](\gamma)) \tag{6.28}
\end{equation*}
$$

$k[\zeta]$ is continuously differentiable and $k[\zeta]^{\prime}$ is everywhere positive. Moreover, if $\zeta_{l} \in$ $\mathcal{Z}^{+}\left(\alpha, h_{1}, h_{2}\right)$ and if $\zeta_{l} \rightarrow \zeta$ in the $C^{1, \alpha}$-norm, then $k\left[\zeta_{l}\right]$ converges pointwise to $k[\zeta]$.

Proof. Since $\zeta$ is simple, the mapping $[-L, L) \ni s \mapsto 1 / \zeta(s) \in \partial \mathcal{I}$ has an inverse $j[\zeta]$. We define $k[\zeta](\gamma) \equiv j[\zeta]\left(g[\zeta]\left(e^{i(\pi-\gamma)}\right)\right)$. Thus (6.28) is satisfied. Since $\zeta^{\prime}$ vanishes nowhere, the classical Implicit Function Theorem enables us to deduce from (6.28) that $k[\zeta]$ is continuously differentiable. Since $g^{\prime}$ does not vanish on $\partial \mathcal{D}$ by Theorem 6.24, we obtain from (6.28) that $k^{\prime}$ does not vanish on $[-\pi, \pi]$. Since conformal mappings preserve orientation, we conclude that $k[\zeta]^{\prime}$ is everywhere positive.

We now turn to the convergence properties of $k$. We fix $\gamma$. Since $\left\{k\left[\zeta_{l}\right](\gamma)\right\}$ is bounded, it has a subsequence, denoted the same way, that converges to $s \in[-L, L]$. Now

$$
\begin{equation*}
\left|\frac{1}{\zeta_{l}\left(k\left[\zeta_{l}\right](\gamma)\right)}-\frac{1}{\zeta(s)}\right| \leq\left|\frac{1}{\zeta_{l}\left(k\left[\zeta_{l}\right](\gamma)\right)}-\frac{1}{\zeta\left(k\left[\zeta_{l}\right](\gamma)\right)}\right|+\left|\frac{1}{\zeta\left(k\left[\zeta_{l}\right](\gamma)\right)}-\frac{1}{\zeta(s)}\right| . \tag{6.29}
\end{equation*}
$$

It follows from the uniform convergence of $\zeta_{l} \rightarrow \zeta$ and from the properties of our subsequence that the right-hand side of (6.29) approaches zero as $l \rightarrow \infty$. It then follows from this observation, from (6.28), and from Theorem 6.24 that

$$
\begin{equation*}
1 / \zeta(s)=\lim g\left[\zeta_{l}\right]\left(e^{i(\pi-\gamma)}\right)=g[\zeta]\left(e^{i(\pi-\gamma)}\right) \tag{6.30}
\end{equation*}
$$

Therefore $s=k[\zeta](\gamma)$. Since our argument holds for all subsequences, we conclude that $\lim k\left[\zeta_{l}\right](\gamma)=k[\zeta](\gamma)$.

From (6.9) and (6.11) we compute

$$
\begin{equation*}
\Omega^{\prime}(z)=\frac{U\left[1-g^{-1}\left(\frac{1}{z}\right)^{2}\right]}{g^{\prime}(0) g^{-1}\left(\frac{1}{z}\right)^{2} g^{\prime}\left(g^{-1}\left(\frac{1}{z}\right)\right) z^{2}} . \tag{6.31}
\end{equation*}
$$

Let $z=\zeta(s), s=k(\gamma)$, so that $g^{-1}\left(\frac{1}{z}\right)=e^{i(\pi-\gamma)}$. Provided that the hypotheses of Lemma 6.26 hold, we find that the complex velocity at $\zeta(s)$ is

$$
\begin{equation*}
\Omega^{\prime}(\zeta(s))=\frac{2 U \sin \gamma}{g^{\prime}(0) \zeta^{\prime}(s) k^{\prime}(\gamma)}, \quad s=k(\gamma) \tag{6.32}
\end{equation*}
$$

From Bernoulli's equation (3.5), we thus obtain a form of (4.16) that makes the role of $\zeta$ explicit:

$$
\begin{equation*}
p[\zeta, U, P](s)=P+\frac{\rho}{2} U^{2}\left\{1-\frac{4\left|\sin k[\zeta]^{-1}(s)\right|^{2}}{\left|g^{\prime}(0) \zeta^{\prime}(s) k[\zeta]^{\prime}\left(k[\zeta]^{-1}(s)\right)\right|^{2}}\right\} . \tag{6.33}
\end{equation*}
$$

To obtain Hölder and $C^{1}$ bounds needed to establish Theorem 4.15 we employ the following lemma.

Lemma 6.34 (Warschawski (1932, pp. 451-452)). Let $\kappa$, $h, \phi$ be as in Lemmas 6.22 and 6.23 and let $0<\alpha<1$. If there exists a positive number $A$ such that

$$
\begin{equation*}
\operatorname{diam} h(\mathcal{D})<A \tag{6.35a}
\end{equation*}
$$

(6.35b) $\quad h(\mathcal{D})$ contains the disk $(1 / A) \mathcal{D}$ of radius $1 / A$ centered at 0,

$$
\begin{equation*}
\frac{1}{A} \leq \inf \left\{\frac{\left|z_{1}-z_{2}\right|}{\lambda\left(z_{1}, z_{2}\right)}: z_{1}, z_{2} \in h(\partial \mathcal{D}), \quad z_{1} \neq z_{2}\right\} \tag{6.35c}
\end{equation*}
$$

where $\lambda\left(z_{1}, z_{2}\right)$ is the length of the shortest arc of $\kappa$ joining $z_{1}$ to $z_{2}$,

$$
\begin{gather*}
\frac{1}{A} \leq \int_{-L}^{L}\left|\kappa^{\prime}(s)\right| d s  \tag{6.35d}\\
\|\phi\|_{0, \alpha}<A \tag{6.35e}
\end{gather*}
$$

then there exists a positive number $C$ depending only on $A$ and $\alpha$ (and independent of $\kappa$ ) such that

$$
\begin{gather*}
1 / C<\left|h^{\prime}(\omega)\right|<C \quad \forall \omega \in \operatorname{cl} \mathcal{D}  \tag{6.36a}\\
\|h\|_{C^{1, \alpha}(\operatorname{clD})}<C \tag{6.36b}
\end{gather*}
$$

We now convert these results to those for $g$.
Lemma 6.37. Let $0<\alpha<1,0<h_{1}<h_{2}, c>0, \delta>0$ and let $\zeta \in$ $\mathcal{Z}^{ \pm}\left(\alpha, h_{1}, h_{2}, \delta\right)$ with $\|\zeta\|_{1, \alpha} \leq c$. Then there exists a positive number $C$ depending only on $c, \alpha, h_{1}, h_{2}, \delta$ (and independent of $\zeta$ ) such that

$$
\begin{gather*}
1 / C<\left|g[\zeta]^{\prime}(\omega)\right|<C \quad \forall \omega \in \operatorname{cl} \mathcal{D}  \tag{6.38a}\\
\|g[\zeta]\|_{C^{1, \alpha}(\operatorname{cl\mathcal {D}})}<C \tag{6.38b}
\end{gather*}
$$

Proof. We identify $h$ and $\kappa$ of Lemma 6.34 with $g[\zeta]$ and $\partial \mathcal{I}[\zeta]$. (In particular, (6.30) holds.) The properties of $g$ listed in Theorem 6.24 imply that (6.38) is a consequence of (6.36). Thus we need only find an $A$, depending only on $c, \alpha, h_{1}, h_{2}, \delta$ such that (6.35) holds. Since $\operatorname{diam} g(\mathcal{D})<\sup \left\{\left|\zeta(s)^{-1}-\zeta(t)^{-1}\right|: s \neq t\right\} \leq 2 c h_{1}^{-2}$ and since $\int_{-L}^{L}\left|(1 / \zeta)^{\prime}\right| d s \geq 2 L \delta h_{2}^{-2}$, we ensure (6.35a,d) by taking $A>2 c h_{1}^{-2}, h_{2}^{2} L^{-1} \delta^{-1} 2^{-1}$. We ensure (6.35b) by taking $A>h_{2}$. To verify (6.35c) we let $s<t$ and observe that (6.39)

$$
\begin{aligned}
& \lambda\left(\zeta(s)^{-1}, \zeta(t)^{-1}\right) \\
& \quad=\min \left\{\int_{-L}^{s}\left|\zeta^{\prime}(u) \zeta(u)^{-2}\right| d u+\int_{t}^{L}\left|\zeta^{\prime}(u) \zeta(u)^{-2}\right| d u, \int_{s}^{t}\left|\zeta^{\prime}(u) \zeta(u)^{-2}\right| d u\right\} \\
& \quad \leq\left\|\zeta^{\prime}\right\|_{0} h_{1}^{-2} \min \{2 L-(t-s), t-s\}=\left\|\zeta^{\prime}\right\|_{0} h_{1}^{-2} \sigma(t, s)
\end{aligned}
$$

where $\sigma$ is defined in (4.8a). Since $\zeta \in \mathcal{Z}(\delta)$, we have

$$
\begin{equation*}
\frac{\left|\zeta(s)^{-1}-\zeta(t)^{-1}\right|}{\lambda\left(\zeta(s)^{-1}, \zeta(t)^{-1}\right)} \geq \frac{\delta h_{1}^{2} \sigma(t, s)}{c h_{2}^{2} \sigma(t, s)}=\frac{\delta h_{1}^{2}}{c h_{2}^{2}} . \tag{6.40}
\end{equation*}
$$

Thus we ensure ( 6.35 c ) by taking $A>c h_{2}^{2} / \delta h_{1}^{2}$. We now use (6.15) with $\zeta$ replaced by $1 / \zeta$ and use the definition of $\mathcal{Z}(\delta)$ to ensure (6.35e) by taking $A>a\left[h_{1}^{-1}+c h_{1}^{-2}+\right.$ $\left.c^{3}\left(1+2(2 L)^{1-\alpha}\right) h_{1}^{-4}+1\right]^{4 / \alpha}\left(\delta h_{2}^{-2}\right)^{-4 / \alpha}$.

We need the following technical and intrinsically interesting lemma (a proof of which we could not find in the literature).

Lemma 6.41. Let $0<\beta<\alpha \leq 1$ and let $m$ be a nonnegative integer. Let $\left\{f_{k}\right\}$ be a sequence of functions on $[-L, L]$ that is bounded in $C^{m, \alpha}$. If $f_{k}$ converges to $f \in C^{0}$ either pointwise almost everywhere or in the sense of distributions on $(-L, L)$, then $f \in C^{m, \alpha}$ and $f_{k}$ converges to $f$ in the norm of $C^{m, \beta}$.

Proof. By hypothesis there is a positive number $C$ such that $\left\|f_{k}\right\|_{m, \alpha} \leq C$. Since $C^{m, \alpha}$ is compactly embedded in $C^{m, \beta}$, the sequence $\left\{f_{k}\right\}$ has a subsequence, denoted the same way, that converges to a limit $g \in C^{m, \beta}$ in the $C^{m, \beta}$-norm. (A fortiori $f_{k}$ approaches $g$ pointwise almost everywhere and in the sense of distributions.) Our bound on $\left\|f_{k}\right\|_{m, \alpha}$ implies that

$$
\begin{equation*}
\left|\frac{d^{m}}{d s^{m}} f_{k}\left(s_{1}\right)-\frac{d^{m}}{d s^{m}} f_{k}\left(s_{2}\right)\right| \leq C\left|s_{1}-s_{2}\right|^{\alpha} \quad \forall s_{1}, s_{2}, \tag{6.42a}
\end{equation*}
$$

whence we obtain

$$
\begin{equation*}
\left|\frac{d^{m}}{d s^{m}} g\left(s_{1}\right)-\frac{d^{m}}{d s^{m}} g\left(s_{2}\right)\right| \leq C\left|s_{1}-s_{2}\right|^{\alpha} \quad \forall s_{1}, s_{2} \tag{6.42b}
\end{equation*}
$$

Thus $g \in C^{m, \alpha}$. Since $f_{k}$ converges to both $f$ and $g$ either pointwise almost everywhere or in the sense of distributions and since both $f$ and $g$ are continuous, we conclude that $f=g$. The full sequence $\left\{f_{k}\right\}$ converges to $f$ in the norm of $C^{m, \beta}$, for if not, there would be a number $\epsilon>0$ and another subsequence $\left\{f_{k}\right\}$ such that $\left\|f_{k}-f\right\|_{m, \beta} \geq \epsilon$. We apply the preceding argument to this subsequence to derive a contradiction.

The following lemma is the culmination of our analysis of of the function $k$, which plays a central role in determining the boundary behavior of the fluid-mechanical variables.

Lemma 6.43. Let $c>0,0<\beta<\alpha \leq 1$. For all positive integers $n$ let $\zeta_{n}, \zeta \in$ $\left\{\zeta \in \mathcal{Z}^{+}:(4.3 \mathrm{a})\right.$ holds $\} \cap C^{1, \alpha} ; 0 \in \mathcal{I}[\zeta], \mathcal{I}\left[\zeta_{n}\right] ;\left\|\zeta_{n}\right\|_{1, \alpha},\|\zeta\|_{1, \alpha}<c$. Let $\zeta_{n} \rightarrow \zeta$ in
the $C^{1}$-norm. Then

$$
\begin{align*}
k\left[\zeta_{n}\right]^{-1} & \rightarrow k[\zeta]^{-1},  \tag{6.44}\\
k\left[\zeta_{n}\right]^{\prime}\left(k\left[\zeta_{n}\right]^{-1}(\cdot)\right) & \rightarrow k[\zeta]^{\prime}\left(k[\zeta]^{-1}(\cdot)\right) \tag{6.45}
\end{align*}
$$

in the $C^{0, \beta}$-norm.
Proof. Since $\zeta_{n} \rightarrow \zeta$ in the $C^{1}$-norm, there is a number $N$ such that $\left\|\zeta_{n}-\zeta\right\|_{0}<$ $\frac{1}{2} \min _{s}|\zeta(s)|$ for $n>N$. We define

$$
\begin{align*}
& h_{1}[\zeta] \equiv \min \left\{\frac{1}{2} \min _{s}|\zeta(s)|, \min _{s}\left|\zeta_{n}(s)\right|, n=1, \cdots, N\right\}>0  \tag{6.46}\\
& h_{2}[\zeta] \equiv \max \left\{2 \max _{s}|\zeta(s)|, \max _{s}\left|\zeta_{n}(s)\right|, n=1, \cdots, N\right\}<\infty
\end{align*}
$$

Thus we find that

$$
\begin{equation*}
h_{1}[\zeta] \leq\left|\zeta_{n}(s)\right| \leq h_{2}[\zeta] \quad \forall n, s \tag{6.47a}
\end{equation*}
$$

Using Lemma 4.13 we likewise show that there is a $\delta[\zeta]>0$ such that

$$
\begin{equation*}
l[\zeta], l\left[\zeta_{n}\right]>\delta \tag{6.47b}
\end{equation*}
$$

(cf. (4.8)) and that there is an $\epsilon[\zeta]>0$ such that

$$
\begin{equation*}
\min _{s}\left|\zeta^{\prime}(s)\right|, \min _{s}\left|\zeta_{n}^{\prime}(s)\right|>\epsilon \tag{6.47c}
\end{equation*}
$$

Thus $\zeta, \zeta_{n} \in \mathcal{Z}^{+}\left(\alpha, h_{1}[\zeta], h_{2}[\zeta], \delta[\zeta]\right)$.
We now show that

$$
\begin{equation*}
\|k[\zeta]\|_{1, \alpha}, \sup _{n}\left\{\left\|k\left[\zeta_{n}\right]\right\|_{1, \alpha}\right\}<\infty . \tag{6.48}
\end{equation*}
$$

Clearly, $\left\|k\left[\zeta_{n}\right]\right\|_{0}=L$. From (6.28) we obtain

$$
\begin{align*}
& \left\|k\left[\zeta_{n}\right]^{\prime}\right\|_{0}=\left\|r_{n}(\gamma)\right\|_{0}<\infty \\
& r_{n}(\gamma) \equiv i g\left[\zeta_{n}\right]^{\prime}\left(e^{i(\pi-\gamma)}\right) \zeta_{n}\left(k\left[\zeta_{n}\right](\gamma)\right)^{2} / \zeta_{n}^{\prime}\left(k\left[\zeta_{n}\right](\gamma)\right) \tag{6.49}
\end{align*}
$$

the inequality following from (6.38a), (6.47c). From (6.28) we also obtain

$$
\begin{equation*}
\left|k\left[\zeta_{n}\right]^{\prime}\left(\gamma_{1}\right)-k\left[\zeta_{n}\right]^{\prime}\left(\gamma_{2}\right)\right| \leq\left|r_{n}\left(\gamma_{1}\right)-r_{n}\left(\gamma_{2}\right)\right|+\left|r_{n}\left(\gamma_{2}\right)\right|\left|e^{i\left(\pi-\gamma_{1}\right)}-e^{i\left(\pi-\gamma_{2}\right)}\right| . \tag{6.50}
\end{equation*}
$$

The continuity of $k\left[\zeta_{n}\right]^{\prime}$ (ensured by Lemma 6.26), the hypothesis that $\left\|\zeta_{n}\right\|_{1, \alpha},\|\zeta\|_{1, \alpha}<$ $c$, and the inequalities ( 6.38 b ), (6.47c) ensure that there is a positive number $C$ independent of $n$ such that

$$
\begin{equation*}
\left|r_{n}\left(\gamma_{1}\right)-r_{n}\left(\gamma_{2}\right)\right| \leq C\left|e^{i\left(\pi-\gamma_{1}\right)}-e^{i\left(\pi-\gamma_{2}\right)}\right|^{\alpha} . \tag{6.51}
\end{equation*}
$$

Since $\left|e^{i\left(\pi-\gamma_{1}\right)}-e^{i\left(\pi-\gamma_{2}\right)}\right|=2\left|\sin \frac{\gamma_{2}-\gamma_{1}}{2}\right| \leq\left|\gamma_{2}-\gamma_{1}\right|$, we readily deduce that (6.48) holds.

We now prove that (6.44) holds pointwise. Let us assume for contradiction that it does not. Then there would be a number $t \in[-L, L]$, a number $\epsilon>0$, and a subsequence such that $\left|k\left[\zeta_{n}\right]^{-1}(t)-k[\zeta]^{-1}(t)\right|>\epsilon$. Since $\left\{k\left[\zeta_{n}\right]^{-1}(t)\right\}$ is bounded, it has a further subsequence converging to $\tau \in[-\pi, \pi]$. Since

$$
\begin{align*}
& |t-k[\zeta](\tau)|  \tag{6.52}\\
& \quad \leq\left|k\left[\zeta_{n}\right]\left(k\left[\zeta_{n}\right]^{-1}(t)\right)-k[\zeta]\left(k\left[\zeta_{n}\right]^{-1}(t)\right)\right|+\left|k[\zeta]\left(k\left[\zeta_{n}\right]^{-1}(t)\right)-k[\zeta](\tau)\right|
\end{align*}
$$

we can use Lemma 6.26, Lemma 6.41, and inequality (6.48) to deduce that $t=k[\zeta](\tau)$, a contradiction. Thus $k\left[\zeta_{n}\right]^{-1}$ converges pointwise to $k\left[\zeta_{n}\right]^{-1}$. That this convergence is actually in the norm of $C^{0, \beta}$ follows from Lemma 6.41 because the inequality

$$
\begin{align*}
\mid k\left[\zeta_{n}\right]^{-1}\left(s_{1}\right)- & k\left[\zeta_{n}\right]^{-1}\left(s_{2}\right) \mid  \tag{6.53}\\
& \leq \frac{\left|s_{1}-s_{2}\right|}{\min _{s} k\left[\zeta_{n}\right]^{\prime}\left(k\left[\zeta_{n}\right]^{-1}(s)\right)} \leq \frac{\max _{s}\left|\zeta_{n}^{\prime}(s)\right|\left|s_{1}-s_{2}\right|}{\min _{s}\left|\zeta_{n}(s)\right|^{2} \min _{\mathrm{cl} \mathcal{D}}\left|g\left[\zeta_{n}\right]^{\prime}(\omega)\right|}
\end{align*}
$$

together with (6.38a), (6.46), and the hypothesis that $\left\|\zeta_{n}\right\|_{1, \alpha},\|\zeta\|_{1, \alpha}<c$ imply that there is a number $C$ depending on $\zeta$ such that

$$
\begin{equation*}
\left\|k\left[\zeta_{n}\right]^{-1}\right\|_{0,1},\left\|k\left[\zeta_{n}\right]^{-1}\right\|_{0,1} \leq C \tag{6.54}
\end{equation*}
$$

We now turn to the proof of (6.45). In view of (6.48), we can use Lemmas 6.26 and 6.41 to show that $k\left[\zeta_{n}\right]^{\prime}$ converges uniformly to $k[\zeta]^{\prime}$. Since

$$
\begin{align*}
& \left|k\left[\zeta_{n}\right]^{\prime}\left(k\left[\zeta_{n}\right]^{-1}(s)\right)-k[\zeta]^{\prime}\left(k[\zeta]^{-1}(s)\right)\right| \\
& \quad \leq\left|k\left[\zeta_{n}\right]^{\prime}\left(k\left[\zeta_{n}\right]^{-1}(s)\right)-k[\zeta]^{\prime}\left(k\left[\zeta_{n}\right]^{-1}(s)\right)\right|  \tag{6.55}\\
& \quad+\left|k[\zeta]^{\prime}\left(k\left[\zeta_{n}\right]^{-1}(s)\right)-k[\zeta]^{\prime}\left(k[\zeta]^{-1}(s)\right)\right|
\end{align*}
$$

we can use the continuity of $k[\zeta]^{\prime}$, the uniform convergence of $k\left[\zeta_{n}\right]^{\prime}$ to $k[\zeta]^{\prime}$, and the pointwise convergence of $k\left[\zeta_{n}\right]^{-1}$ to $k[\zeta]^{-1}$ to deduce that (6.45) holds pointwise. Conditions (6.48), (6.54) imply that there is a number $C$ depending on $\zeta$ such that

$$
\begin{equation*}
\left\|k\left[\zeta_{n}\right]^{\prime}\left(k\left[\zeta_{n}\right]^{-1}(\cdot)\right)\right\|_{0, \alpha},\left\|k[\zeta]^{\prime}\left(k[\zeta]^{-1}(\cdot)\right)\right\|_{0, \alpha} \leq C \tag{6.56}
\end{equation*}
$$

Property (6.45) now follows from another application of Lemma 6.41.
Having collected these technical results, we are now ready to put them together in the following lemma, which leads immediately to the proof of Theorem 4.15.

Lemma 6.57. Let $\left\{\zeta_{n}, U_{n}, P_{n}\right\}$ be a sequence bounded in $\left[\left\{\zeta \in \mathcal{Z}^{+}\right.\right.$: (4.3a) holds $\}$ $\left.\cap C^{1,1}\right] \times \mathbb{R}^{2}$ and let there be a number $\alpha \in(0,1]$ such that this sequence converges in the norm of $C^{1, \alpha} \times \mathbb{R}^{2}$ to $\{\zeta, U, P\} \in\left[\left\{\zeta \in \mathcal{Z}^{+}:(4.3 \mathrm{a})\right.\right.$ holds $\left.\} \cap C^{1,1}\right] \times \mathbb{R}^{2}$. Then for each $\beta \in(0, \alpha)$, the functions $\Omega^{\prime}\left(\zeta_{n}(\cdot)\right)$ and $p\left[\zeta_{n}, U_{n}, P_{n}\right]$, defined in (6.32), (6.33) converge to $\Omega^{\prime}(\zeta(\cdot))$ and to $p[\zeta, U, P]$ in the norm of $C^{0, \beta}$.

Proof. Since $\Omega[\zeta]^{\prime}(z)=\Omega[\zeta+a]^{\prime}(z+a)$ for all real $a$, there is no loss of generality in assuming that $0 \in \mathcal{I}[\zeta], \mathcal{I}\left[\zeta_{n}\right]$ for all $n$. Then just as in the proof of Lemma 6.43, we can show that there are positive numbers $h_{1}, h_{2}$, depending on $\zeta$, such that $\zeta, \zeta_{n} \in \mathcal{Z}^{+}\left(\alpha, h_{1}, h_{2}\right)$ for $n$ sufficiently large. In particular, $\left|\zeta^{\prime}\right|,\left|\zeta_{n}^{\prime}\right|$ are everywhere positive. It follows from Theorem 6.24 that $g[\zeta]^{\prime}(0), g\left[\zeta_{n}\right]^{\prime}(0) \neq 0$ and from Lemma 6.26 that $k[\zeta]^{\prime}, k\left[\zeta_{n}\right]^{\prime}$ are everywhere positive. Consequently the corresponding flow variables can be defined as in (6.32), (6.33). The convergence of the terms involving the function $k$ follows from Lemmas 6.26 and 6.43 . Let us identify $g\left[\zeta_{n}\right]$ with $f_{n}$ of Lemma 6.41. We choose $m=1$ and replace $[-L, L]$ with $\mathrm{cl} \mathcal{D}$. By (6.38b) and Lemma $6.23, f_{n}$ meets the hypotheses of Lemma 6.41. We thus conclude that $g\left[\zeta_{n}\right]^{\prime}(0) \rightarrow$ $g[\zeta]^{\prime}(0)$.

Proof of Theorem 4.15. Clearly $\mathcal{Z}=\mathcal{Z}^{+} \cup \mathcal{Z}^{-}, \mathcal{Z}^{+} \cap \mathcal{Z}^{-}=\emptyset$, and $\mathcal{Z}^{+}$and $\mathcal{Z}^{-}$ are both open and closed in $\mathcal{Z}$ with respect to the $C^{1}$-norm. Hence it suffices to prove the statement when $\mathcal{Z}$ is replaced with $\mathcal{Z}^{+}$. Now $\mathcal{Z}^{+}$is the disjoint union of those $\zeta$ 's
for which $\operatorname{Re} \zeta( \pm L)>\operatorname{Re} \zeta(0)$ and of those $\zeta$ 's for which the reverse inequality holds. It suffices to consider just the former subset of $\mathcal{Z}^{+}$.

We must verify that (6.32), (6.33) have the requisite properties. We use (3.6a). That $U^{-1} \Omega^{\prime}(\zeta(\cdot))$ is independent of $U$ follows immediately from (6.32). Let $\delta$ be any positive number. The continuity of

$$
\begin{gather*}
C^{2} \cap\left\{\zeta \in \mathcal{Z}^{+}(\delta):(4.3) \text { holds, } \operatorname{Re} \zeta( \pm L)>\operatorname{Re} \zeta(0)\right\} \ni \zeta \mapsto\left|U^{-1} w[\zeta, U]\right| \in C^{0}  \tag{6.58}\\
p[\cdot, \cdot, \cdot]: C^{2} \cap\left\{\zeta \in \mathcal{Z}^{+}(\delta):(4.3) \text { holds, } \operatorname{Re} \zeta( \pm L)>\operatorname{Re} \zeta(0)\right\} \times \mathbb{R}^{2} \rightarrow C^{0}
\end{gather*}
$$

follows from Lemma 6.57. To prove the compactness, let $\left\{\zeta_{n}, U_{n}, P_{n}\right\}$ be a sequence bounded in $C^{1,1} \cap\{\zeta \in \mathcal{Z}+(\delta):(4.3 a)$ holds, $\operatorname{Re} \zeta( \pm L)>\operatorname{Re} \zeta(0)\} \times \mathbb{R}^{2}$. Since $C^{1,1}$ is compactly embedded in $C^{1, \alpha}$ for $\alpha \in(0,1)$, there is a subsequence converging in the norm of $C^{1, \alpha} \times \mathbb{R}^{2}$ to $\{\zeta, U, P\}$. Since $\left|\zeta_{n}^{\prime}\left(s_{1}\right)-\zeta_{n}^{\prime}\left(s_{2}\right)\right| \leq \sup \left\|\zeta_{n}\right\|_{1,1}\left|s_{1}-s_{2}\right|$ and since $\left|\zeta_{n}\left(s_{1}\right)-\zeta_{n}\left(s_{2}\right)\right| \geq \delta \sigma\left(s_{1}, s_{2}\right)$ (cf. (4.8)), we find that $\zeta \in C^{1,1} \cap \mathcal{Z}^{+}(\delta / 2)$. Since $\operatorname{Re} \zeta_{n}( \pm L)>\operatorname{Re} \zeta_{n}(0)$, it follows that $\operatorname{Re} \zeta( \pm L) \geq \operatorname{Re} \zeta(0)$. Hence the injectivity of $\zeta \in \mathcal{Z}^{+}(\delta / 2)$ implies that $\operatorname{Re} \zeta( \pm L)>\operatorname{Re} \zeta(0)$.

Lemma 6.57 thus implies that $\left|U^{-1} w\left[\zeta_{n}, U\right]\right|$ and $p\left[\zeta_{n}, U_{n}, P_{n}\right]$ converge in the norm of $C^{0, \beta}$, which is compactly embedded in $C^{0}$.
7. Proof of the Global Implicit Function Theorem. We deduce the Global Implicit Function Theorem 5.1 from the following theorem.

Theorem 7.1 (Alexander and Yorke (1976)). Let $\mathcal{X}$ be a Banach space. Let $F: \mathcal{X} \times \mathbb{R}^{m} \rightarrow \mathcal{X}$ be continuous and compact with $F(0,0)=0$. Let $I$ denote the identity operator on $\mathcal{X}$. Let the Fréchet derivative $I-F_{x}(0,0): \mathcal{X} \rightarrow \mathcal{X}$ of $x \mapsto x-F(x, \lambda)$ at $(0,0)$ exist and be invertible. Let $\mathcal{S} \equiv\left\{(x, \lambda) \in \mathcal{X} \times \mathbb{R}^{m}: x=F(x, \lambda)\right\}$, let $\mathcal{S}_{0}$ be the connected component of $\mathcal{S}$ containing $(0,0)$, and let $\mathcal{S}_{0}^{+}$be the one-point compactification of $\mathcal{S}_{0}$. Then there is an essential map (i.e., a continuous map not homotopic to a constant) from $\mathcal{S}_{0}^{+}$onto the m-dimensional sphere $\mathbb{S}^{m}$ whose restriction to $\mathcal{S}_{0} \backslash\{(0,0)\}$ is inessential. Moreover, $\mathcal{S}_{0}^{+}$contains a connected subset $\mathcal{S}_{00}^{+}$that contains $(0,0)$, that has the same properties as $\mathcal{S}_{0}^{+}$with respect to essential maps onto $\mathbb{S}^{m}$, and that has the property that each of its points has topological dimension $m$.

Remarks. That each point of $\mathcal{S}_{00}^{+}$has topological dimension $m$ was observed by Alexander and Antman (1981). Alexander and Yorke (1976) actually stated the somewhat stronger result that the conclusion of Theorem 7.1 holds when the domain of $F$ is a set $\mathcal{U}$ in $\mathcal{X} \times \mathbb{R}^{m}$ that is homeomorphic to $\mathcal{X} \times \mathbb{R}^{m}$. (Alexander and Antman (1981) made an analogous assertion.) We could reduce the more general problem to Theorem 7.1 provided that $\mathcal{U}$ and $F$ admit a homeomorphism from $\mathcal{U}$ to $\mathcal{X} \times \mathbb{R}^{m}$ that preserves (i) the fixed-point form of the equation and the distinguished role of the parameter in $\mathbb{R}^{m}$, (ii) the compactness of the appropriate operator, and (iii) the existence of an invertible partial Fréchet derivative at a base point. Problems that admit such homeomorphisms must have very special forms. Thus we believe that the stronger result of Alexander and Yorke (and the corresponding result of Alexander and Antman) do not hold without further qualification. Since our problem apparently fails to have the requisite special form, we resort to Theorem 5.1, a corollary of Theorem 7.1, which not only retains much of the force of the stronger version, but also applies to a wider class of domains and operators. Continuation theorems related to Theorem 7.1 are given by Fitzpatrick, Massabò, and Pejsachowicz (1983) and by Ize, Massabò, Pejsachowicz, and Vignoli (1985).

Proof of Theorem 5.1. The result about $\mathcal{S}$ in a neighborhood of $(0,0)$ is a consequence of the classical Implicit Function Theorem in Banach space. Let us first suppose that the first statements of (ii) and (iii) do not hold. Then the first statement of (i) must hold. We prove the rest of statement (i).

Let $E>0$ be given. We choose $\epsilon^{*}$ accordingly. Since $\mathcal{X} \times \mathbb{R}^{m}$ is a Banach space and thus a normal topological space, Urysohn's lemma implies that there exists a continuous function

$$
\begin{equation*}
\mathcal{X} \times \mathbb{R}^{m} \ni(x, \lambda) \mapsto \varphi(x, \lambda, \epsilon) \in[0,1] \tag{7.2}
\end{equation*}
$$

such that

$$
\begin{array}{ll}
\varphi(x, \lambda, \epsilon)=1 & \text { for }(x, \lambda) \in \mathcal{O}(\epsilon)  \tag{7.3}\\
\varphi(x, \lambda, \epsilon)=0 & \text { for }(x, \lambda) \in \mathcal{X} \times \mathbb{R}^{m} \backslash \mathcal{O}(\epsilon / 2)
\end{array}
$$

for each $\epsilon \in\left(0, \epsilon^{*}\right)$ (provided that $\mathcal{O}(\epsilon / 2) \neq \mathcal{X} \times \mathbb{R}^{m}$, which we may assume. We shall apply Theorem 7.1 to the mollified equation

$$
\begin{equation*}
x=\varphi(x, \lambda, \epsilon) F(x, \lambda) \tag{7.4}
\end{equation*}
$$

Let

$$
\begin{equation*}
\mathcal{S}(\epsilon) \equiv\left\{(x, \lambda) \in \mathcal{X} \times \mathbb{R}^{m}:(7.4) \text { holds }\right\} \tag{7.5}
\end{equation*}
$$

and let $\mathcal{S}_{0}(\epsilon)$ be the connected component of $\mathcal{S}(\epsilon)$ containing $(0,0)$. We reduce our proof to a sequence of lemmas. The properties of $\varphi$ imply the following lemmas.

Lemma 7.6. Let $0<\epsilon<\epsilon^{*} / 4$. Then $\mathcal{S} \cap \mathcal{O}\left(\epsilon^{*}\right)=\mathcal{S}(\epsilon) \cap \mathcal{O}\left(\epsilon^{*}\right)$.
Lemma 7.7. Let $\mathcal{A}$ be an open subset of a metric space $\mathcal{Y}$ and let $\mathcal{C}$ be a closed connected subset of $\mathcal{Y}$ with $\mathcal{C} \cap \operatorname{cl} \mathcal{A}$ compact and $\mathcal{C} \backslash \mathcal{A} \neq \emptyset$. Let $x \in \mathcal{C} \cap \mathcal{A}$. Then there exists a connected subset $\mathcal{C}_{1}$ of $\mathcal{C} \cap \operatorname{cl} \mathcal{A}$ such that $x \in \mathcal{C}_{1}, \mathcal{C}_{1} \cap \partial \mathcal{A} \neq \emptyset$.

Proof. The connectedness of $\mathcal{C}$ suppports a simple proof by contradiction that $\mathcal{C} \cap \partial \mathcal{A}$ and $x$ are not separated in $\mathcal{C} \cap \operatorname{cl} \mathcal{A}$. Hence a well-known result from topology (cf. Alexander (1981, Cor. 4)) implies that $x$ and $\mathcal{C} \cap \partial A$ are connected in $\mathcal{C} \cap$ $\operatorname{cl} \mathcal{A}$.

Lemma 7.8. Let $\mathcal{S}_{0}$ be bounded, let $\mathcal{S}_{0} \subset \mathcal{O}\left(\epsilon^{*}\right)$, and let $0<\epsilon<\epsilon^{*} / 4$. Then $\mathcal{S}_{0}=\mathcal{S}_{0}(\epsilon)$.

Proof. By Lemma $7.6 \mathcal{S}_{0} \subset \mathcal{S} \cap \mathcal{O}\left(\epsilon^{*}\right)=\mathcal{S}(\epsilon) \cap \mathcal{O}\left(\epsilon^{*}\right) \subset \mathcal{S}(\epsilon)$. The connectivity properties of $\mathcal{S}_{0}$ and $\mathcal{S}_{0}(\epsilon)$ then imply that $\mathcal{S}_{0} \subset \mathcal{S}_{0}(\epsilon)$.

We now prove the reverse inclusion. The compactness of $F$ on $\mathcal{O}(\epsilon)$ and the boundedness of $\mathcal{S}_{0}$ imply that $\mathcal{S}_{0}$ is compact. Since $\mathcal{S}_{0} \subset \mathcal{S} \cap \mathcal{O}\left(\epsilon^{*}\right)$, it follows that

$$
\begin{equation*}
d \equiv \operatorname{dist}\left\{\mathcal{S}_{0}, \mathcal{X} \times \mathbb{R}^{m} \backslash \mathcal{O}\left(\epsilon^{*}\right)\right\}>0 \tag{7.9}
\end{equation*}
$$

Let

$$
\begin{equation*}
\mathcal{A} \equiv\left\{(x, \lambda) \in \mathcal{X} \times \mathbb{R}^{m}: \operatorname{dist}\left\{(x, \lambda), \mathcal{S}_{0}\right\}<d / 4\right\} \tag{7.10}
\end{equation*}
$$

Clearly, $\mathcal{A}$ is open and bounded and $\mathcal{S}_{0} \subset \mathcal{A} \subset \mathcal{O}\left(\epsilon^{*}\right)$. We now prove by contradiction that $\mathcal{S}_{0}(\epsilon) \subset \operatorname{cl} \mathcal{A}$. Suppose that there were a $p \in \mathcal{S}_{0}(\epsilon) \backslash \operatorname{cl} \mathcal{A}$. Since $\varphi F$ is compact on $\mathcal{X} \times \mathbb{R}^{m}$, we find that $\mathcal{S}_{0}(\epsilon) \cap \operatorname{cl} \mathcal{A}$ is compact. Lemma 7.7 implies that there would exist a connected subset $\mathcal{S}_{1}(\epsilon)$ of $\mathcal{S}_{0}(\epsilon) \cap \operatorname{cl} \mathcal{A}$ such that $(0,0) \in \mathcal{S}_{1}(\epsilon), \mathcal{S}_{1}(\epsilon) \cap \partial \mathcal{A} \neq \emptyset$. Since $0<\epsilon<\epsilon^{*} / 4$, Lemma 7.6 implies that $\mathcal{S}_{1}(\epsilon) \subset \mathcal{S}_{0}(\epsilon) \cap \mathcal{O}\left(\epsilon^{*}\right) \subset \mathcal{S}(\epsilon) \cap \mathcal{O}\left(\epsilon^{*}\right)=$ $\mathcal{S} \cap \mathcal{O}\left(\epsilon^{*}\right)$. Thus $\mathcal{S}_{1}(\epsilon) \subset \mathcal{S}$. Since $(0,0) \in \mathcal{S}_{1}(\epsilon)$ and $\mathcal{S}_{1}(\epsilon)$ is connected, it follows that $\mathcal{S}_{1}(\epsilon) \subset \mathcal{S}_{0}$. Hence, $\mathcal{S}_{0} \cap \partial \mathcal{A} \neq \emptyset$. But this is impossible because $\mathcal{A}$ is an open neighborhood of $\mathcal{S}_{0}$. Thus $\mathcal{S}_{0}(\epsilon) \subset \operatorname{cl} \mathcal{A} \subset \mathcal{O}\left(\epsilon^{*}\right)$. Lemma 7.6 now implies that
$\mathcal{S}_{0}(\epsilon) \subset \mathcal{S}(\epsilon) \cap \mathcal{O}\left(\epsilon^{*}\right)=\mathcal{S} \cap \mathcal{O}\left(\epsilon^{*}\right) \subset \mathcal{S}$. Since $\mathcal{S}_{0}(\epsilon)$ is connected, contains ( 0,0 ), and is contained in $\mathcal{S}$, it follows that $\mathcal{S}_{0}(\epsilon) \subset \mathcal{S}_{0}$.

Since Lemma 7.8 and the compactness of $\mathcal{S}_{0}$ imply that $\mathcal{S}_{0}(\epsilon) \cup\{\infty\}=\mathcal{S}_{0} \cup\{\infty\}=$ $\mathcal{S}_{0}^{+}$(with $\infty$ isolated), we can apply Theorem 7.1 to (7.4) to deduce statement (i) of Theorem 5.1. The mollification argument we have used enables us to apply Theorem 7.1 directly to (7.4) in order to obtain statement (ii).
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# THE POISSON EQUATION WITH NONAUTONOMOUS SEMILINEAR BOUNDARY CONDITIONS IN DOMAINS WITH MANY TINY HOLES* 
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#### Abstract

This paper discusses asymptotic behaviors of the solution of the Poisson equation in domains with many tiny holes, where the number of holes grows to infinity and the diameter of each hole tends to zero. The solution satisfies a nonautonomous semilinear boundary condition on fragmentary boundaries of many tiny holes. Sufficient conditions are given, under which an extension of the solution to the domain with no hole converges, and the equation satisfied by the limit of the extension of the solution is determined. The convergence properties of Radon measures are applied, and also the convergence properties of the resolvent of subdifferentials together with variational inequalities are applied.
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Introduction. Let $\Omega$ be a bounded domain in $\mathbb{R}^{N}, N \geqq 2$, with smooth boundary $\partial \Omega$ and let $Y=\left[-\frac{1}{2}, \frac{1}{2}\right]^{N}$. Let $T$ be a starlike, subdomain of $Y$, with smooth boundary $\partial T$, such that $T \ni 0$ and, with some $c^{*}>1$,

$$
\begin{equation*}
c^{*} T \subset Y . \tag{0.0}
\end{equation*}
$$

We simply denote by $\varepsilon$ and $r_{\varepsilon}$ the values of each sequence of $\{\varepsilon\}$ and $\left\{r_{\varepsilon}\right\}$ of positive numbers decreasing to zero, such that $\varepsilon / 2 \geqq r_{\varepsilon}$. Let $Y_{\varepsilon}^{i}=p_{\varepsilon}^{i}+\varepsilon Y$ and $T_{\varepsilon}^{i}=p_{\varepsilon}^{i}+r_{\varepsilon} T$, where $p_{\varepsilon}^{i} \in \mathbb{R}^{N}, i \in \mathbb{N}$, are lattice points of edge length $\varepsilon$, by measurement in a parallel direction to each coordinate axis, i.e., $\varepsilon \mathbb{Z}^{N}=\left\{\boldsymbol{p}_{\varepsilon}^{i} ; i \in \mathbb{N}\right\}$. Let

$$
\begin{equation*}
T_{\varepsilon}=\bigcup\left\{T_{\varepsilon}^{i} ; p_{\varepsilon}^{i}+c^{*} r_{\varepsilon} T \subset \Omega^{-}\right\} \quad \text { and } \quad \Omega_{\varepsilon}=\Omega \backslash T_{\varepsilon} . \tag{0.0}
\end{equation*}
$$

We call $T_{\varepsilon}$ the holes in $\Omega_{\varepsilon}$, and $\Omega_{\varepsilon}$ a domain with holes (Fig. 1). Let $\beta$ be a maximal monotone graph in $\mathbb{R} \times \mathbb{R}$ such that $\beta(0) \ni 0$. Let $f \in L^{2}(\Omega)$ and $g \in H^{1 / 2}(\partial T)$. We set $g_{\varepsilon}(x)=g\left(\left(x-p_{\varepsilon}^{i}\right) / r_{\varepsilon}\right)$ for $x \in \partial T_{\varepsilon}^{i}$.

We consider the boundary value problem ( $P_{\varepsilon}$ ):

$$
\begin{gather*}
-\Delta u_{\varepsilon}=f \quad \text { a.e. in } \Omega_{\varepsilon},  \tag{0.1}\\
\partial u_{\varepsilon} / \partial \nu+\alpha_{\varepsilon} \beta\left(u_{\varepsilon}\right) \ni g_{\varepsilon} \quad \text { on } \partial T_{\varepsilon},  \tag{0.2}\\
u_{\varepsilon}=0 \quad \text { on } \partial \Omega, \tag{0.3}
\end{gather*}
$$



Fig. 1

[^96]where $\nu$ denotes the outer unit normal to $\partial \Omega_{\varepsilon}$ and $\alpha_{\varepsilon}$ denotes a positive constant. We call $g_{\varepsilon}$ a nonautonomous term, which is usually called a nonhomogeneous term in linear cases. Let $V_{\varepsilon}=\left\{v \in H^{1}\left(\Omega_{\varepsilon}\right) ; v \mid \partial \Omega=0\right\}$. Let us recall that there exists a unique weak solution $u_{\varepsilon} \in V_{\varepsilon} \cap H^{2}\left(\Omega_{\varepsilon}\right)$ (see Brezis [4]). In particular, the boundary condition (0.2) includes the following conditions:
(a) Dirichlet's homogeneous boundary condition (an autonomous boundary condition), $\beta_{D}(\xi)=\varnothing$ for $\xi \neq 0$ and $\beta_{D}(0)=\mathbb{R}$.
(b) Neumann's boundary condition, $\beta_{N}(\xi)=\{0\}$.
(c) Robin's boundary condition, $\beta_{R}(\xi)=\xi$.
(d) ${ }_{p} \beta(\xi)=\xi|\xi|^{p-1}$ with $p>0$.
(e) $C_{1}|\xi| \leqq|\beta(\xi)| \leqq C_{2}|\xi|$ and $\beta(\xi) \in C(\mathbb{R})$ with positive constants $C_{1}$ and $C_{2}$.
(f) Heaviside's boundary condition:
\[

\beta_{H}(\xi)= $$
\begin{cases}\{1\} & \text { for } \xi>0 \\ {[0,1]} & \text { for } \xi=0 \\ \{0\} & \text { for } \xi<0\end{cases}
$$
\]

(g) Signorini's boundary condition:

$$
\beta_{S}(\xi)= \begin{cases}\phi & \text { for } \xi>0 \\ {[0, \infty)} & \text { for } \xi=0 \\ \{0\} & \text { for } \xi<0\end{cases}
$$

Thus, condition (0.2) covers a wide class of nonautonomous nonlinear boundary conditions (see Remark 0.1).

Remark 0.1. The type of (0.2) contains the homogeneous Dirichlet boundary condition as seen in the above (a). But it does not contain the nonhomogeneous Dirichlet boundary condition, which is represented by (a)' below using $\beta_{D}$ with $c \neq 0$.
(a)' Dirichlet's nonhomogeneous boundary condition (a nonautonomous boundary condition), $\beta(\xi)=\beta_{D}(\xi-c)$ for $\xi-c \in D\left(\beta_{D}\right)(=D(\beta))$ with $c \neq 0$.
For the definition ( 0.0 ) of the domain $\Omega_{\varepsilon}$, later we show that there exists a sequence $\left\{u_{\varepsilon}^{\sim} \in H_{0}^{1}(\Omega)\right\}$ of extensions of $\left\{u_{\varepsilon}\right\}$, bounded in the space $H_{0}^{1}(\Omega)$. Our aim is to seek sufficient conditions, under which $u_{\varepsilon}^{\sim}$ converges weakly in $H_{0}^{1}(\Omega)$ as $\varepsilon \rightarrow 0$, and to determine the equation in $\Omega$, satisfied by the weak limit $u$ of $u_{\varepsilon}^{\sim}$.

For the autonomous case in condition (0.2) with $\beta$ such as (b), (c), (d) $)_{p}$, and (e) we have three parameters $\bar{\alpha}, a$, and $\theta_{\lambda}, 0 \leqq \lambda \leqq N$, that play an important role in determining the behavior of $\boldsymbol{u}_{\varepsilon}$. Here

$$
\theta_{\lambda}=\lim _{\varepsilon \rightarrow 0} \theta_{\lambda, \varepsilon},
$$

where

$$
\begin{gather*}
\theta_{\lambda, \varepsilon}=\left\{\begin{array}{l}
r_{\varepsilon}^{\lambda} / \varepsilon^{N} \quad \text { for } 0<\lambda \leqq N, \\
\varepsilon^{-N}\left(\log r_{\varepsilon}^{-1}\right)^{-1+N} \quad \text { for } \lambda=0,
\end{array}\right.  \tag{0.4}\\
\bar{\alpha}=\lim _{\varepsilon \rightarrow 0} \bar{\alpha}_{\varepsilon} \quad \text { and } \quad \bar{\alpha}_{\varepsilon}=\alpha_{\varepsilon} r_{\varepsilon}, \tag{0.5}
\end{gather*}
$$

and

$$
\begin{equation*}
a=\lim _{\varepsilon \rightarrow 0} a_{\varepsilon} \quad \text { and } \quad a_{\varepsilon}=\alpha_{\varepsilon} \theta_{N-1, \varepsilon} . \tag{0.6}
\end{equation*}
$$

All limit equations on $u_{\varepsilon}^{\sim}$ are drawn in a picture (see Kaizu [15]).
Thus our question is whether these parameters $\bar{\alpha}, a$, and $\theta_{\lambda}$ are still available for the nonautonomous case in ( 0.2 ) with $\beta$ such as (b), (c), (d) ${ }_{p}$, and (e), and whether they are also applicable even for ( 0.2 ) with $\beta$ such as ( f ) and (g).

Recently, Conca and Donato [10] and Cioranescu and Donato [6] have shown that no different limit equation on $\widetilde{u_{\varepsilon}}$ appears in the nonautonomous case of (0.2) with $\beta$ such as (b) and (c), provided that $I_{g}=0$, where $I_{h}=\int_{\partial T} g d \sigma$. However, if $I_{g} \neq 0$, the behavior of $u_{\varepsilon}^{\sim}$ differs greatly from that in the autonomous case.

The other purpose of this paper is to understand the works of Conca, Donato, and Cioranescu [6], [10] in a unified way under the boundary condition (0.2).

We review some works around the case of homogeneous linear boundary conditions, i.e., autonomous linear boundary conditions. Systematic works are done by Khruslov in [17] and [18] for the Dirichlet boundary condition, and in [19] and [20] for the Neumann boundary condition. In his work [18], strongly elliptic operators of order $2 m, m \geqq 1$, are considered. He shows that the parameter $\theta_{N-2 m}$ plays an important role together with the notion of capacity, in the process $\varepsilon \rightarrow 0$. Vanninathan [24], [25] and Cioranescu and Saint Jean Paulin [8] have studied the Neumann boundary condition case. In particular, Vanninathan [24], [25] has considered the behavior of eigenvalues of the Laplacian. The homogenized operator $\mathscr{H}$ is introduced by each study of Cioranescu and Saint Jean Paulin [8], Khruslov [19], and Vanninathan [24], [25] for "the Laplacian in domains with many tiny holes," and there it is shown that $\theta_{N}$ is critical. Different approaches are given by Rauch and Taylor [23] for the Laplacian with a general linear boundary condition, and by Cioranescu and Murat [7] and Ozawa [22] also for the same operator with the Dirichlet boundary condition. For the Robin boundary condition Kaizu considered in [12], under the special form of $T$ (i.e., $T$ is a ball) the author has shown that the parameter $\theta_{N-1}$ is important. We see in [15] that it remains true even for a general $T$.

The Laplacian under autonomous nonlinear boundary conditions is considered by Kaizu [13]-[16]. In [16], Kaizu has shown that the Hausdorff dimension and the Hausdorff measure play some roles, where domains $\left\{\Omega_{\varepsilon}\right\}$ in [16] are more complicated than those presented here. An interesting family of domains has also been studied recently by Damlamian and Donato [11].

Among various methods for our asymptotic problem, we apply and extend those of the notion of epi-convergence of functionals. Several ideas, inequalities, and some special test functions have appeared in Attouch [1], Cioranescu and Donato [6], Cioranescu and Murat [7], Cioranescu and Saint Jean Paulin [8], Conca [9], Conca and Donato [10], and Vanninathan [25].

Notation. We denote by $C, C_{1}, C_{2}, \cdots$, positive constants which are independent of $\varepsilon$. By $\|v\|_{p, G}$ we denote the $L^{p}$ norm, $\left(\int_{G}|v|^{p} d x\right)^{1 / p}$. In particular, we simply denote the norm by $\|v\|_{G}$ if $p=2$.

1. Theorems. Let $E_{\varepsilon}: V_{\varepsilon} \rightarrow H_{0}^{1}(\Omega)$ be a linear bounded extension operator such that

$$
\left\|\nabla\left(E_{\varepsilon} v\right)\right\|_{T_{\varepsilon}} \leqq C\|\nabla v\|_{\Omega_{\varepsilon}} \text { and }\left\|E_{\varepsilon} v\right\|_{T_{\varepsilon}} \leqq C\left(\|\nabla v\|_{\Omega_{\varepsilon}}+\|c\|_{\Omega_{\varepsilon}}\right),
$$

where $C$ is independent of $\varepsilon$. For the existence of $\left\{E_{\varepsilon}\right\}$ see Corollary 3.3 (for a special case $p=2$ and $\varepsilon \sim r_{\varepsilon}$ as $\varepsilon \rightarrow 0$; see also § 4 of Cioranescu and Saint Jean Paulin [8]). All the results in our paper are available for such a family of extension operators. But, to fix the extensions $V_{\varepsilon} \rightarrow H_{0}^{1}(\Omega)$ in a simple and quick way, we adopt the following special mapping.

Let $u_{\varepsilon}^{\widetilde{\varepsilon}} \in H_{0}^{1}(\Omega)$ be the extension of the solution $u_{\varepsilon}$ of $\left(P_{\varepsilon}\right)$ defined by

$$
\Delta u_{\varepsilon}=0 \quad \text { on } T_{\varepsilon} \quad \text { and } \quad u_{\varepsilon}^{\sim}=u_{\varepsilon} \quad \text { on } \partial T_{\varepsilon} .
$$

We consider the following conditions.
$(\beta-0)_{a} \quad \beta$ is a monotone graph in $\mathbb{R} \times \mathbb{R}$, i.e., for $\eta_{i} \in \beta\left(\xi_{i}\right), \xi_{i} \in D(\beta)=$ $\{\xi \in \mathbb{R} ; \beta(\xi) \neq \varnothing\}, i=1,2$, we have

$$
\left(\eta_{2}-\eta_{1}\right)\left(\xi_{2}-\xi_{1}\right) \geqq 0 .
$$

$(\beta-0)_{b} \quad \beta$ is maximal in the family of all monotone graphs in $\mathbb{R} \times \mathbb{R}$, and further we suppose that $\beta(0) \ni 0$ and $D(\beta) \neq\{0\}$.
( $\beta-1$ ) $\quad \beta$ is continuous in $D(\beta)$ except at finite points.
$(\beta-2) \quad$ Let $\beta^{0}(\xi)=\eta$, where $\eta \in \beta(\xi)$ and $|\eta|=\min \left\{\left|\eta^{\prime}\right| ; \eta^{\prime} \in \beta(\xi)\right\}$ for $\xi \in D(\beta)$. We have $C_{1} \geqq 0, C_{2}>0$, and $r \geqq 0$ such that

$$
\left|\beta^{0}(\xi)\right| \leqq C_{1}+C_{2}|\xi|^{r} \quad \text { for all } \xi \in D(\beta)
$$

We have that $C>0$ and $s>0$ such that

$$
\left|\beta^{0}(\xi)\right| \geqq C|\xi|^{s} \quad \text { for all } \xi \in D(\beta) .
$$

We do not consider Dirichlet's boundary condition (see (a) in § 0); thus, $D(\beta) \neq\{0\}$ in $(\beta-0)$ is supposed. The nonnegative value $r$ is regarded as the minimum exponent satisfying ( $\beta-2$ ), while we regard $s$ as a certain positive number satisfying ( $\beta-3$ ). If $D(\beta) \cap(0, \infty)$ is a bounded interval, $C_{2}$ and $r$ are determined by the graph of $\beta^{0}(\xi)$, $\xi \in D(\beta) \cap(-\infty, 0)$. Now, for a fixed $r$ we simply set

$$
\rho= \begin{cases}\rho(r) & \text { for } N \geqq 3,  \tag{1.1}\\ 2 & \text { for } N=2 \text { and } r=0, \\ a \text { number of }[c(r), 2) & \text { for } N=2 \text { and } 0<r<\infty,\end{cases}
$$

where $\rho(r)=2 N(N+r(N-2))^{-1}$ and $c(r)=\max \{1,2 /(1+r)\}$ (see the proof of Lemma 4.2). For $N \geqq 3$ we have $2 \geqq \rho(r) \geqq 1$ if and only if $0 \leqq r \leqq N /(N-2)$. Let $\rho^{*}=\rho /(\rho-1)$ with convention $1^{*}=\infty$, and let

$$
\kappa_{\varepsilon, \rho}=\left\{\begin{array}{l}
\left(r_{\varepsilon} / \varepsilon\right)^{(\rho-1) N / \rho} \quad \text { for } 1 \leqq \rho<N,  \tag{1.2}\\
\left(r_{\varepsilon} / \varepsilon\right)^{N-1}\left[\log \left(c_{0} \varepsilon / r_{\varepsilon}\right)\right]^{(N-1) / N} \quad \text { for } \rho=N,
\end{array}\right.
$$

where $c_{0}=\max \left\{N^{1 / 2} /(2|y|) ; y \in \partial T\right\}$. We give $r_{\varepsilon}^{(\lambda)}$, which plays a scale for the size of each hole $T_{\varepsilon}^{i}$ in $\Omega_{\varepsilon}$, as follows:

$$
r_{\varepsilon}^{(\lambda)}=\varepsilon^{N / \lambda} \quad \text { for } 0<\lambda \leqq N \quad \text { and } \quad r_{\varepsilon}^{(0)}=\exp \left\{-\varepsilon^{-N /(N-1)}\right\}
$$

The inequality $0 \leqq \lambda<\mu \leqq N$ implies that $r_{\varepsilon}^{(\lambda)} \ll r_{\varepsilon}^{(\mu)}$ as $\varepsilon \rightarrow 0$. We get $r_{\varepsilon}^{(\lambda)} \sim r_{\varepsilon}$ as $\varepsilon \rightarrow 0$ if and only if $0<\theta_{\lambda}<\infty, r_{\varepsilon}^{(\lambda)} \ll r_{\varepsilon}$ as $\varepsilon \rightarrow 0$ if and only if $\theta_{\lambda}=\infty$, where $\theta_{\lambda}$ is determined by (0.4).

### 1.1. Estimates.

Theorem A. We suppose condition ( $\beta-0$ ) holds. Then we have

$$
\left\|\nabla u_{\varepsilon}\right\|_{\Omega_{\varepsilon}} \leqq C\left(\|f\|_{\Omega}+\theta_{N-1, \varepsilon}\left|\int_{\partial T} g d \sigma\right|+\|g\|_{\partial T} \kappa_{\varepsilon, 2}\right) .
$$

Let

$$
\begin{equation*}
b=\lim _{\varepsilon \rightarrow 0} b_{\varepsilon} \quad \text { and } \quad b_{\varepsilon}=\theta_{N-1, \varepsilon} / \alpha_{\varepsilon}^{1 / s} . \tag{1.3}
\end{equation*}
$$

Theorem B. In Theorem A we suppose condition ( $\beta-3$ ) holds. Let $\sigma=s+1$ and $\sigma^{\prime}=\min \{s, 1\}+1$. We further suppose that $f \in L^{\sigma^{\prime *}}(\Omega), g \in L^{\sigma^{*}}(\partial T)$, (0.6) with $a=\infty$, (1.3) with $b=0$, and

$$
r_{\varepsilon}^{\left(N-\sigma^{\prime}\right)} \ll r_{\varepsilon} \leqq \varepsilon \quad \text { as } \varepsilon \rightarrow 0 .
$$

Then $u_{\varepsilon}^{\sim}$ converges strongly to zero in $W_{0}^{1, \sigma^{\prime}}(\Omega)$. Furthermore, we get

$$
\left\|\nabla u_{\varepsilon}\right\|_{\sigma^{\prime}, \Omega_{\varepsilon}}^{2} \leqq C\left[\|f\|_{\sigma^{* *}, \Omega}^{2} \theta_{N-\sigma^{\prime}, \varepsilon}^{-2 / \sigma^{\prime}}+\|f\|_{\sigma^{\sigma^{* *}, \Omega}}^{\sigma_{\varepsilon}^{*}} a_{\varepsilon}^{-1 / s}+b_{\varepsilon}\|g\|_{\sigma^{*}, \partial T}^{\sigma^{*}}\right]
$$

Theorem C. In Theorem A we suppose that $\int_{\partial t} g d \sigma \neq 0$ and

$$
r_{\varepsilon}^{(N-1)} \ll r_{\varepsilon} \leqq \varepsilon \quad \text { as } \varepsilon \rightarrow 0 .
$$

(I) We have

$$
\left\|\nabla u_{\varepsilon}\right\|_{\Omega_{\varepsilon}} \leqq C \theta_{N-1, \varepsilon} .
$$

(II) In addition to (I) we suppose that $D(\beta)=\mathbb{R}$, ( $\beta-2$ ) with $0 \leqq r \leqq 1$, and (0.6) with $0 \leqq a<\infty$. Then we have

$$
\left\|\nabla u_{\varepsilon}\right\|_{\Omega_{\varepsilon}} \geqq C \theta_{N-1, \varepsilon} .
$$

(III) In (I) we suppose condition ( $\beta-3$ ) and (0.6) holds with $a=\infty, 0<b \leqq \infty$. Then we have

$$
\begin{gather*}
\left\|\nabla u_{\varepsilon}\right\|_{\sigma^{\prime}, \Omega_{\varepsilon}} \leqq C b_{\varepsilon}^{1 / 2}  \tag{1.4}\\
\left\|u_{\varepsilon}\right\|_{\sigma^{\prime}, \Omega_{\varepsilon}} \leqq C b_{\varepsilon}^{1 / \sigma^{\prime}}\left(\theta_{N-\sigma^{\prime}, \varepsilon}^{-1 / \sigma^{\prime}}+a_{\varepsilon}^{-1 / \sigma}\right), \tag{1.5}
\end{gather*}
$$

and

$$
u_{\varepsilon}^{\sim} / b_{\varepsilon}^{1 / \sigma^{\prime}} \xrightarrow{w} 0 \quad \text { in } W_{0}^{1, \sigma^{\prime}}(\Omega) \quad \text { as } \varepsilon \rightarrow 0 .
$$

Remark 1.1. For the bounds in (1.4) and Theorem C(I) we want to know $\lim \theta_{N-1, \varepsilon} / b_{\varepsilon}^{1 / \sigma^{\prime}}$. Let

$$
\begin{equation*}
a_{h, \varepsilon} \equiv \alpha_{\varepsilon}\left(\theta_{N-1, \varepsilon}\right)^{h} . \tag{1.6}
\end{equation*}
$$

Then we have $\theta_{N-1, \varepsilon} / b_{\varepsilon}^{1 / \sigma^{\prime}}=a_{s, \varepsilon}^{1 / 2 s}$ for $s \geqq 1$ and $\theta_{N-1, \varepsilon} / b_{\varepsilon}^{1 / \sigma^{\prime}}=a_{\sigma^{\prime \prime}, \varepsilon}^{1 / s \sigma^{\prime}}, \sigma^{\prime \prime}=s^{2}$, for $0<s<1$.

### 1.2. Convergence.

Theorem a. We suppose $(\beta-0),(\beta-1)$, and ( $\beta-2$ ) with

$$
\begin{array}{ll}
0 \leqq r \leqq 1 & \text { for } N \geqq 3 \\
r=0 & \text { for } N=2
\end{array}
$$

In the case where $1>r \geqq 0$ with $N \geqq 3$, using (0.5) and (1.1) we suppose that

$$
\begin{equation*}
\bar{\alpha}<\infty, \quad \bar{\alpha} \theta_{N-\rho^{*}}=0 \quad \text { and } \quad r_{\varepsilon} \leqq C r_{\varepsilon}^{\left(N-\rho^{*}\right)} \quad \text { as } \varepsilon \rightarrow 0 . \tag{1.7}
\end{equation*}
$$

Let $\tilde{\alpha}_{\varepsilon}=\bar{\alpha}_{\varepsilon}\left(\log r_{\varepsilon}^{-1}\right)^{(N-1) / N^{*}}$. In the case where $r=1$ with $N \geqq 3$, we suppose that

$$
\begin{equation*}
\tilde{\alpha}=\lim _{\varepsilon \rightarrow 0} \tilde{\alpha}_{\varepsilon}<\infty, \tilde{\alpha} \theta_{0}=0 \quad \text { and } \quad r_{\varepsilon} \leqq C r_{\varepsilon}^{(0)} \quad \text { as } \varepsilon \rightarrow 0 . \tag{1.8}
\end{equation*}
$$

Let $\hat{\alpha}_{\varepsilon}=\tilde{\alpha}_{\varepsilon}\left(\log \left(c_{0} \varepsilon / r_{\varepsilon}\right)\right)^{1 / 2}$. In the case where $r=0$ with $N=2$ we suppose that

$$
\begin{equation*}
\hat{\alpha}=\lim _{\varepsilon \rightarrow 0} \hat{\alpha}_{\varepsilon}<\infty, \quad \hat{\alpha} \theta_{0}=0, \quad \text { and } \quad r_{\varepsilon} \leqq C r_{\varepsilon}^{(0)} \quad \text { as } \varepsilon \rightarrow 0 \tag{1.9}
\end{equation*}
$$

Then $u_{\varepsilon}^{\sim}$ weakly converges to $u$ in $H_{0}^{1}(\Omega)$, where $u$ is the solution of

$$
-\Delta u=f \quad \text { a.e. in } \Omega .
$$

Theorem b. We suppose conditions ( $\beta-0$ ), ( $\beta-1$ ), and ( $\beta-2$ ) hold with

$$
\begin{array}{ll}
0 \leqq r<N /(N-2) & \text { for } N \geqq 3, \\
0 \leqq r<\infty & \text { for } N=2 . \tag{1.10}
\end{array}
$$

We suppose ( 0.6 ) holds with $0 \leqq a \leqq \infty$, and

$$
r_{\varepsilon}^{(N-\rho)} \ll r_{\varepsilon} \leqq C r_{\varepsilon}^{(N-1)} \quad \text { as } \varepsilon \rightarrow 0 .
$$

Let $S(\partial T)$ be the surface area of $\partial T$. Then $u_{\varepsilon}^{\sim}$ converges to $u$ weakly in $H_{0}^{1}(\Omega)$, where $u$ satisfies

$$
\begin{equation*}
-\Delta u+a S(\partial T) \beta(u) \ni f+\theta_{N-1} \int_{\partial T} g d \sigma \quad \text { a.e. in } \Omega, \tag{1.11}
\end{equation*}
$$

for $0 \leqq a<\infty$, otherwise, if $a=\infty$, then

$$
u=0 \quad \text { a.e. in } \Omega,
$$

provided that
( $\beta-4$ ) $\quad \int_{0}^{ \pm \delta} \beta(\xi) d \xi>0 \quad$ for any $\delta>0$.
1.3. Convergence after renormalization. We have renormalization on $u_{\varepsilon}$ as follows:

$$
z_{\varepsilon} \equiv u_{\varepsilon} / \theta_{N-1, \varepsilon} .
$$

We recall (I) and (II) in Theorem C. It is natural to consider the behavior of $z_{\varepsilon}$ when $\theta_{N-1, \varepsilon} \rightarrow \infty$ as $\varepsilon \rightarrow 0$.
(A) Let $h$ be a fixed positive number such that $h \geqq r$ and let

$$
\beta^{\varepsilon}(\xi) \equiv \beta\left(\theta_{N-1, \varepsilon} \xi\right) / \theta_{N-1, \varepsilon}^{h} \quad \text { for } \xi \in D\left(\beta^{\varepsilon}\right),
$$

where $D\left(\beta^{\varepsilon}\right)=\left\{\xi \in \mathbb{R} ; \theta_{N-1, \varepsilon} \xi \in D(\beta)\right\}$. A multivalued function $\beta^{\varepsilon}$ satisfies ( $\beta-0$ ) and $(\beta-1)$ as $\beta$. Each element $\beta^{\varepsilon}$ of $\left\{\beta^{\varepsilon} ; \theta_{N-1, \varepsilon} \rightarrow \infty\right\}$ also satisfies $(\beta-2)$ with the same $r$ as $\beta$. We have $\beta^{\varepsilon} \equiv \beta$ for a homogeneous function of degree $h$. In this section, one of the following conditions, $(\gamma-1),(\gamma-2),(\gamma-3)$, is supposed.
(B) Conditions.
$(\gamma-1) \quad \beta$ satisfies ( $\beta-2$ ) with (1.10). Besides, $D\left(\beta^{0}\right)=D\left(\beta^{\varepsilon}\right)=\mathbb{R}$ and $\mid \beta^{\varepsilon}(\xi)$ $\beta^{0}(\xi) \mid \leqq c_{\varepsilon}(1+|\xi|)^{t}$ with $c_{\varepsilon} \rightarrow 0$ as $\varepsilon \rightarrow 0$ and $0 \leqq t \leqq r$.
$(\gamma-2) \quad \beta$ satisfies ( $\beta-2$ ) with (1.10). Besides, $D\left(\beta^{0}\right)=D\left(\beta^{\varepsilon}\right)=\mathbb{R}$ and $\beta^{\varepsilon} \uparrow \beta^{0}$ or $\beta^{\varepsilon} \downarrow \beta^{0}$ as $\varepsilon \downarrow 0$.
$(\gamma-3) \quad \beta$ satisfies $(\beta-2)$ with $r=0, D\left(\beta^{0}\right)=\lim _{\inf }^{\varepsilon \rightarrow 0}, ~ D\left(\beta^{\varepsilon}\right)$ and $\beta^{\varepsilon}$ converges to $\beta^{0}$ as $\varepsilon \rightarrow 0$ pointwise in $D\left(\beta^{0}\right)$ except at discontinuous points of $\beta^{0}$.
$(\gamma-4) \quad \beta^{0}$ satisfies $(\beta-0)$ and $(\beta-1)$.
Example 1.2. Let $\theta_{\varepsilon}=\theta_{N-1, \varepsilon}$. For $\beta(\xi)=|\xi|^{r-1} \xi$, we get $\beta^{\varepsilon}(\xi)=\theta_{\varepsilon}^{r-h} \beta(\xi)$. We have ( $\gamma-1$ ) with $\beta^{0}=\beta$ for $h=r$, and $\beta^{0}=\beta_{N}$ for $h>r$. For

$$
\beta(\xi)= \begin{cases}1 & \text { for } \xi \geqq 1, \\ \xi & \text { for } 0 \leqq \xi \leqq 1, \\ 0 & \text { for } \xi \leqq 0\end{cases}
$$

which satisfies $(\beta-0),(\beta-1)$, and $(\beta-2)$ with $r=0$, we have

$$
\beta^{\varepsilon}(\xi)= \begin{cases}\theta_{\varepsilon}^{-h} & \text { for } \xi \geqq \theta_{\varepsilon}^{-1}, \\ \theta_{\varepsilon}^{1-h} \xi & \text { for } 0 \leqq \xi \leqq \theta_{\varepsilon}^{-1}, \\ 0 & \text { for } \xi \leqq 0 ;\end{cases}
$$

$(\gamma-2): \beta^{\varepsilon} \uparrow \beta_{H}$ as $\varepsilon \downarrow 0$ for $h=0 ;(\gamma-2): \beta^{\varepsilon} \downarrow \beta_{N}$ as $\varepsilon \uparrow 0$ for $h \geqq 1 ;(\gamma-1):\left\|\beta^{\varepsilon}-\beta_{N}\right\|_{\infty} \rightarrow 0$ as $\varepsilon \rightarrow 0$ for $0<h<1$. If

$$
\beta(\xi)= \begin{cases}\infty & \text { for } \xi \geqq 1 \\ \xi & \text { for } 0 \leqq \xi \leqq 1 \\ 0 & \text { for } \xi \leqq 0\end{cases}
$$

is chosen, we have $(\beta-0),(\beta-1)$, and $(\beta-2)$ with $r=0$. Then

$$
\beta^{\varepsilon}(\xi)= \begin{cases}\infty & \text { for } \xi \geqq \theta_{\varepsilon}^{-1} \\ \theta_{\varepsilon}^{1-h} \xi & \text { for } 0 \leqq \xi \leqq \theta_{\varepsilon}^{-1} \\ 0 & \text { for } \xi \leqq 0\end{cases}
$$

Thus $(\gamma-3)$ is satisfied with $\beta^{0}=\beta_{S}$.
(C) The homogenized operator. Let $Y^{*}=Y \backslash T^{*}$ and $T^{*}=\theta_{N}^{1 / N} T$. Let $\left|Y^{*}\right|$ be the Lebesgue measure of $Y^{*}$, and let

$$
\mathscr{H}= \begin{cases}-\Delta & \text { for } \theta_{N}=0 \\ -\sum_{i, j=1}^{N} q_{i j} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} & \text { for } 0<\theta_{N} \leqq 1,\end{cases}
$$

where $q_{i j}, 1 \leqq i, j \leqq N$, are constants defined by $q_{i j}=\left|Y^{*}\right| \delta_{i j}-\int_{Y^{*}} \nabla \kappa_{i} \nabla \kappa_{j} d y$. Here $\kappa_{i} \in W_{0}$, is defined by

$$
\int_{\mathrm{Y}^{*}} \nabla \kappa_{i} \nabla v d y+\int_{\partial T^{*}} \nu_{i} v d \sigma=0 \quad \text { for all } v \in W_{0},
$$

where $W_{0}=\left\{v \in H^{1}\left(Y^{*}\right) ; \int_{Y^{*}} v d y=0\right.$ and $v$ is $Y$-periodic $\}$ and $\nu=\left\{\nu_{i} ; 1 \leqq i \leqq N\right\}$ is the outer unit normal to $\partial Y^{*}$.
(D) Theorem c. In Theorem C(I) we further suppose conditions $(\beta-0),(\beta-1)$, and ( $\gamma-4$ ) hold and one of the conditions $(\gamma-1),(\gamma-2),(\gamma-3)$ holds.
(I) We suppose that $a_{h}=\lim _{\varepsilon} a_{h, \varepsilon}<\infty$ with (1.6). Then $z_{\varepsilon}^{\sim}$ weakly converges in $H_{0}^{1}(\Omega)$ to $z$, where $z$ is a unique solution of

$$
\begin{equation*}
\mathscr{H} z+a_{h} S(\partial T) \beta^{0}(z) \ni \int_{\partial T} g d \sigma \quad \text { a.e. in } \Omega . \tag{1.12}
\end{equation*}
$$

(II) If $a_{h}=\infty$ and ( $\beta-4$ ) is satisfied by $\beta^{0}$, then $z_{\varepsilon}^{\sim}$ converges weakly to zero in $H_{0}^{1}(\Omega)$.
1.4. Convergence for continuous functions $\boldsymbol{\beta}$. For continuous functions $\boldsymbol{\beta}$ we have more results as below for the case where $C r_{\varepsilon}^{(N-2)} \geqq r_{\varepsilon}$ than in Theorem a, and for the case where $r_{\varepsilon}^{(N-2)} \ll r_{\varepsilon} \leqq C r_{\varepsilon}^{(N-1)}$ than in Theorem b, respectively.

Theorem $\mathrm{a}^{\prime}$. We suppose that $N \geqq 3$, and conditions ( $\beta-0$ ), ( $\beta-2$ ), and ( $\beta-3$ ) hold with $C_{1}=0, r=1=s$, and $(\beta-1)_{0}$ below.
$(\beta-1)_{0} \quad D(\beta)=\mathbb{R}$ and $\beta$ is continuous in $\mathbb{R}$.
Besides, we suppose ( 0.5 ) holds with $\bar{\alpha}=\infty$, and $C r_{\varepsilon}^{(N-2)} \geqq r_{\varepsilon}$ with a fixed $\theta_{N-2}$ as $\varepsilon \rightarrow 0$. Then $u_{\varepsilon}^{\sim}$ converges weakly to $u$ in $H_{0}^{1}(\Omega)$ as $\varepsilon \rightarrow 0$, where $u$ satisfies either

$$
-\Delta u+\theta_{N-2} C_{T} u=f \quad \text { a.e. in } \Omega \quad \text { for } \theta_{N-2}<\infty
$$

or

$$
u=0 \quad \text { a.e. in } \Omega \quad \text { for } \theta_{N-2}=\infty,
$$

where $C_{T}$ denotes the capacity of $T$ defined by

$$
C_{T}=\inf \left\{\int_{\mathbb{R}^{N}}|\nabla v|^{2} d x ; v \in H^{1}\left(\mathbb{R}^{N}\right) \text { and } v \geqq 1 \text { on } T\right\} .
$$

For $\bar{\alpha}<\infty$, we can have a value $C(\bar{\alpha}, T)$ also like the capacity of $T$ (for more detail see Theorem A. 1 in Kaizu [15]).

Theorem $\mathrm{b}^{\prime}$. We suppose ( $\beta-0$ ), ( $\beta-3$ ), and $(\beta-1)_{1}$ below hold.

## $(\beta-1)_{1} \quad D(\beta)=\mathbb{R}$ and $\beta$ is Lipschitz continuous.

We also suppose ( 0.6 ) holds with $0 \leqq a \leqq \infty, r_{\varepsilon}^{(N-2)} \ll r_{\varepsilon} \leqq C r_{\varepsilon}^{(N-1)}$. Then $u_{\varepsilon}^{\sim}$ converges in $H_{0}^{1}(\Omega)$ weakly to $u$, where $u$ is the solution of

$$
\begin{aligned}
& -\Delta u+a S(\partial T) \beta(u)=f+\theta_{N-1} \int_{\partial T} g d \sigma \text { a.e. in } \Omega \text { for } a<\infty, \\
& u=0 \quad \text { a.e. in } \Omega \quad \text { for } a=\infty .
\end{aligned}
$$

Remark 1.3. The range $r_{\varepsilon}^{(N-2)} \ll r_{\varepsilon} \leqq C r_{\varepsilon}^{(N-1)}$ of $r_{\varepsilon}$ in Theorem $\mathrm{b}^{\prime}$ is slightly wider than that of $r_{\varepsilon}$ in Theorem $b$.
2. Convergence of subdifferentials. To our asymptotic problem we shall apply the theory of the convergence of a sequence of subdifferentials, described below.

Let $H$ be a real Hilbert space of lower semicontinuous convex functions $\varphi^{n}: H \rightarrow$ $[0, \infty]$ with $\varphi^{n}(0)=0$. We set $D\left(\varphi^{n}\right)=\left\{x \in H ; \varphi^{n}(x)<\infty\right\}$, which we call the effective domain of $\varphi^{n}$. Let $H^{n}$ be a closed linear subspace which contains the closure of $D\left(\varphi^{n}\right)$ in the topology of $H$. Let $p^{n}$ be the projection from $H$ onto $H^{n}$ (see Example 2.3). Let $\varphi^{0}$ be a lower semicontinuous convex function from $H$ into $[0, \infty]$, with $\varphi^{0}(0)=0$. Let $D\left(\varphi^{0}\right)$ be the effective domain of $\varphi^{0}$. We suppose the following conditions:
(c-1) There exists a sequence $\left\{E^{n}\right\}$ of linear mappings $E^{n}: D\left(\varphi^{n}\right) \rightarrow D\left(\varphi^{0}\right)$, satisfying the following properties:
(i) $p^{n} E^{n}=p^{n}$ and ( $\left.x, y\right)=\left(E^{n} x, p^{n} y\right)$ for all $x, y \in D\left(\varphi^{n}\right)$;
(ii) If $\lim \sup _{n \rightarrow \infty} \varphi^{n}\left(x^{n}\right)<\infty$, then the sequence $\left\{E^{n} x^{n}\right\}$ is totally bounded.
(c-2) There exists a positive constant $\eta$ such that the strong convergence $x^{n} \rightarrow x$, implies the weak convergence $p^{n} x^{n} \xrightarrow{\omega} \eta x$.
Now, we write $\varphi^{n} \xrightarrow{(e)} \varphi^{0}$, if and only if the following two conditions are satisfied:
(e-1) For any $x \in D\left(\varphi^{0}\right)$ we have $x^{n} \in D\left(\varphi^{n}\right)$ such that $E^{n} x^{n} \xrightarrow{s} x$ and

$$
\varphi^{0}(x) \geqq \underset{n \rightarrow \infty}{\lim \sup } \varphi^{n}\left(x^{n}\right) .
$$

(e-2) The convergence $E^{n} x^{n} \xrightarrow{s} x$, implies the inequality

$$
\varphi^{0}(x) \leqq \liminf _{n \rightarrow \infty} \varphi^{n}\left(x^{n}\right)
$$

It is clear that, for the case $E^{n} \equiv$ the identity map, we have $\varphi^{n} \xrightarrow{(e)} \varphi^{0}$ if and only if $\varphi^{0}$ is the $\tau$-epi-limit of $\varphi^{n}$, where $\tau$ is the topology of $H$ (see Attouch [1, Prop. 1.14, p. 30]).

The subdifferential $\partial \varphi$ of a lower semicontinuous convex function $\varphi$ is defined as follows: $\partial \varphi(x)=\{y \in H ; \varphi(z) \geqq \varphi(x)+(y, z-x)$ for all $z \in H\}$. It is well known that we have the equivalent relation between Mosco's convergence and the convergence of the resolvent mappings of the subdifferentials (see [1, Thm. 3.26, p. 305]). Even for the above convergence we still get the following theorem.

Theorem 2.1. We suppose conditions (c-1) and (c-2) hold. Then the following statements are equivalent:
(I) $\varphi^{n} \xrightarrow{(e)} \varphi^{0}$.
(II) Let $f^{n} \xrightarrow{s} f^{0}$ and $x^{n}$ be the solution of $\left(\lambda \partial \varphi^{n}+I\right) x^{n} \ni f^{n}, \lambda>0$. Then $E^{n} x^{n}$ converges strongly and the limit $x$ satisfies $\left(\lambda \partial \varphi^{0}+\eta I\right) x \ni \eta f^{0}$.
(III) Let $x^{n}$ be the solution of $\left(\lambda \partial \varphi^{n}+I\right) x^{n} \ni f, \lambda>0$. Then $E^{n} x^{n}$ converges strongly and the limit $x$ satisfies $\left(\lambda \partial \varphi^{0}+\eta I\right) x \ni \eta f$.

Proposition 2.2. (a) The following statement (IV) is sufficient for the statement (III).
(IV) Let $f^{n} \xrightarrow{s} f^{0}$ and $x^{n}$ be the solution of $\partial \varphi^{n}\left(x^{n}\right) \ni f^{n}$. Then $E^{n} x^{n}$ converges strongly and the limit $x$ satisfies $\partial \varphi^{0}(x) \ni \eta f^{0}$.
(b) If $\left\{\left(\partial \varphi^{n}\right)^{-1}\right\}$ is uniformly bounded, the statement (IV) is necessary for (II).

Example 2.3. Let $H=L^{2}(\Omega)$ and $V^{0}=H_{0}^{1}(\Omega)$. We denote by $\left\{\varepsilon_{n}\right\}$ a sequence of positive numbers decreasing to zero. Let $\Omega^{n}$ be a subdomain of $\Omega$ defined by ( 0.0 ). We consider $H^{n}=L^{2}\left(\Omega^{n}\right)$, as a subspace of $H$, which consists of functions of $H$, vanishing outside $\Omega^{n}$. We write $V^{n}=V_{\varepsilon}$ with $\varepsilon=\varepsilon_{n}$. Let $\varphi^{n}, \varphi^{0}: H \rightarrow[0, \infty]$, be lower semicontinuous convex functions defined by

$$
\begin{aligned}
& \varphi^{n}(v)= \begin{cases}\int_{\Omega^{n}}|\nabla v|^{2} d x / 2 & \text { for } v \in V^{n}, \\
\infty & \text { otherwise },\end{cases} \\
& \varphi^{0}(v)= \begin{cases}\int_{\Omega}(\nabla v, \nabla v)_{Q} d x / 2 & \text { for } v \in V^{0}, \\
\infty & \text { otherwise }\end{cases}
\end{aligned}
$$

where

$$
(\nabla v, \nabla v)_{Q}=\sum_{i, j=1}^{N} Q_{i j} \frac{\partial v}{\partial x_{i}} \frac{\partial v}{\partial x_{j}}
$$

and

$$
Q_{i j}= \begin{cases}\delta_{i j}, & \text { the Kronecker delta for } \theta_{N}=0, \\ q_{i j}, & \text { constants given in §§ } 1.3 \text { for } 0<\theta_{N} \leqq 1 .\end{cases}
$$

For $v \in V^{n}$ we define $E^{n}(v)=v^{\sim} \in V^{0}$, where $\Delta v^{\sim}=0$ on $T_{\varepsilon}$ and $v^{\sim}=v$ on $\partial T_{\varepsilon}$ with $\varepsilon=\varepsilon_{n}$ (we can choose another extension family $\left\{E^{n}\right\}$ in Corollary 3.3). Let $p^{n} v=\chi^{n} v$, $v \in H$, where $\chi^{n}$ denotes the characteristic function of $\Omega^{n}$. Then (c-1) is satisfied by combining Corollary 3.3 with the Rellich theorem. We see that $\chi^{n} \rightarrow\left|Y^{*}\right|(=\eta)$ weakly star in $L^{\infty}(\Omega)$ as $n \rightarrow \infty$. We consider $\left(P_{\varepsilon}\right)$ with $\alpha_{\varepsilon} \equiv 0$ and $g \equiv 0$, and have $\partial \varphi^{n}\left(u^{n}\right) \ni f$. According to Cioranescu and Saint Jean Paulin [8] and Khruslov [19], we have that $u_{n}^{\sim} \rightarrow u$ weakly in $H_{0}^{1}(\Omega)$ as $\varepsilon \rightarrow 0$, where

$$
\begin{array}{ll}
-\Delta u=f & \text { in } \Omega \\
\mathscr{H} u=\eta f & \text { for } \theta_{N}=0 \\
\text { in } \Omega & \text { for } \theta_{N}>0 .
\end{array}
$$

The convergence of $u_{n}^{\sim}$ to $u$ remains true, even if $f$ is replaced with $f^{n}$, which strongly converges to $f$, in the equation $\partial \varphi^{n}\left(u^{n}\right) \ni f$. By Proposition 2.2(a), we get

$$
\begin{equation*}
\varphi^{n} \xrightarrow{(e)} \varphi^{0} . \tag{2.1}
\end{equation*}
$$

We consider a perturbation of (2.1) as follows.

Proposition 2.4. We suppose that $\varphi^{n} \xrightarrow{(e)} \varphi^{0}$. Besides we suppose that $j^{n}, j^{0}: H \rightarrow$ $[0, \infty]$, satisfy the following conditions:
(i) $\varphi^{n}+j^{n}$ is a lower semicontinuous convex function for each $n \in \mathbb{N} \cup\{0\}$.
(ii) We have maps $F^{n}: D\left(\varphi^{n}\right) \rightarrow D\left(\varphi^{n}+j^{n}\right)$, such that $\varphi^{n}\left(F^{n} x\right) \leqq \varphi^{n}(x)$ for $x \in$ $D\left(\varphi^{n}\right)$, and $E^{n} F^{n} x^{n} \rightarrow x^{0}$ for any $E^{n} x^{n} \rightarrow x^{0} \in D\left(\varphi^{0}+j^{0}\right)$ as $n \rightarrow \infty$.
(iii) $j^{n}\left(x^{n}\right) \rightarrow j^{0}(x)$ as $n \rightarrow \infty$ for any sequence $\left\{x^{n}\right\}$ such that $\sup \left\{\varphi^{n}\left(x^{n}\right)+j^{n}\left(x^{n}\right)\right\}<$ $\infty$ and $E^{n} x^{n} \rightarrow x$.
Then we get

$$
\varphi^{n}+j^{n} \xrightarrow{(e)} \varphi^{0}+j^{0} .
$$

Proof of Theorem 2.1. It is trivial that (II) $\rightarrow$ (III). We show (III) $\rightarrow$ (I). Let $J_{\lambda}^{n}=$ $\left(\lambda \partial \varphi^{n}+I\right)^{-1}$. The Yosida approximation of $\varphi_{\lambda}^{n}, \lambda>0$, is defined by

$$
\varphi_{\lambda}^{n}(x)=\inf \left\{\varphi^{n}(y)+\|y-x\|^{2} /(2 \lambda) ; y \in H\right\}
$$

for all $x \in H$. The following properties are fundamental.
(a) $\varphi_{\lambda}^{n}$ is of class $C^{1}$ and its derivative $A_{\lambda}^{n}$ is Lipschitz continuous with constant $1 / \lambda$. Besides we have $\left|A_{\lambda}^{n} x\right| \leqq|y|$ for all $y \in \partial^{n} \varphi(x), x \in D\left(\partial \varphi^{n}\right)$.
(b) $\varphi_{\lambda}^{n}(x) \uparrow \varphi^{n}(x)$ as $\lambda \downarrow 0$.
(c) $\varphi_{\lambda}^{n}(x)=\lambda\left\|A_{\lambda}^{n} x\right\|^{2} / 2+\varphi^{n}\left(J_{\lambda}^{n} x\right)$.
(d) $\lambda A_{\lambda}^{n}+J_{\lambda}^{n}=I$.
(e) $p^{n}=s-\lim _{\lambda \rightarrow 0} J_{\lambda}^{n}$.
(f) $A^{n} J_{\lambda}^{n} \supset A_{\lambda}^{n}$.

Lemma 2.5. Under (c-2) and (III), we have
(a) $\left(A_{\lambda}^{n} y, x^{n}\right) \rightarrow\left(A_{\lambda / n}^{0} y, x\right)$ as $n \rightarrow \infty$, for any $y \in H, x^{n} \in D\left(\varphi^{n}\right), E^{n} x^{n} \rightarrow x$,
(b) $\left(A_{\lambda}^{n} y, x\right)-\left(y-p^{n} y, x\right) / \lambda \rightarrow\left(A_{\lambda / \eta}^{0} y, x\right)$ as $n \rightarrow \infty$, for any $x$ and $y \in H$,
(c) $\left(A_{\lambda}^{n} y, x\right) \rightarrow\left(A_{\lambda / \eta}^{0} y, x\right)+(1-\eta)(y, x) / \lambda$ as $n \rightarrow \infty$, for any $x$ and $y \in H$.

Proof. By (c-2) and (III), we have $E^{n} J_{\lambda}^{n} y \rightarrow J_{\lambda / \eta}^{0} y, x^{n} \xrightarrow{w} \eta x$ and $p^{n} y \xrightarrow{w} \eta y$ as $n \rightarrow \infty$. By (d) we get Lemma 2.5(a) as follows:

$$
\begin{aligned}
\left(A_{\lambda}^{n} y, x^{n}\right) & =\left[\left(y, p^{n} E^{n} x^{n}\right)-\left(E^{n} J_{\lambda}^{n} y, p^{n} E^{n} x^{n}\right)\right] / \lambda \\
& \rightarrow \eta\left[(y, x)-\left(J_{\lambda / \eta}^{0} y, x\right)\right] / \lambda=\left(A_{\lambda / \eta}^{0} y, x\right)
\end{aligned}
$$

Combining (d), (c-2), and (III) with ( $\left.J_{\lambda}^{n} y, x\right)=\left(p^{n} E^{n} J_{\lambda}^{n} y, x\right)$, we get

$$
\begin{aligned}
& \left(A_{\lambda}^{n} y, x\right)=\left[\left(p^{n} y-p^{n} E^{n} J_{\lambda}^{n} y, x\right)+\left(y-p^{n} y, x\right)\right] / \lambda \\
& \left(A_{\lambda}^{n} y, x\right)-\left(y-p^{n} y, x\right) / \lambda \rightarrow\left(A_{\lambda / \eta}^{0} y, x\right) \quad \text { as } n \rightarrow 0
\end{aligned}
$$

Lemma 2.5(b) implies (c) together with (c-2).
Lemma 2.6. Under (c-2), (III) implies the following:
(a) $\lim _{n \rightarrow \infty} \varphi_{\lambda}^{n}(x)-\left(\|x\|^{2}-\lim _{n \rightarrow \infty}\left\|p^{n} x\right\|^{2}\right) /(2 \lambda)=\varphi_{\lambda / \eta}^{0}(x)$,
(b) $\lim _{n \rightarrow \infty} \varphi_{\lambda}^{n}(x)=\varphi_{\lambda / \eta}^{0}(x)+(1-\eta)\|x\|^{2} /(2 \lambda)$.

Proof. By (a), Lemma 2.5(b), the Lebesgue convergence theorem and $\varphi^{n}(0)=0=$ $\varphi^{0}(0)$, we get

$$
\begin{aligned}
\varphi_{\lambda}^{n}(x) & -\left(\|x\|^{2}-\left\|p^{n} x\right\|^{2}\right) /(2 \lambda) \\
& =\int_{0}^{1}\left[\left(A_{\lambda}^{n}(s x), x\right)-s \lambda^{-1}\left(x-p^{n} x, x\right)\right] d s \\
& \rightarrow \int_{0}^{1}\left(A_{\lambda / \eta}^{0}(s x), x\right) d x=\varphi_{\lambda / \eta}^{0}(x) .
\end{aligned}
$$

This shows (a) of this lemma. So, we get (b) of this lemma.

First we show (e-2). By (c), (d), and (f) we get

$$
\begin{aligned}
\varphi^{n}\left(x^{n}\right) & \geqq \varphi^{n}\left(J_{\lambda}^{n} x\right)+\left(A_{\lambda}^{n} x, x^{n}-J_{\lambda}^{n} x\right) \\
& =\left(\varphi_{\lambda}^{n}(x)-\lambda\left\|A_{\lambda}^{n} x\right\|^{2} / 2\right)+\left(A_{\lambda}^{n} x, x-J_{\lambda}^{n} x\right)+\left(A_{\lambda}^{n} x, x^{n}-x\right) \\
& =\varphi_{\lambda}^{n}(x)+\lambda\left\|A_{\lambda}^{n} x\right\|^{2} / 2+\left(A_{\lambda}^{n} x, x^{n}-x\right) \\
& =\varphi_{\lambda}^{n}(x)+\left(x-J_{\lambda}^{n} x, A_{\lambda}^{n} x\right) / 2+\left(A_{\lambda}^{n} x, x^{n}-x\right)=B_{\lambda}^{n}(x) .
\end{aligned}
$$

Applying (d), Lemma 2.6(b), and (a) and (c) of Lemma 2.5 we have

$$
B_{\lambda}^{n}(x) \rightarrow \varphi_{\lambda / \eta}^{0}(x)+\lambda\left\|A_{\lambda / \eta}^{0} x\right\|^{2} /(2 \eta)+(1-\eta)(1-\lambda)\|x\|^{2} /(2 \lambda)
$$

as $n \rightarrow \infty$. Thus, we get

$$
\liminf _{n \rightarrow \infty} \varphi_{\lambda}^{n}\left(x^{n}\right) \geqq \varphi_{\lambda / \eta}^{0}(x) .
$$

By (b) we have shown condition (e-2).
Next we show (e-1). It suffices to show that, for any subsequence, still denoted by $\left\{\varphi^{n}\right\}$, there exists a subsequence of $\left\{\varphi^{n}\right\}$ satisfying (e-1). By (e) we have $\lambda_{n}$ such that $\left\|x-J_{\lambda / n}^{0} x\right\| \leqq(2 n)^{-1}, \lambda<\lambda_{n}, n \in \mathbb{N}$. By (III) and Lemma 2.6(a) we get $m^{\prime}(n)$ such that $\left\|J_{\lambda_{n} / \eta}^{0}(x)-E^{m} J_{\lambda_{n}}^{m}(x)\right\| \leqq(2 n)^{-1}$ and $\varphi_{\lambda_{n}}^{m}(x)-\left(\|x\|^{2}-\left\|p^{m} x\right\|^{2}\right) /\left(2 \lambda_{n}\right) \leqq \varphi_{\lambda_{n} / \eta}^{0}(x)+$ $1 / n$ for $m \geqq m^{\prime}(n)$. For $x^{n^{\prime}}=J_{\lambda_{n}}^{m^{\prime}}(x), n^{\prime} \equiv m^{\prime}(n)$, we get $\left\|E^{n^{\prime}} x^{n^{\prime}}-x\right\| \leqq 1 / n$. By (c), we have

$$
\begin{aligned}
\varphi_{\lambda_{n} / \eta}^{0}(x)+\frac{1}{n} & \geqq \varphi_{\lambda_{n}}^{n^{\prime}}(x)+\left(\left\|p^{n^{\prime}} x\right\|^{2}-\|x\|^{2}\right) /\left(2 \lambda_{n}\right) \\
& =\varphi^{n^{\prime}}\left(x^{n^{\prime}}\right)+\left(\left\|\lambda_{n} A_{\lambda_{n}}^{n^{\prime}} x\right\|^{2}+\left\|p^{n^{\prime}} x\right\|^{2}-\|x\|^{2}\right) /\left(2 \lambda_{n}\right) \\
& =\varphi^{n^{\prime}}\left(x^{n^{\prime}}\right)+C_{\lambda}^{n}(x) /\left(2 \lambda_{n}\right) .
\end{aligned}
$$

By (d) we have $C_{\lambda}^{n}(x)=\left\|J_{\lambda_{n}}^{n^{\prime}} x\right\|^{2}+\left\|p^{n^{\prime}} x\right\|^{2}-2\left(x, J_{\lambda_{n}}^{n^{\prime}} x\right)$. Since $p^{n^{\prime}} x=x+\left(p^{n^{\prime}} x-x\right)$, we get

$$
\begin{aligned}
C_{\lambda}^{n^{\prime}}(x) & =\left(J_{\lambda_{n}}^{n^{\prime}} x, J_{\lambda_{n}}^{n^{\prime}} x-x\right)-\left(J_{\lambda_{n}}^{n^{\prime}} x-p^{n^{\prime}} x, x\right) \\
& =\left\|J_{\lambda_{n}}^{n^{\prime}} x-x\right\|^{2}-\left\|\left(I-p^{n^{\prime}}\right) x\right\|^{2} \\
& =\left\|J_{\lambda_{n}}^{n^{\prime}} x-p^{n^{\prime}} x\right\|^{2} \geqq 0 .
\end{aligned}
$$

Thus, by (b) we have

$$
\varphi^{0}(x) \geqq \limsup _{n \rightarrow \infty}\left(\varphi_{\lambda_{n} / \eta}^{0}(x)+\frac{1}{n}\right) \geqq \limsup _{n \rightarrow \infty} \varphi^{n^{\prime}}\left(x^{n^{\prime}}\right) .
$$

Since $E^{n^{\prime}} x^{n^{\prime}} \rightarrow x$, we have shown (e-1), and so, (I).
Finally, we show the implication (I) $\rightarrow$ (II). We have

$$
\begin{equation*}
\varphi^{n}(z) \geqq \varphi^{n}\left(x^{n}\right)+\lambda^{-1}\left(f^{n}-x^{n}, z-x^{n}\right) \tag{2.2}
\end{equation*}
$$

for all $z \in H$. Since $J_{\lambda}^{n}$ is contractive, $\left\{x^{n}\right\}$ is bounded. By $\varphi^{n}(0)=0$, together with (c-1) and (2.2), $\left\{E^{n} x^{n}\right\}$ is totally bounded. We extract a subsequence, still denoted by $\left\{E^{n} x^{n}\right\}$ such that $E^{n} x^{n} \rightarrow x$ as $n \rightarrow \infty$. By (e-1), for $z \in D\left(\varphi^{0}\right)$ we have $z^{n}$ such that $E^{n} z^{n} \rightarrow z$ as $n \rightarrow \infty$, and $\lim \sup _{n \rightarrow \infty} \varphi^{n}\left(z^{n}\right) \leqq \varphi^{0}(z)$. Applying (c-2), we get

$$
\begin{aligned}
& \left(f^{n}-x^{n}, z^{n}\right)=\left(f^{n}-E^{n} x^{n}, p^{n} E^{n} z^{n}\right) \rightarrow \eta\left(f^{0}-x, z\right), \\
& \left\|x^{n}\right\|^{2}=\left(p^{n} x^{n}, E^{n} x^{n}\right) \rightarrow \eta\|x\|^{2} \quad \text { as } n \rightarrow \infty .
\end{aligned}
$$

Putting $z=z^{n}$ into (2.2) and applying (e-1) and (e-2), we have

$$
\begin{aligned}
\varphi^{0}(z) & \geqq \underset{n \rightarrow \infty}{\lim \sup } \varphi^{n}\left(z^{n}\right) \\
& \geqq \lim \inf \varphi^{n}\left(x^{n}\right)+\lambda^{-1} \eta\left(f^{0}-x, z-x\right) \\
& \geqq \varphi^{0}(x)+\lambda^{-1} \eta\left(f^{0}-x, z-x\right) .
\end{aligned}
$$

This shows $J_{\lambda / \eta}^{0} f^{0}=x$. Thus, the full sequence $\left\{E^{n} x^{n}\right\}$ converges to $J_{\lambda / n}^{0} f^{0}$ as $n \rightarrow \infty$. This means that (I) $\rightarrow$ (II).

Proof of Proposition 2.2. (a) Let $x^{n}$ be the solution of $\left(\lambda \partial \varphi^{n}+I\right) x^{n} \ni f$, i.e., $\partial \varphi^{n}\left(x^{n}\right) \ni\left(f-x^{n}\right) / \lambda$. Since $J_{\lambda}^{n}$ is contractive, $\left\{x^{n}\right\}$ is bounded. By the definition of $\partial \varphi^{n}$ with (c-1), we see that $\left\{E^{n} x^{n}\right\}$ is totally bounded. We extract a subsequence such that $E^{n} x^{n} \rightarrow x$, and we also have that $\partial \varphi^{n}\left(x^{n}\right) \ni\left(f-E^{n} x^{n}\right) / \lambda$. By (IV) we get $\partial \varphi^{0}(x) \ni$ $\eta(f-x) / \lambda$. This means that (III) is true.
(b) Let $x^{n}$ be the solution of $\partial \varphi^{n}\left(x^{n}\right) \ni f^{n}$. Since $\left\{f^{n}\right\}$ is bounded and $\left\{\left(\partial \varphi^{n}\right)^{-1}\right\}$ is uniformly bounded, $\left\{x^{n}\right\}$ is bounded. By the defintion of $\partial \varphi^{n}$ with (c-1), $\left\{E^{n} x^{n}\right\}$ is totally bounded. We suppose $E^{n} x^{n} \rightarrow x$. We have $\left(\partial \varphi^{n}+I\right)\left(x^{n}\right) \ni f^{n}+E^{n} x^{n}$ and $f^{n}+$ $E^{n} x^{n} \rightarrow f^{0}+x$ as $n \rightarrow \infty$. By (II) we get $\left(\partial \varphi^{0}+\eta I\right)(X) \ni \eta\left(f^{0}+x\right)$. This means that (IV) is true.
3. Lemmas. Recall that $c^{*}$ be a constant larger than one given in (0.0). Let $A(T)$ be an annular set $c^{*} T \backslash T$.

Lemma 3.1 (Rauch and Taylor [23, Ex. 1, p. 40]).
(a) For $p \in[1, \infty)$, we have a constant $C$ and extension operators $E_{T, p}: W^{1, p}(A(T)) \rightarrow W^{1, p}\left(c^{*} T\right)$, such that
(i) $\left\|\nabla\left(E_{T, p} v\right)\right\|_{p, T} \leqq C\|\nabla v\|_{p, A(T)}$,
(ii) $\left\|E_{T, p} v\right\|_{p, T} \leqq C\left(\|\nabla v\|_{p, A(T)}+\|v\|_{p, A(T)}\right)$
for all $v \in W^{1, p}(A(T))$.
(b) For $p=2$, we can replace $E_{T, p} v$ with $v^{\sim}$ in (i) and (ii) above.

Remark. The extension operators in Lemma 3.1(b) are used in [15]. There is another way to construct extension operators, satisfying properties in Lemma 3.1, due to Cioranescu and Saint Jean Paulin [8].

Let $r_{\varepsilon}^{*}=r_{\varepsilon} / \varepsilon, T_{\varepsilon}^{*}=r_{\varepsilon}^{*} T$ and $Y_{\varepsilon}^{*}=Y \backslash T(\varepsilon)^{*}$. We often write $T^{*}(\varepsilon)=T_{\varepsilon}^{*}$ and $Y^{*}(\varepsilon)=Y_{\varepsilon}^{*}$.

Corollary 3.2.
(a) For $p \in[1, \infty)$, we have a constant $C$ and an extension operator $E_{\varepsilon, p}: W^{1, p}\left(Y_{\varepsilon}^{*}\right) \rightarrow$ $W^{1, p}(Y)$, such that
(i) $\left\|\nabla\left(E_{\varepsilon, p} v\right)\right\|_{p, T^{*}(\varepsilon)} \leqq C\|\nabla v\|_{p, Y^{*}(\varepsilon)}$,
(ii) $\left\|E_{\varepsilon, p} v\right\|_{p, T^{*}(\varepsilon)} \leqq C\left(\|\nabla v\|_{p, Y^{*}(\varepsilon)}+\|v\|_{p, Y^{*}(\varepsilon)}\right)$
for all $v \in W^{1, p}\left(Y_{\varepsilon}^{*}\right)$.
(b) For $p=2$, we can replace $E_{\varepsilon, p} v$ with $v^{\sim}$ in (i) and (ii) above.

By the method of scaling together with Lemma 3.1 we see

$$
\left\|\nabla\left(E_{\varepsilon, p} v\right)\right\|_{p, T^{*}(\varepsilon)} \leqq C\|\nabla v\|_{p, r_{e}^{*} A(T)}
$$

and

$$
\left\|E_{\varepsilon, p} v\right\|_{p, T^{*}(\varepsilon)} \leqq C\left(r_{\varepsilon}^{*}\|\nabla v\|_{p, r_{\varepsilon}^{*} A(T)}+\|v\|_{p, r_{e}^{*} A(T)}\right)
$$

Thus, the above corollary is true. By the same way we also obtain the following corollary under ( 0.0 ) for our sequence $\left\{\Omega_{\varepsilon}\right\}$.

Corollary 3.3 (uniform extension property, [15, §4]).
(a) We suppose ( 0.0 ) holds on $\left\{\Omega_{\varepsilon}\right\}$. Then for $p \in[1, \infty$ ), we have a constant $C$ and extensions $E_{\varepsilon}:\left\{v \in W^{1, p}\left(\Omega_{\varepsilon}\right) ; v \mid \partial \Omega=0\right\} \rightarrow W_{0}^{1, p}(\Omega)$, such that
(i) $\left\|\nabla\left(E_{\varepsilon} v\right)\right\|_{p, T_{\varepsilon}} \leqq C\|\nabla v\|_{p, \Omega_{\varepsilon}}$, and
(ii) $\left\|E_{\varepsilon} v\right\|_{p, T_{\varepsilon}} \leqq C\left(\|\nabla v\|_{p, \Omega_{\varepsilon}}+\|v\|_{p, \Omega_{\varepsilon}}\right)$.
(b) For $p=2$ we can replace $E_{\varepsilon} v$ with $v^{\sim}$ in (i) and (ii) above.

Remark. Corollary 3.3(a) with $p=2$ and $\varepsilon \sim r_{\varepsilon}$ as $\varepsilon \rightarrow 0$, is introduced by Cioranescu and Saint Jean Paulin [8] and Khruslov [19]. Their results are also extended to the case where $\varepsilon \gg r_{\varepsilon}$. The method of scaling for extension mappings in domains with many tiny holes has been previously applied by Rauch and Taylor [23, p. 40].

Corollary 3.4. For $p \in[1, \infty)$, we have a constant $C$ such that

$$
\|v\|_{p, \Omega_{\varepsilon}} \leqq C\|\nabla v\|_{p, \Omega_{\varepsilon}}
$$

for all $v \in W^{1, p}\left(\Omega_{\varepsilon}\right)$ such that $v \mid \partial \Omega=0$.
Lemma 3.5. For $p \in(1, \infty)$, we have a constant $C$ such that

$$
\|v\|_{p, Y^{*}(\varepsilon)} \leqq C\|\nabla v\|_{p, Y^{*}(\varepsilon)}
$$

for all $v \in W^{1, p}\left(Y_{\varepsilon}^{*}\right)$ such that $\int_{Y^{*}(\varepsilon)} v d y=0$.
Proof. We suppose the contrary. Let $u_{n} \in W^{1, p}\left(Y_{n}^{*}\right)$ and a sequence $\varepsilon_{n} \downarrow 0$ as $n \uparrow \infty$, such that $\int_{Y^{*}(n)} u_{n} d y=0$ and $\left\|u_{n}\right\|_{p, Y^{*}(n)}=1>n\left\|\nabla u_{n}\right\|_{p, Y^{*}(n)}$ for $n \in \mathbb{N}$, where $Y^{*}(n)=$ $Y_{\varepsilon}^{*}$ with $\varepsilon=\varepsilon_{n}$. We have extensions $v_{n}=E_{n} u_{n} \in W^{1, p}(Y)$ satisfying (i) and (ii) in Corollary 3.2, where $E_{n}=E_{p, \varepsilon}$ with $\varepsilon=\varepsilon_{n}$. Note that $\int_{Y} v_{n} d y=\int_{T^{*}(n)} v_{n} d y=c_{n}$ and

$$
\left|\int_{Y} v_{n} d y\right| \leqq C\left|T^{*}(n)\right|^{1 / p^{*}}\left\|v_{n}\right\|_{p, Y^{*}(n)} \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0 .
$$

For $v_{n, 0}=v_{n}-c_{n}$, we have $\int_{Y} v_{n, 0} d y=0,\left\|v_{n, 0}\right\|_{p, Y} \rightarrow 1$ and $\left\|\nabla v_{n, 0}\right\|_{p, Y} \rightarrow 0$ as $n \rightarrow \infty$. There exists a subsequence, still denoted by $v_{n, 0}$, such that $v_{n, 0} \rightarrow v_{0}$ in $L^{p}(Y)$. Then $v_{0} \equiv 0$ almost everywhere in $Y$ and this contradicts to $\left\|v_{0}\right\|_{p, Y}=1$.

The next lemma appeared as Lemma 6.1 of Conca [9] in the case where $r_{\varepsilon}=\varepsilon$. It is proved by the same spirit as in [9].

Lemma 3.6. Let $p \in[1, N]$. We have a constant $C$ such that

$$
\|v\|_{p, \Omega_{\varepsilon}} \leqq C\left\{\theta_{N-p, \varepsilon}^{-1 / p}\|\nabla v\|_{p, \Omega_{\varepsilon}}+\theta_{N-1, \varepsilon}^{-1 / p}\|v\|_{p, \partial T_{\varepsilon}}\right\}
$$

for all $v \in V_{\varepsilon}$.
Lemma 3.7 (Conca and Donato [10, Lemma 2.1]). For $p \in[1, \infty)$ we have a constant $C$ such that

$$
\|v\|_{p, \partial T_{\varepsilon}} \leqq C\left\{c\left(r_{\varepsilon}, \varepsilon\right)^{1 / p}\|\nabla v\|_{p, \Omega_{\varepsilon}}+\theta_{N-1, \varepsilon}^{1 / p}\|v\|_{p, \Omega_{\varepsilon}}\right\} .
$$

Here $c\left(r_{\varepsilon}, \varepsilon\right)=r_{\varepsilon}^{N-1} \varepsilon^{p-N}$ for $p>N, c\left(r_{\varepsilon}, \varepsilon\right)=c_{1}\left(r_{\varepsilon}\right)$ for $p \leqq N$,

$$
\begin{aligned}
c_{1}\left(r_{\varepsilon}\right) & =\frac{\theta_{N-1, \varepsilon}}{\theta_{N-p, \varepsilon}} \\
& = \begin{cases}r_{\varepsilon}^{p-1} & \text { for } 1 \leqq p<N, \\
\left(r_{\varepsilon} \log r_{\varepsilon}^{-1}\right)^{N-1} & \text { for } p=N .\end{cases}
\end{aligned}
$$

We consider test functions introduced first in the case where $r_{\varepsilon} \sim \varepsilon$ with $p=2$, by Vanninathan [25]. Let $\nu=\left\{\nu_{i} ; 1 \leqq i \leqq N\right\}$ be the unit outer normal to $\partial\left(Y \backslash T_{\varepsilon}^{*}\right)$ and let

$$
\begin{aligned}
& A v=-\sum_{i=1}^{N} \partial\left(\left|\frac{\partial v}{\partial y_{i}}\right|^{p-2} \frac{\partial v}{\partial y_{i}}\right) / \partial y_{i} \in L^{p^{*}}\left(Y_{\varepsilon}^{*}\right), \\
& B v=\sum_{i=1}^{N} \nu_{i}\left|\frac{\partial v}{\partial y_{i}}\right|^{p-2} \frac{\partial v}{\partial y_{i}} \in L^{p^{*}}\left(\partial T_{\varepsilon}^{*}\right)
\end{aligned}
$$

for $v \in W^{1, p}\left(Y_{\varepsilon}^{*}\right)$ (note that the mapping $v \in L^{p}\left(Y_{\varepsilon}^{*}\right) \rightarrow|v|^{p-2} v \in L^{p^{*}}\left(Y_{\varepsilon}^{*}\right)$, is the singly valued duality mapping). We consider ( $Q_{\varepsilon}^{*}$ ):

$$
\begin{aligned}
& A \Phi_{\varepsilon}=-C(\varepsilon), \text { a constant, in } Y_{\varepsilon}^{*}, \\
& \left(B \Phi_{\varepsilon}\right)(y)=g\left(y / r_{\varepsilon}^{*}\right) \text { for } y \in \partial T_{\varepsilon}^{*}, \\
& \int_{Y^{*}(\varepsilon)} \Phi_{\varepsilon} d y=0, \\
& \Phi_{\varepsilon} \text { is } Y \text { periodic, }
\end{aligned}
$$

where $C(\varepsilon)$ satisfies the compatibility condition, i.e., $C(\varepsilon)=\left(r_{\varepsilon}^{*}\right)^{N-1}\left|Y_{\varepsilon}^{*}\right|^{-1} \int_{\partial T} g d \sigma$. Let $X=\left\{v \in W^{1, p}\left(Y_{\varepsilon}^{*}\right) ; v\right.$ is $Y$ periodic $\}$. We consider $\left(Q_{\varepsilon}^{*}\right)$ in a general form.

We consider the following problem. For $h_{1} \in L^{p^{*}}\left(Y_{\varepsilon}^{*}\right)$ and $h_{2} \in L^{p^{*}}\left(\partial T_{\varepsilon}^{*}\right)$, find $v \in X / \mathbb{R}$ such that

$$
\begin{equation*}
A v=h_{1} \quad \text { in } Y_{\varepsilon}^{*} \quad \text { and } \quad B v=h_{2} \quad \text { on } \partial T_{\varepsilon}^{*} \tag{3.1}
\end{equation*}
$$

When there exists a solution $v$, we get a compatibility condition

$$
\begin{equation*}
\int_{Y_{\varepsilon}^{*}} h_{i} d y+\int_{\partial T_{\varepsilon}^{*}} h_{2} d \sigma=0 . \tag{3.2}
\end{equation*}
$$

We show that there exists a unique solution $v \in X / \mathbb{R}$ of (3.1) under (3.2).
Let $X^{*}$ be the dual space of $X$, which is reflexive. Generally, for a fixed reflexive (respectively, uniformly convex) normed space $E$, we can say that any closed subspace of $E$, or any quotient space modulo a closed subspace is also reflexive (respectively, uniformly convex). Let $F=\left\{l \in X^{*} ;\langle l, 1\rangle=0\right\}$. We have $\mathbb{R}=\{v \in X ;\langle l, v\rangle=0$ for all $l \in F\}$ and $\{X / \mathbb{R}, F\}$ as a dual pairing. Let $\varphi$ be a lower semicontinuous convex function, $X / \mathbb{R} \rightarrow[0, \infty]$, defined by

$$
\varphi(v)=p^{-1} \int_{Y_{\varepsilon}^{*}}|\nabla v|^{p} d y
$$

Since $\|\nabla v\|_{p, Y_{\varepsilon}^{*}}$ is a norm on $X / \mathbb{R}$, we have $\varphi(v) /\|\nabla v\|_{p, Y_{\varepsilon}^{*} \rightarrow \infty}$ as $\|\nabla v\|_{p, Y_{\varepsilon}^{*} \rightarrow \infty}$. We have $A(=\partial \varphi): X / \mathbb{R} \rightarrow F$ with its range, $R(A)=F$ and have the bounded inverse of $A$, $A^{-1}$ (see, for example, Barbu [2, Prop. 2.6, p. 56]). Generally, if we denote by $|\cdot|$ a norm on a reflexive space $E$ with its dual $E^{*}$, we have the duality mapping $E \ni x \rightarrow$ $G(x)=\partial\left(|\cdot|^{p} / p\right)(x) \in E^{*}, 1<p<\infty$. When $E^{*}$ is strictly convex, $G$ is single-valued and demicontinuous (see [2, pp. 13, 53]). In our case $X / \mathbb{R}$ is isometrically isomorphic to a closed subspace $Z$ of $L^{p}\left(Y_{\varepsilon}^{*}\right)^{N}$ and the dual space $F$ is isometrically isomorphic to the space $L^{q}\left(Y_{\varepsilon}^{*}\right)^{N} / Z^{\perp}$, where $Z^{\perp}$ is the polar set of $Z$ in $L^{q}\left(Y_{\varepsilon}^{*}\right)^{N}$. Thus, $F$ is uniformly convex, so, strictly convex. We see that $A$ and $A^{-1}$ are single-valued.

The operator $A$ with $2 \leqq p<\infty$, is frequently considered, while $A$ with general $p$, $1<p<\infty$, and the boundary operator $B$ is not so often seen. Here, for this point we cite only Proposition 4.1 of Lions [21, p. 205].

Therefore, we have a solution $\Phi_{\varepsilon}$ of $\left(Q_{\varepsilon}^{*}\right)$, which satisfies

$$
\begin{align*}
& \int_{Y^{*}(\varepsilon)} \sum_{i=1}^{N}\left|\frac{\partial \Phi_{\varepsilon}}{\partial y_{i}}\right|^{p-2} \frac{\partial \Phi_{\varepsilon}}{\partial y_{i}} \frac{\partial v}{\partial y_{i}} d y  \tag{3.3}\\
& \quad=-C(\varepsilon) \int_{Y^{*}(\varepsilon)} v d y+\int_{\partial T^{*}(\varepsilon)} g\left(\frac{y}{r_{\varepsilon}^{*}}\right) v(y) d \sigma(y)
\end{align*}
$$

for all $v \in X$.
Let

$$
\kappa_{\varepsilon, p}^{\sim}= \begin{cases}\kappa_{\varepsilon, p} & \text { for } p \in[1, N] \\ \left(r_{\varepsilon}^{*}\right)^{N-1} & \text { for } p \in(N, \infty)\end{cases}
$$

Lemma 3.8. Let $I_{g}=\int_{\partial T} g d \sigma$ and $g \in L^{p^{*}}(\partial T)$ with $1<p<\infty$.
(a) We have a constant $C$ such that, for all $v \in W^{1, p}\left(Y_{\varepsilon}^{*}\right)$,

$$
\left.\left.\left|\int_{Y^{*}} \sum_{i=1}^{N}\right| \frac{\partial \Phi_{\varepsilon}}{\partial Y_{i}}\right|^{p-2} \frac{\partial \Phi_{\varepsilon}}{\partial y_{i}} \frac{\partial v}{\partial y_{i}} d y \right\rvert\, \leqq C\left(\left|I_{g}\right|+\|g\|_{p^{*}, \partial T}\right) \widetilde{\kappa_{\varepsilon, p}}\|\nabla v\|_{p, Y^{*}} .
$$

(b) Let $\gamma_{\varepsilon}=\left\{\gamma_{\varepsilon}^{i} ; 1 \leqq i \leqq N\right\}$ be a vector function defined by

$$
\gamma_{\varepsilon}^{i}(x)=\left(\left|\frac{\partial \Phi_{\varepsilon}}{\partial y_{i}}\right|^{p-2} \frac{\partial \Phi_{\varepsilon}}{\partial y_{i}}\right)(y)
$$

where $y=\left(x-p_{\varepsilon}^{i}\right) / \varepsilon$ and $x \in p_{\varepsilon}^{i}+\left(\varepsilon Y \backslash r_{\varepsilon} T\right)$ for all $i \in \mathbb{N}$. Then, for $v \in W_{0}^{1, p}\left(\Omega_{\varepsilon}\right)$, we have

$$
\left|\int_{\Omega_{\varepsilon}} \gamma_{\varepsilon} \nabla v d x\right| \leqq C\left(\left|I_{g}\right|+\|g\|_{p^{*}, \partial T}\right) \kappa_{\varepsilon, p}^{\sim}\|\nabla v\|_{p, \Omega_{\varepsilon}} .
$$

To show this we need the lemma below, which is proved as in the proof of Lemma 3.7.

Lemma 3.9. For $q \in[1, \infty)$ we have a constant $C$ such that

$$
\|w\|_{q, \partial T^{*}(\varepsilon)}^{q} \leqq C\left\{c^{\sim}\left(r_{\varepsilon}^{*}\right)\|\nabla w\|_{q, Y^{*}(\varepsilon)}^{q}+\left(r_{\varepsilon}^{*}\right)^{N-1}\|w\|_{q, Y^{*}(\varepsilon)}^{q}\right\}
$$

for all $w \in W^{1, q}\left(Y_{\varepsilon}^{*}\right)$, where $c^{\sim}\left(r_{\varepsilon}^{*}\right)=c\left(r_{\varepsilon}^{*}, 1\right), c(\cdot, \cdot)$ is as in Lemma 3.7.
Proof of Lemma 3.8(a). We suppose $v \in X$. By (3.3), Lemmas 3.5 and 3.9 with the Hölder inequality applied to $\int_{Y^{*}} v d y$ and $\int_{\partial T^{*}(\varepsilon)} g\left(y / r_{\varepsilon}^{*}\right) v(y) d \sigma(y)$, we get

$$
\begin{aligned}
& \left.\left.\left|\int_{Y^{*}} \sum_{i=1}^{N}\right| \frac{\partial \Phi_{\varepsilon}}{\partial y_{i}}\right|^{p-2} \frac{\partial \Phi_{\xi}}{\partial y_{i}} \frac{\partial v}{\partial y_{i}} d y \right\rvert\, \\
& \quad \leqq C\|\nabla v\|_{p, Y^{*}(\varepsilon)}\left[|C(\varepsilon)|+\|g\|_{p^{*}, \partial T}\left\{\left(r_{\varepsilon}^{*}\right)^{N-1}+\left(r_{\varepsilon}^{*}\right)^{(N-1) / p^{*}} c^{\sim}\left(r_{\varepsilon}^{*}\right)^{1 / p}\right\}\right] \\
& \quad \leqq C\left(\left|I_{g}\right|+\|g\|_{p^{*}}\right) \kappa_{\varepsilon, p}^{\sim}\|\nabla v\|_{p, Y^{*}} .
\end{aligned}
$$

Substituting $v=\Phi_{\varepsilon}$ into the above inequality, we have

$$
\begin{equation*}
\left\|\nabla \Phi_{\varepsilon}\right\|_{p, Y^{*}(\varepsilon)}^{p-1} \leqq C\left(\left|I_{g}\right|+\|g\|_{p^{*}}\right) \kappa_{\varepsilon, p} \widetilde{p} \tag{3.4}
\end{equation*}
$$

For $v \in W^{1, p}\left(Y_{\varepsilon}^{*}\right)$, the inequality in (a) also stands.
Proof of Lemma 3.8(b). This directly follows (3.4).
Let $\mathscr{T}_{\varepsilon}=\cup\left\{T_{\varepsilon}^{i} ; i \in \mathbb{N}\right\}$ and $\mathscr{T}_{\varepsilon}^{c}=\mathbb{R}^{N} \backslash \mathscr{T}_{\varepsilon}$. Let $g_{\varepsilon} \delta_{\varepsilon}$ be a signed measure defined by

$$
\left\langle g_{\varepsilon} \delta_{\varepsilon}, \zeta\right\rangle=\int_{\partial \mathscr{I}_{\varepsilon}} g_{\varepsilon} \zeta d \sigma \quad \text { for } \zeta \in C_{0}\left(\mathbb{R}^{N}\right) .
$$

Using $\Phi_{\varepsilon}$ we introduce test functions $\varphi_{\varepsilon} \in W_{\mathrm{loc}}^{1, p}\left(\mathscr{T}_{\varepsilon}\right)$ and $\gamma_{\varepsilon} \in L_{\mathrm{loc}}^{p^{*}}\left(\mathscr{T}_{\varepsilon}\right)^{N}$ by $\varphi_{\varepsilon}(x)=$ $\Phi_{\varepsilon}\left(\left(x-p_{\varepsilon}^{i}\right) / \varepsilon\right), \gamma_{\varepsilon}(x)=\left(\nabla \varphi_{\varepsilon}\right)\left(\left(x-p_{\varepsilon}^{i}\right) / \varepsilon\right)$ for all $x \in p_{\varepsilon}^{i}+\left(\varepsilon Y \backslash r_{\varepsilon} T\right), i \in \mathbb{N}$. We get

$$
\begin{aligned}
& \varepsilon^{p} A \varphi_{\varepsilon}=-C(\varepsilon) \text { in } \mathscr{T}_{\varepsilon}, \\
& \varepsilon^{p-1} B \varphi_{\varepsilon}=g_{\varepsilon}(x) \text { on } \partial \mathscr{T}_{\varepsilon}, \\
& \varphi_{\varepsilon} \text { is } \varepsilon Y \text { periodic, and }
\end{aligned}
$$

$$
\begin{equation*}
\left\langle g_{\varepsilon} \delta_{\varepsilon}, v\right\rangle=\theta_{N-1, \varepsilon} I_{g} \int_{\mathscr{F}_{\varepsilon}^{c}} v d x /\left|Y_{\varepsilon}^{*}\right|+\int_{\mathscr{F}_{\varepsilon}^{c}} \gamma_{\varepsilon} \nabla v d x \tag{3.5}
\end{equation*}
$$

for all $v \in W^{1, p}\left(\mathbb{R}^{N}\right)$ such that supp $v$ is compact (for (3.5) with $p=2$ and $\varepsilon \sim r_{\varepsilon}$ see (11.6) of Vanninathan [25]).

Lemma 3.10. Let $p \in(1, \infty)$.
(a) In the case where $p>N$ we suppose only that $\varepsilon \rightarrow 0$. In the case where $p \in[1, N]$, we suppose that $\theta_{N-p}=\infty$, as $\varepsilon \rightarrow 0$. Then we have

$$
\begin{equation*}
g_{\varepsilon} \delta_{\varepsilon} / \theta_{N-1, \varepsilon} \xrightarrow{s} I_{g} d x \quad \text { in } W^{-1, p^{*}}(\Omega) \quad \text { as } \varepsilon \rightarrow 0 . \tag{3.6}
\end{equation*}
$$

(b) If $\alpha_{\varepsilon} \kappa_{\varepsilon}^{\sim} \rightarrow 0$ and $a<\infty$ as $\varepsilon \rightarrow 0$, then we have

$$
\begin{equation*}
\alpha_{\varepsilon} \delta_{\varepsilon} \rightarrow a d x \quad \text { as } \varepsilon \rightarrow 0 \quad \text { in } W^{-1, p^{*}}(\Omega) . \tag{3.7}
\end{equation*}
$$

(c) Let $\left\langle g_{\varepsilon} \bar{\delta}_{\varepsilon}, \zeta\right\rangle=\int_{\partial T_{\varepsilon}} g_{\varepsilon} \zeta \frac{d \sigma}{}$ for $\zeta \in C_{0}^{\infty}(\Omega)$. Then we have all the results in (a), (b), even if $\delta_{\varepsilon}$ is replaced with $\bar{\delta}_{\varepsilon}$.

Assertions (a) and (b) follow from (3.5) with Lemma 3.8(b), while (c) follows from the estimate $\left|\Omega \cap\left(\mathscr{T}_{\varepsilon} \backslash T_{\varepsilon}\right)\right| \leqq C|\partial \Omega| \varepsilon$.

It is a generalization of Theorem 2.2 of [15] from a case where $g \equiv 1$ to $g \in L^{p^{*}}(\partial T)$. Another generalization is considered in [16].
4. Proofs of theorems. Let $I_{g}=\int_{\partial T} g d \sigma, \theta_{\varepsilon}=\theta_{N-1, \varepsilon}$ and $\theta=\theta_{N-1}$. Let $B(\xi)=$ $\int_{0}^{\xi} \beta^{0}\left(\xi^{\prime}\right) d \xi^{\prime}$ for $\xi \in D(\beta)^{-}$and $B(\xi)=\infty$ for $\xi \in \mathbb{R} \backslash D(\beta)^{-}$(for $\beta^{0}$ see $\S 1 ; \beta^{0}$ is single-valued, monotonously increasing in $D(\beta))$. Let $m_{\beta}=\inf \{\xi \in D(\beta)\}$ and $M_{\beta}=$ $\sup \{\xi \in D(\beta)\}$. We can define $B^{\varepsilon}, m_{\beta}^{\varepsilon}, M_{\beta}^{\varepsilon}$, and $B^{0}, m_{\beta}^{0}, M_{\beta}^{0}$, in the same way as $B$, $m_{\beta}$, and $M_{\beta}$, using $\beta^{\varepsilon}, \beta^{0}$, instead of using $\beta$ in the integrand above or the region in which the infimum and the supremum are taken. We see $\theta_{\varepsilon} m_{\beta}^{\varepsilon}=m_{\beta}, \theta_{\varepsilon} M_{\beta}^{\varepsilon}=M_{\beta}$, and $B^{\varepsilon}(\xi)=B\left(\theta_{\varepsilon} \xi\right) / \theta_{\varepsilon}^{h+1}$ (see §§ 1.3).

Let $K^{\varepsilon}=\left\{v \in V_{\varepsilon} ; B(v) \mid \partial T_{\varepsilon} \in L^{1}\left(\partial T_{\varepsilon}\right)\right\}$. The weak solution $u_{\varepsilon} \in K^{\varepsilon}$ of $\left(P_{\varepsilon}\right)$, satisfies the next inequality:

$$
\begin{align*}
& \int_{\Omega_{\varepsilon}}\left[\nabla u_{\varepsilon} \nabla\left(v-u_{\varepsilon}\right)-\left(v-u_{\varepsilon}\right) f\right] d x-\left\langle g_{\varepsilon} \bar{\delta}_{\varepsilon}, v-u_{\varepsilon}\right\rangle  \tag{4.1}\\
& \quad+\alpha_{\varepsilon}\left\langle\bar{\delta}_{\varepsilon}, B(v)-B\left(u_{\varepsilon}\right)\right\rangle \geqq 0 \quad \text { for all } v \in K^{\varepsilon} .
\end{align*}
$$

4.1. Estimate. Theorems A, B, C, follow from (4.1) combining with estimates in § 3.
(A) Proof of Theorem A. Let $\kappa_{\varepsilon}=\kappa_{\varepsilon, 2}$. After substituting $v=0$ into (4.1) and applying (3.5) and Lemma 3.8(b) we get

$$
\begin{align*}
\left\|\nabla u_{\varepsilon}\right\|_{\Omega_{\varepsilon}}^{2}+\alpha_{\varepsilon}\left\langle\bar{\delta}_{\varepsilon}, B\left(u_{\varepsilon}\right)\right\rangle \leqq\|f\|_{\Omega}\left\|u_{\varepsilon}\right\|_{\Omega_{\varepsilon}}+C \theta_{\varepsilon}\left|I_{g}\right|\left\|u_{\varepsilon}\right\|_{\Omega_{\varepsilon}}  \tag{4.2}\\
+\left(\left|I_{g}\right|+\|g\|_{\partial T}\right) \kappa_{\varepsilon}\left\|\nabla u_{\varepsilon}\right\|_{\Omega_{\varepsilon}} .
\end{align*}
$$

Corollary 3.4 implies that

$$
\left\|\nabla u_{\varepsilon}\right\|_{\Omega_{\varepsilon}} \leqq C\left(\|f\|_{\Omega}+\theta_{\varepsilon}\left|I_{g}\right|+\kappa_{\varepsilon}\left|I_{g}\right|+\kappa_{\varepsilon}\|g\|_{\partial T}\right)
$$

and

$$
\begin{equation*}
\alpha_{\varepsilon}\left\langle\delta_{\varepsilon}, B\left(u_{\varepsilon}\right)\right\rangle \leqq C\left(\|f\|_{\Omega}+\theta_{\varepsilon}\left|I_{g}\right|+\kappa_{\varepsilon}\left|I_{g}\right|+\kappa_{\varepsilon}\|g\|_{\partial T}\right)^{2} \tag{4.2}
\end{equation*}
$$

(B) Proof of Theorem B. By Hölder's inequality we get

$$
\begin{equation*}
\left\|u_{\varepsilon}\right\|_{\sigma^{\prime}, \Omega_{\varepsilon}}^{2} \leqq C\left\|u_{\varepsilon}\right\|_{\Omega_{\varepsilon}}^{2} \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta_{\varepsilon}^{-\left(\sigma-\sigma^{\prime}\right) / \sigma^{\prime}}\left\|u_{\varepsilon}\right\|_{\sigma^{\prime}, \partial T_{\varepsilon}}^{\sigma} \leqq C\left\|u_{\varepsilon}\right\|_{\sigma, \partial T_{\varepsilon}}^{\sigma}, \tag{4.3}
\end{equation*}
$$

where $u_{\varepsilon} \in L^{\sigma}\left(\partial T_{\varepsilon}\right)$. By (4.1) with $v=0$, together (4.3) $)_{\mathrm{a}},(\beta-3)$ with Lemma 3.6 we get

$$
\begin{aligned}
\left\|\nabla u_{\varepsilon}\right\|_{\sigma^{\prime}, \Omega_{\varepsilon}}^{2}+\alpha_{\varepsilon}\left\|u_{\varepsilon}\right\|_{\sigma, \partial T_{\varepsilon}}^{\sigma} \leqq C & \left(\|f\|_{\sigma^{* *}, \Omega_{\varepsilon}}\left\|\nabla u_{\varepsilon}\right\|_{\sigma^{\prime}, \Omega_{\varepsilon}} / \theta_{N-\sigma^{\prime}, \varepsilon}^{1 / \sigma^{\prime}}\right. \\
& +\|f\|_{\sigma^{\prime *}, \Omega_{\varepsilon}}\left\|u_{\varepsilon}\right\|_{\sigma^{\prime}, \partial T_{\varepsilon}} / \theta_{\varepsilon}^{1 / \sigma^{\prime}} \\
& \left.+\theta_{\varepsilon}^{1 / \sigma^{*}}\|g\|_{\sigma^{*}, \partial T}\left\|u_{\varepsilon}\right\|_{\sigma, \partial T_{\varepsilon}}\right) .
\end{aligned}
$$

Young's inequality with (4.3) $)_{\mathrm{b}}$ implies

$$
\begin{align*}
& \left\|\nabla u_{\varepsilon}\right\|_{\sigma^{\prime}, \Omega_{\varepsilon}}^{2}+\alpha_{\varepsilon}\left\|u_{\varepsilon}\right\|_{\sigma, \partial T_{\varepsilon}}^{\sigma} \\
& \quad \leqq C\left(\|f\|_{\sigma^{* *}, \Omega}^{2} / \theta_{N-\sigma^{\prime}, \varepsilon}^{2 / \sigma^{\prime}}+\|f\|_{\sigma^{*}, \Omega}^{\sigma^{*}} / a_{\varepsilon}^{\sigma^{*} / \sigma}+\|g\|_{\sigma^{*}, \lambda T}^{\sigma^{*}} \theta_{\varepsilon} / \alpha_{\varepsilon}^{\sigma^{*} / \sigma}\right) . \tag{4.4}
\end{align*}
$$

By Corollary 3.3 we have $\underset{\varepsilon}{\sim} \xrightarrow{s} 0$ in $W_{0}^{1, \sigma^{\prime}}(\Omega)$ as $\varepsilon \rightarrow 0$.
(C) Proof of Theorem C(I). This directly follows Theorem A with $\theta=\infty$.
(D) Proof of Theorem C(II). Note that $\beta=\partial B$. Let $\gamma_{\lambda}$ be the Yosida approximation of $(\partial B)_{\lambda}$ and let $v_{\lambda}$ be the solution of

$$
\begin{aligned}
& -\Delta v_{\lambda}=f \text { in } \Omega_{\varepsilon}, \\
& \frac{\partial v_{\lambda}}{\partial \nu}+\gamma_{\lambda}\left(v_{\lambda}\right)=g_{\varepsilon} \quad \text { on } \partial T_{\varepsilon} \text { and } v_{\lambda}=0 \quad \text { on } \partial \Omega .
\end{aligned}
$$

By a slight modification of the proof of Théorème I. 10 of Brezis [4], to a nonautonomous boundary condition on $\partial T_{\varepsilon}$, we have $v_{\lambda} \xrightarrow{W} u_{\varepsilon}$ in $H^{2}\left(\Omega_{\varepsilon}\right)$ as $\lambda \rightarrow+0$. Thus, we can extract $\left\{v_{\varepsilon}\right\}$ such that $\left\|\nabla\left(v_{\varepsilon}-u_{\varepsilon}\right)\right\|_{\Omega_{\varepsilon}}+\left\|v_{\varepsilon}-u_{\varepsilon}\right\|_{\Omega_{\varepsilon}} \rightarrow 0$ as $\varepsilon \rightarrow 0$, where $v_{\varepsilon}=v_{\lambda}$ with $\lambda=\lambda_{\varepsilon}$. It suffices to show that $\left\|\nabla v_{\varepsilon}\right\|_{\Omega_{\varepsilon}} \geqq C \theta_{\varepsilon}$. We get

$$
\int_{\Omega_{\varepsilon}}\left[\nabla v_{\varepsilon} \nabla \zeta-f \zeta\right] d x+\alpha_{\varepsilon}\left\langle\bar{\delta}_{\varepsilon}, \gamma_{\varepsilon}\left(v_{\varepsilon}\right) \zeta\right\rangle=\left\langle g_{\varepsilon} \bar{\delta}_{\varepsilon}, \zeta\right\rangle \quad \text { for } \zeta \in C_{0}^{\infty}(\Omega),
$$

where $\gamma_{\varepsilon}=\gamma_{\lambda}$ with $\lambda=\lambda_{\varepsilon}$. For $\zeta, 0 \leqq \zeta \leqq 1$, and $\zeta \equiv 1$ on a nonempty open set $G \Subset \Omega$, we have $C$ such that $\int_{\Omega_{\varepsilon}} \zeta d x \geqq C>0$. Property (a) in § 2 implies that $\left|\gamma_{\varepsilon}(\xi)\right| \leqq\left|\beta^{0}(\xi)\right|$ for all $\xi \in \mathbb{R}$. Thus, $(\beta-2)$ with $0 \leqq r \leqq 1, \beta_{m}=-\infty$, and $\beta_{M}=\infty$, give an estimate,

$$
\left|\alpha_{\varepsilon}\left\langle\bar{\delta}_{\varepsilon}, \gamma_{\varepsilon}\left(v_{\varepsilon}\right) \zeta\right\rangle\right| \leqq C_{1} \alpha_{\varepsilon}\left\langle\bar{\delta}_{\varepsilon},\right| v_{\varepsilon}|+1\rangle .
$$

Applying (3.5) to $\alpha_{\varepsilon} \bar{\delta}_{\varepsilon}$ and $g_{\varepsilon} \bar{\delta}_{\varepsilon}$ together with Lemma 3.10(b), (c), we get

$$
\theta_{\varepsilon}\left|I_{g}\right| \leqq C_{2}\left(\left\|\nabla v_{\varepsilon}\right\|_{\Omega_{\varepsilon}}+a_{\varepsilon}\left\|v_{\varepsilon}\right\|_{\Omega_{\varepsilon}}+\alpha_{\varepsilon} \kappa_{\varepsilon}\left\|\nabla v_{\varepsilon}\right\|_{\Omega_{\varepsilon}}+\|f\|_{\Omega}+\alpha_{\varepsilon} S\left(\partial T_{\varepsilon}\right)+\kappa_{\varepsilon}\right) .
$$

But $\alpha_{\varepsilon} S\left(\partial T_{\varepsilon}\right) \leqq a_{\varepsilon}|\partial T|$ and $\lim _{\varepsilon \rightarrow 0} \alpha_{\varepsilon} \kappa_{\varepsilon}=0$. Using Corollary 3.4, we then have

$$
\theta_{\varepsilon}\left|I_{g}\right| \leqq C_{3}\left\|\nabla v_{\varepsilon}\right\|_{\Omega_{e}}+C_{4} .
$$

But $\theta=\infty$ and so we get $\theta_{\varepsilon}\left|I_{g}\right| \leqq C_{5}\left\|\nabla v_{\varepsilon}\right\|_{\Omega_{\varepsilon}}$.
(E) Proof of Theorem C(III). The estimate (4.4) with $\theta_{N-\sigma^{\prime}}=\infty=a$, implies (1.4) and $\left\|u_{\varepsilon}\right\|_{\sigma, \partial T_{\varepsilon}}^{\sigma} \leqq C b_{\varepsilon} / \alpha_{\varepsilon}$. By (4.3) $)_{\mathrm{b}}$ we get $\left\|u_{\varepsilon}\right\|_{\sigma^{\prime}, \partial T_{\varepsilon}}^{\sigma_{\varepsilon}^{\prime}} \leqq C\left\|u_{\varepsilon}\right\|_{\sigma, \partial T_{\varepsilon}}^{\sigma_{\varepsilon}^{\prime}} \theta_{\varepsilon}^{\left(\sigma-\sigma^{\prime}\right) / \sigma}$. Lemma 3.6 implies

$$
\begin{aligned}
\left\|u_{\varepsilon}\right\|_{\sigma^{\prime}, \Omega_{\varepsilon}} & \leqq C_{1}\left\|\nabla u_{\varepsilon}\right\|_{\sigma^{\prime}, \Omega_{\varepsilon}} / \theta_{N-\sigma^{\prime}, \varepsilon}^{1 / \sigma^{\prime}}+C_{2}\left\|u_{\varepsilon}\right\|_{\sigma^{\prime}, \partial T_{\varepsilon}} / \theta_{\varepsilon}^{1 / \sigma^{\prime}} \\
& \leqq C_{1} b_{\varepsilon}^{1 / 2} \theta_{N-\sigma^{\prime}, \varepsilon}^{-1 / \sigma^{\prime}}+C_{2}\left(b_{\varepsilon} / \alpha_{\varepsilon}\right)^{1 / \sigma} \theta_{\varepsilon}^{\left(\sigma-\sigma^{\prime}\right) / \sigma \sigma^{\prime}-1 / \sigma^{\prime}} \\
& \leqq C_{3} b_{\varepsilon}^{1 / \sigma^{\prime}}\left(\theta_{N-\sigma^{\prime}, \varepsilon}^{-1 / \sigma^{\prime}}+a_{\varepsilon}^{-1 / \sigma}\right) .
\end{aligned}
$$

Thus we get (1.5). The estimates (1.4), (1.5), with Corollary 3.3 imply $u_{\varepsilon}^{\sim} / b_{\varepsilon}^{1 / \sigma^{\prime}} \xrightarrow{\omega} 0$ in $W_{0}^{1, \sigma^{\prime}}(\Omega)$ as $\varepsilon \rightarrow 0$.
4.2. Convergence. Theorems from §§ 1.2-1.4 follow Theorem 2.1 combining with Propositions 2.2, 2.4 and Lemma 3.10.

Problem $\left(P_{\varepsilon}\right)$ is rewritten with a subdifferential. Let $H=L^{2}(\Omega)$. We then use the terminology in Example 2.3. Let $\varphi^{\varepsilon}=\varphi^{n}$ and $\mathbf{j}^{\varepsilon}=\mathbf{k}^{\varepsilon}+\mathbf{m}^{\varepsilon}, \varepsilon=\varepsilon_{n}$, where $\mathbf{k}^{\varepsilon}(\xi)=$ $-\left\langle g_{\varepsilon} \bar{\delta}_{\varepsilon}, \xi\right\rangle$ for $\xi \in L^{2}\left(\partial T_{\varepsilon}\right)$ and

$$
m^{\varepsilon}(\xi)=\left\{\begin{array}{l}
\alpha_{\varepsilon}\left\langle\bar{\delta}_{\varepsilon}, B(\xi)\right\rangle \text { for } \xi \in L^{2}\left(\partial T_{\varepsilon}\right) \text { and } B(\xi) \in L^{1}\left(\partial T_{\varepsilon}\right), \\
\infty \quad \text { for others } \xi \text { in } L^{2}\left(\partial T_{\varepsilon}\right) .
\end{array}\right.
$$

We see that $D\left(\partial j^{\varepsilon}\right)=\left\{\xi \in L^{2}\left(\partial T_{\varepsilon}\right)\right.$; there exists $\xi^{\prime} \in L^{2}\left(\partial T_{\varepsilon}\right)$ such that $\xi^{\prime}(x) \in \alpha_{\varepsilon} \beta(\xi(x))-$ $g_{\varepsilon}(x)$ almost everywhere on $\left.\partial T_{\varepsilon}\right\}$. Let $\Phi^{\varepsilon}: H \rightarrow[0, \infty]$ be

$$
\Phi^{\varepsilon}(v)=\left\{\begin{array}{l}
\varphi^{\varepsilon}(v)+\mathbf{j}^{\varepsilon}\left(v \mid \partial T_{\varepsilon}\right) \quad \text { for } v \in K^{\varepsilon}, \\
\infty \text { otherwise. }
\end{array}\right.
$$

We set $\tilde{\mathbf{j}}^{\varepsilon}=\mathbf{j}^{\varepsilon} \mid H^{1 / 2}\left(\partial T_{\varepsilon}\right)$ as in Brezis [4, p. 32]. A basic fact below follows the argument in I.2.1, Théorème I. 10 of [4, p. 33] and Theorem 12 of [5, p. 112].

Proposition 4.1. (I) For $f \in L^{2}\left(\Omega_{\varepsilon}\right)$ and $g \in L^{2}\left(\partial T_{\varepsilon}\right)$, there exists a unique solution $u_{\varepsilon}$ of (4.1). This $u_{\varepsilon}$ is also the solution of the problem:

$$
\begin{aligned}
& -\Delta u_{\varepsilon}=f \quad \text { in } \mathscr{D}(\Omega)^{\prime}, \\
& \frac{\partial u_{\varepsilon}}{\partial \nu}+\partial \tilde{\mathbf{j}}^{\varepsilon}\left(u_{\varepsilon}\right) \ni 0 \quad \text { in } H^{-1 / 2}\left(\partial T_{\varepsilon}\right), \\
& u_{\varepsilon}=0 \quad \text { on } \partial \Omega,
\end{aligned}
$$

where $\mathscr{D}(\Omega)^{\prime}$ is the space of distributions.
(II) In addition to (I), if we suppose $g \in H^{1 / 2}(\partial T)$, then $u_{\varepsilon} \in H^{2}\left(\Omega_{\varepsilon}\right) \cap V_{\varepsilon}$, and $u_{\varepsilon}$ satisfies (0.2).
(III) If $g \in H^{1 / 2}(\partial T)$, then we have that $D\left(\partial \Phi^{\varepsilon}\right)=\left\{v \in H^{2}\left(\Omega_{\varepsilon}\right) \cap V_{\varepsilon} ; v\right.$ satisfies (0.2)\} and $\partial \Phi^{\varepsilon}(v)=-\Delta v$ for $v \in D\left(\partial \Phi^{\varepsilon}\right)$.

The condition $g \in H^{1 / 2}(\partial T)$ in the Introduction implies

$$
\begin{equation*}
\partial \Phi^{\varepsilon}\left(u_{\varepsilon}\right) \ni f . \tag{4.5}
\end{equation*}
$$

As seen in (2.1), we have

$$
\begin{equation*}
\varphi^{\varepsilon} \xrightarrow{(e)} \varphi^{0}, \tag{4.6}
\end{equation*}
$$

if $\varepsilon \rightarrow 0$ with a fixed value $\theta_{N}$. When $\left\{\Phi^{\varepsilon}\right\}$ and a certain $\Phi^{0}$ satisfy the conditions in Proposition 2.4 and $\left\{\left(\partial \Phi^{\varepsilon}\right)^{-1}\right\}$ is uniformly bounded, Proposition $2.2(b)$ is applied to $\left\{\Phi^{\varepsilon}\right\}$.

Lemma 4.2. (a) Let $F^{\varepsilon}: v \in V_{\varepsilon} \rightarrow F^{\varepsilon} v=\max \left\{\min \left\{v, c_{\varepsilon}\right\}, C_{\varepsilon}\right\}, c_{\varepsilon}, C_{\varepsilon} \in \mathbb{R}$. Then $\varphi^{\varepsilon}\left(F^{\varepsilon} v\right) \leqq \varphi^{\varepsilon}(v)$ and $\left(F^{\varepsilon} v_{\varepsilon}\right)^{\sim} \xrightarrow{w}$ vfor $v_{\varepsilon}^{\sim} \xrightarrow{w} v$ in $H_{0}^{1}(\Omega), c_{0} \leqq v \leqq C_{0}$ provided that $c_{\varepsilon} \rightarrow c_{0}$ and $C_{\varepsilon} \rightarrow C_{0}$ as $\varepsilon \rightarrow 0$.
(b) We suppose $(\beta-1)$ and $(\beta-2)$ with (1.10). Then, $B\left(v_{\varepsilon}\right) \rightarrow B\left(v_{0}\right)$ weakly in $W_{0}^{1, \rho}(\Omega)$ as $\varepsilon \rightarrow 0$, for any $v_{\varepsilon} \xrightarrow{w} v_{0}$ in $H_{0}^{1}(\Omega)$ as $\varepsilon \rightarrow 0$ such that $\beta_{m} \leqq v_{\varepsilon}(x) \leqq \beta_{M}$ almost everywhere in $\Omega$, where for $\rho$ given in (1.1).

Proof. We can easily see (a). The boundedness of $\left\{B\left(v_{\varepsilon}\right)\right\}$ in $W_{0}^{1, \rho}(\Omega)$ follows the growth condition of $\beta$ together with the Hölder inequality. By this argument we get $\rho=2 q(q+2 r)^{-1}$, where $q$ is taken as the injection, $H_{0}^{1}(\Omega) \rightarrow L^{q}(\Omega)$, is bounded. The continuity of $B$ in (b) follows the growth condition on $B:|B(\xi)| \leqq C\left(1+|\xi|^{r+1}\right)$, combining with the compact imbedding, $H_{0}^{1}(\Omega) \rightarrow L^{q^{\prime}}(\Omega), 1 \leqq q^{\prime}<q=2 N /(N-2)$ for $N \geqq 3$ and $1 \leqq q^{\prime}<\infty$ for $N=2$. The mapping, $B: L^{q^{\prime}}(\Omega) \rightarrow L^{\rho}(\Omega)$, is continuous, if $r+1 \leqq$ $q^{\prime} / \rho<r+q^{\prime} / 2$, which implies $q \geqq 2$ for $N=2$ (from here we get $c(r) \leqq \rho$ ). Thus, we have (1.1) for $\rho$ (see the proof of [15, Lemma B.1].
(A) Proofs of Theorems a and b. Before giving the proofs we consider the relation between the value $r$ and the value $\alpha_{\varepsilon} \kappa_{\varepsilon, \rho}$, which plays a key role in Lemma 3.10(b). The definition of $\rho$ implies $\rho^{*}>1$. In Theorem a we see that $r \leqq 1$ if and only if $\rho^{*} \leqq N$ for $N \geqq 3$. For $N=2$, we get $r=0$ if and only if $\rho^{*}=N(=2)$. Using $\bar{\alpha}_{\varepsilon}, \tilde{\alpha}_{\varepsilon}$, and $\hat{\alpha}_{\varepsilon}$, we have (a) ${ }_{1} \alpha_{\varepsilon} \kappa_{\varepsilon, \rho}=\bar{\alpha}_{\varepsilon} \theta_{N-\rho^{*}, \varepsilon}^{1 / \rho^{*}}$ for $N \geqq 3$ and $0 \leqq r<1$, (a) $\alpha_{\varepsilon} \alpha_{\varepsilon, \rho} \sim \tilde{\alpha}_{\varepsilon} \theta_{0, \varepsilon}^{1 / N}$ as $\varepsilon \rightarrow 0$, for $N \geqq 3$ and $r=1$, (a) $)_{3} \alpha_{\varepsilon} \kappa_{\varepsilon, \rho} \sim \hat{\alpha}_{\varepsilon} \theta_{0, \varepsilon}^{1 / 2}$ as $\varepsilon \rightarrow 0$, for $N=2$ and $r=0$. These relations are used for Theorem a. In Theorem b we again consider the relation between $r$ and the value $\alpha_{\varepsilon} \kappa_{\varepsilon, \rho}$. For the case $N \geqq 3$ and $r \geqq 0$, we always have $\rho<N$ and note that $1 \leqq \rho$ if and only if $N /(N-2) \geqq r$. For the case $N=2$ and $r \geqq 0$ we have $2 \geqq \rho \geqq 1$. The relation, (b) $\alpha_{\varepsilon} \kappa_{\varepsilon, \rho}=a_{\varepsilon} \theta_{N-\rho}^{-1 / \rho}$, holds and is useful in Theorem b . The relations (a) $)_{1}$, (a) $)_{2}$, and (a) $)_{3}$ work well for the case where $r_{\varepsilon} \leqq C r_{\varepsilon}^{(N-2)}$ and we get Theorem a, while the relation (b) is applied to the case $r_{\varepsilon} \gg r_{\varepsilon}^{(N-2)}$ and we get Theoerem b. In more detail, we describe the proofs as follows.

Proof of Theorem A. Since $r_{\varepsilon} \leqq C r_{\varepsilon}^{\left(N-\rho^{*}\right)} \ll r_{\varepsilon}^{(N-1)}$, Theorem A, and Corollary 3.4 hold true, $\left\{\left(\partial \Phi^{\varepsilon}\right)^{-1}\right\}$ is uniformly bounded. By Proposition 2.2(b) it suffices to show that

$$
\begin{equation*}
\Phi^{\varepsilon} \xrightarrow{(e)} \varphi^{0} . \tag{4.6}
\end{equation*}
$$

To show this we take $F^{n}$ in Proposition 2.4 as $F^{\varepsilon}$ in Lemma 4.2. Besides for $\varepsilon=\varepsilon_{n}$ we put $j^{n}(v)=\mathbf{j}^{\varepsilon}\left(v \mid \partial T_{\varepsilon}\right)$ for $v \in K^{\varepsilon}$. The condition $\alpha_{\varepsilon} \kappa_{\varepsilon} \rightarrow 0$ in Lemma 3.10(b) follows any one of (1.7), (1.8), or (1.9). We get $a=0<\infty$ from $N-\rho^{*} \leqq N-2$ and $a_{\varepsilon}=\bar{\alpha}_{\varepsilon} \theta_{N-2, \varepsilon}$. The assertion (4.6) follows (4.6), Propositions 2.2(b) and 2.4, Lemma 3.10(b), (c), and Lemma 4.2.

We prove Theorem b. For $a<\infty$ let $\Phi^{0}=\varphi^{0}+j^{0}$ and $j^{0}=k^{0}+m^{0}$, where the functionals $k^{0}, m^{0}: H \rightarrow[0, \infty]$, are defined by

$$
k^{0}(v)=-\theta I_{g} \int_{\Omega} v d x \quad \text { for } v \in L^{2}(\Omega)
$$

and

$$
m^{0}(v)=\left\{\begin{array}{l}
a S(\partial T) \int_{\Omega} B(v) d x \quad \text { for } v \in L^{2}(\Omega) \text { and } B(v) \in L^{1}(\Omega) \\
\infty \quad \text { otherwise }
\end{array}\right.
$$

The uniform boundedness of $\left\{\left(\partial \Phi^{\varepsilon}\right)^{-1}\right\}$ follows the same reason as in the previous argument. As in the proof of Theorem a, the convergence (4.6), Propositions 2.2(b) and 2.4 , and Lemmas $3.10(\mathrm{~b})$ and 4.2 imply that $\Phi^{\varepsilon} \xrightarrow{(e)} \Phi^{0}$. This shows Theorem b in the case where $a<\infty$.

In the above argument, the point is as follows. For any $m_{\beta} \leqq v_{\varepsilon} \leqq M_{\beta}, v_{\varepsilon} \xrightarrow{w} v$ in $H_{0}^{1}(\Omega)$ we have $B\left(v_{\varepsilon}\right), B(v) \in W_{0}^{1, \rho}(\Omega), B\left(v_{\varepsilon}\right) \xrightarrow{w} B(v)$ in $W_{0}^{1, \rho}(\Omega)$ and $\alpha_{\varepsilon} \bar{\delta}_{\varepsilon} \xrightarrow{s} a d x$ in $W^{-1, \rho^{*}}(\Omega)$.

Now, it remains to prove Theorem b with $a=\infty$. Even in this case, $\left\{u_{\varepsilon}^{\sim}\right\}$ is bounded in $H_{0}^{1}(\Omega)$. After dividing both sides of (4.2) by $a_{\varepsilon}$ and applying (3.6), we get $\int_{\Omega} B(u) d x=0$. By $(\beta-4)$ we see that $u=0$ almost everywhere in $\Omega$.
(B) Proof of Theorem c. We suppose $a_{h}<\infty$. First recall the definition of $m_{\beta}^{\varepsilon}$, $M_{\beta}^{\varepsilon}$ and $B^{\varepsilon}$ in the first paragraph in this section. We take $w \in K_{*}^{\varepsilon} \equiv$ $\left\{v \in V_{\varepsilon} ; B^{\varepsilon}(w) \in L^{1}\left(\partial T_{\varepsilon}\right)\right\}$; i.e., $m_{\beta}^{\varepsilon} \leqq w \leqq M_{\beta}^{\varepsilon}$ on $\partial T_{\varepsilon}$. After substituting $v=\theta_{\varepsilon} w$ into (4.1) and dividing both sides of (4.1) by $\theta_{\varepsilon}^{2}$, we get

$$
\begin{align*}
\int_{\Omega_{\varepsilon}} & {\left[\nabla z_{\varepsilon} \nabla\left(w-z_{\varepsilon}\right)-\left(w-z_{\varepsilon}\right) \theta_{\varepsilon}^{-1} f\right] d x+a_{h, \varepsilon}\left\langle\theta_{\varepsilon}^{-1} \bar{\delta}_{\varepsilon}, B^{\varepsilon}(w)-B^{\varepsilon}\left(z_{\varepsilon}\right)\right\rangle }  \tag{4.7}\\
& -\left\langle g_{\varepsilon} \bar{\delta}_{\varepsilon}, w-z_{\varepsilon}\right\rangle / \theta_{\varepsilon} \geqq 0 .
\end{align*}
$$

Let $\mathbf{k}_{*}^{\varepsilon}$ and $\mathbf{m}_{*}^{\varepsilon}$ be the new functionals defined by

$$
\begin{gathered}
\mathbf{k}_{*}^{\varepsilon}(\xi)=-\theta_{\varepsilon}^{-1}\left\langle g_{\varepsilon} \bar{\delta}_{\varepsilon}, \xi\right\rangle \quad \text { for } \xi \in L^{2}\left(\partial T_{\varepsilon}\right), \\
\mathbf{m}_{*}^{\varepsilon}(\xi)=\left\{\begin{array}{l}
a_{h, \varepsilon} \theta_{\varepsilon}^{-1}\left\langle\bar{\delta}_{\varepsilon}, B^{\varepsilon}(\xi)\right\rangle \text { for } \xi \in L^{2}\left(\partial T_{\varepsilon}\right), \quad B(\xi) \in L^{1}\left(\partial T_{\varepsilon}\right), \\
\infty \text { otherwise. }
\end{array}\right.
\end{gathered}
$$

Let $\mathbf{j}_{*}^{\varepsilon}: L^{2}\left(\partial T_{\varepsilon}\right) \rightarrow[0, \infty]$ and $j_{*}^{\varepsilon}: L^{2}\left(\Omega_{\varepsilon}\right) \rightarrow[0, \infty]$ defined by $\mathbf{j}_{*}^{\varepsilon}=\mathbf{k}_{*}^{\varepsilon}+\mathbf{m}_{*}^{\varepsilon}$ and $j_{*}^{\varepsilon}(v)=$ $\mathbf{j}_{*}^{\varepsilon}\left(v \mid \partial T_{\varepsilon}\right)$ for $v \in V_{\varepsilon}$ with $\mathbf{j}_{*}^{\varepsilon}\left(v \mid \partial T_{\varepsilon}\right)<\infty, \mathbf{j}_{*}^{\varepsilon}(v)=\infty$, otherwise. Furthermore,

$$
\Phi_{*}^{\varepsilon}(v)=\left\{\begin{array}{l}
\varphi^{\varepsilon}(v)+j_{*}^{\varepsilon}(v) \quad \text { for } v \in K_{*}^{\varepsilon}, \\
\infty \quad \text { otherwise } .
\end{array}\right.
$$

We set $k_{*}^{0}(v)=-I_{g} \int_{\Omega} v d x$ for $v \in H, m_{*}^{0}(v)=a_{h} S(\partial T) \int_{\Omega} B_{*}^{0}(v) d x$ for $v \in \mathrm{H}_{0}^{1}(\Omega)$, and $B_{*}^{0}(v) \in L^{1}(\Omega)$ and $m_{*}^{0}(v)=\infty$, otherwise. Let $j_{*}^{0}=k_{*}^{0}+m_{*}^{0}$ and $\Phi_{*}^{0}=\varphi^{0}+j_{*}^{0}$. Inequality (4.7) and (1.12) are rewritten by using subdifferentials as $\partial \Phi_{*}^{\varepsilon}\left(z_{\varepsilon}\right) \ni \theta_{\varepsilon}^{-1} f$ and $\partial \Phi_{*}^{0}(z) \ni 0$, respectively. It suffices to see the convergence of $w_{\varepsilon}^{\sim}$ to $w$ in $H$, where $\partial \Phi_{*}^{\varepsilon}\left(w_{\varepsilon}\right) \ni f_{\varepsilon}$, $\partial \Phi_{*}^{0}(w) \ni \eta f$ and $f_{\varepsilon} \rightarrow f$ as $\varepsilon \rightarrow 0$, where $\eta=\left|Y^{*}\right| .\left\{\left(\partial \Phi_{*}^{\varepsilon}\right)^{-1}\right\}$ is uniformly bounded by the inequality obtained from (4.7) replacing $f / \theta_{\varepsilon}$ with $f_{\varepsilon}$, where $f_{\varepsilon}$ belongs to a bounded set in H. By Proposition 2.2(b) it suffices to show that

$$
\begin{equation*}
\Phi_{*}^{\varepsilon} \xrightarrow{(e)} \Phi_{*}^{0} . \tag{4.8}
\end{equation*}
$$

It suffices to show the conditions in Proposition 2.4. By the definition of $m_{\beta}^{\varepsilon}$ and $M_{\beta}^{\varepsilon}$ we see that $m_{\beta}^{\varepsilon} \rightarrow m_{\beta}^{0}$ and $M_{\beta}^{\varepsilon} \rightarrow M_{\beta}^{0}$ as $\varepsilon \rightarrow 0$. We regard $F^{\varepsilon}$ in Lemma 4.2 with $c_{\varepsilon}=m_{\beta}^{\varepsilon}$ and $C_{\varepsilon}=M_{\beta}^{\varepsilon}$ as $F^{n}$ in Proposition 2.4 with $\varepsilon=\varepsilon_{n}$. Lemma 4.2(a) implies (ii) of Proposition 2.4. We have to show (iii) of Proposition 2.4.

For this aim we need some $p$ such that

$$
\begin{equation*}
B_{*}^{\varepsilon}\left(v_{\varepsilon}\right), B_{*}^{0}(v) \in W_{0}^{1, p}(\Omega), B_{*}^{\varepsilon}\left(v_{\varepsilon}\right) \xrightarrow{w} B_{*}^{0}(v) \quad \text { in } W_{0}^{1, p}(\Omega) \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{h, \varepsilon} \theta_{\varepsilon}^{-1} \bar{\delta}_{\varepsilon} \xrightarrow{s} a_{h}|\partial T| d x \quad \text { in } W^{-1, p^{*}}(\Omega) \tag{4.8}
\end{equation*}
$$

for any $\left\{v_{\varepsilon}\right\}$ such that

$$
m_{\beta}^{\varepsilon} \leqq v_{\varepsilon} \leqq M_{\beta}^{\varepsilon} \quad \text { and } \quad v_{\varepsilon} \xrightarrow{w} v \quad \text { in } H_{0}^{1}(\Omega) \quad \text { as } \varepsilon \rightarrow 0 .
$$

Lemma 4.3. (i) We have (4.8) with $p=\rho$ provided that $(\gamma-1)$ or ( $\gamma-2$ ) are satisfied; in this case, $m_{\beta}^{\varepsilon}=-\infty$ and $M_{\beta}^{\varepsilon}=\infty$.
(ii) We also have (4.8), with $p=2$ provided that $(\gamma-3)$ are satisfied.

Proof. The functions $\beta^{\varepsilon}$ and $\beta^{0}$ satisfy ( $\beta-2$ ) with the same $r$ and coefficients $C_{1}$ and $C_{2}$, as those of $\beta$, because $\theta_{\varepsilon} \rightarrow \infty$ and $h \geqq r$.

For $\beta$ satisfying ( $\beta-1$ ) or ( $\beta-2$ ) with (1.10), the inclusion, $B^{\varepsilon}\left(v_{\varepsilon}\right), B^{0}(v) \in W_{0}^{1, \rho}(\Omega)$, and the boundedness of $\left\{B^{\varepsilon}\left(v_{\varepsilon}\right)\right\}$ in $W_{0}^{1, \rho}(\Omega)$, is derived from the definition of $B^{\varepsilon}\left(v_{\varepsilon}\right)$ using the Sobolev imbedding theorem together with Hölder's inequality as in the proof of Lemma 4.2. The convergence of $\left\{B^{\varepsilon}\left(v_{\varepsilon}\right)\right\}$ in $L^{\rho}(\Omega)$ under $(\gamma-1)$, is implied by the growth condition of $\beta^{0}$ (cf. [15, Lemma B.1]).

The case $(\gamma-2)$ is proved by analogy with the proof of Dini's theorem for a monotone sequence of continuous functions defined on a compact set as follows.

We get $B^{0}\left(v_{\varepsilon}\right) \xrightarrow{w} B^{0}(v)$ in $W_{0}^{1, \rho}(\Omega)$ by Lemma 4.2(b). It suffices to show that

$$
\begin{equation*}
\left\|B^{\varepsilon}\left(v_{\varepsilon}\right)-B^{0}\left(v_{\varepsilon}\right)\right\|_{\rho, \Omega} \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0 \tag{4.9}
\end{equation*}
$$

We see that $\left\{B^{\varepsilon}(\cdot)-B^{0}(\cdot)\right\}$ is a continuous mapping from $L^{q^{\prime}}(\Omega)$ into $L^{\rho}(\Omega)$, where $2 \leqq q^{\prime} \leqq 2 N /(N-2)$ for $N \geqq 3$, and $2 \leqq q^{\prime}<\infty$ for $N=2$, because of $\left|B^{\varepsilon}(\xi)\right| \leqq$ $C\left(1+|\xi|^{r+1}\right.$ ) with (1.10) (see [15, Lemma B.1, p. 78]. Suppose that (4.9) is not true. Let $B^{n}=B^{\varepsilon}$ with $\varepsilon=\varepsilon_{n}$ and $v_{m}=v_{\varepsilon}$ with $\varepsilon=\varepsilon_{m}, n, m \in \mathbb{N}$. There exists $\left\{v_{m}\right\}$ such that $\left\|B^{n}\left(v_{m}\right)-B^{0}\left(v_{m}\right)\right\|_{\rho, \Omega} \geqq \delta>0$ for all $m, n \in \mathbb{N}$ with some $\delta>0$, where the sequence $\left\{v_{m}\right\}$ converges to $v_{0}$ in $L^{q^{\prime}}(\Omega)$. Let $I_{n}=\left\{v_{m}, m \in \mathbb{N}, v_{0} ;\left\|B^{n}\left(v_{m}\right)-B^{0}\left(v_{m}\right)\right\|_{\rho, \Omega} \geqq \delta / 2\right\}$. By $(\gamma-2)$ we get $I_{n} \supset I_{n+1}$. Since $\left\{v_{m}, m \in \mathbb{N}, v_{0}\right\}$ is compact, $B^{n}-B^{0}$ is continuous, and $\cap_{n=1}^{\infty} I_{n}=\varnothing$, we have $n_{0}$ such that $I_{n_{0}}=\varnothing$. This is a contradiction.

We suppose $(\gamma-3)$ holds. Then we have $B^{\varepsilon}\left(v_{\varepsilon}\right)-B^{\varepsilon}\left(v_{0}\right) \in L^{2}(\Omega), \partial B^{\varepsilon}\left(v_{\varepsilon}\right) / \partial x_{i}=$ $\beta^{\varepsilon}\left(v_{\varepsilon}\right) \partial v_{\varepsilon} / \partial x_{i} \in L^{2}(\Omega)$, and $B^{\varepsilon}\left(v_{\varepsilon}\right)-B^{\varepsilon}\left(v_{0}\right) \in H_{0}^{1}(\Omega)$. The class $\left\{B^{\varepsilon}\right\}$ is equicontinuous because $\left\|B^{\varepsilon}\left(v_{\varepsilon}\right)-B^{\varepsilon}\left(v_{0}\right)\right\|_{\Omega}^{2} \leqq C\left\|v_{\varepsilon}-v_{0}\right\|_{\Omega}^{2}$. On the other hand, we have

$$
\begin{equation*}
\left\|\boldsymbol{B}^{\varepsilon}\left(v_{0}\right)-B^{0}\left(v_{0}\right)\right\|_{\Omega} \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0 \tag{4.10}
\end{equation*}
$$

In fact, since

$$
\begin{gathered}
\partial\left(B^{\varepsilon}\left(v_{0}\right)-B^{0}\left(v_{0}\right)\right) / \partial x_{i}=\left(\beta^{\varepsilon}\left(v_{0}\right)-\beta^{0}\left(v_{0}\right)\right) \partial v_{0} / \partial x_{i}, \\
\left|\left(\beta^{\varepsilon}\left(v_{0}\right)-\beta^{0}\left(v_{0}\right)\right) \partial v_{0} / \partial x i\right|^{2} \leqq C\left|\partial v_{0} / \partial x_{i}\right|^{2},
\end{gathered}
$$

and $\left(\beta^{\varepsilon}\left(v_{0}\right)-\beta^{0}\left(v_{0}\right)\right) \partial v_{0} / \partial x_{i} \rightarrow 0$ as $\varepsilon \rightarrow 0$, we have $\left\|\nabla\left(B^{\varepsilon}\left(v_{0}\right)-B^{0}\left(v_{0}\right)\right)\right\|_{\Omega} \rightarrow 0$ as $\varepsilon \rightarrow 0$ by the Lebesgue convergence theorem. Thus, (4.10) follows from the Poincaré inequality. We have shown the lemma.

Since $\theta_{N-\rho}=\infty=\theta_{N-2}$ for $r_{\varepsilon} \gg r_{\varepsilon}^{(N-1)},(4.8)_{2}$ is implied from Lemma 3.10(a) with $a_{h}<\infty$, where $p=\rho$ for $(\gamma-1)$ and $(\gamma-2)$ and $p=2$ for ( $\gamma-3$ ). Thus, we have (4.8).

For the case where $a_{h}=\infty,\left\{z_{\varepsilon}^{\sim}\right\}$ is bounded in $H_{0}^{1}(\Omega)$. We take a subsequence, denoted by $\left\{z_{\varepsilon}^{\sim}\right\}$ again, such that $z_{\varepsilon}^{\sim} \xrightarrow{w} z$ in $H_{0}^{1}(\Omega)$ as $\varepsilon \rightarrow 0$. We substitute $w=0$ into (4.7), and divide both sides of the inequality by $a_{h, \varepsilon}$. We apply Lemma 3.10(a) with $\theta_{N-2}=\infty$, and get $\int_{\Omega} B_{*}^{0}(z) d x=0$. By ( $\beta-4$ ) we get $z=0$. This concludes the proof of Theorem c .
(C) Proof of Theorem $\mathrm{a}^{\text {'. The proof is done in the same way as the proof of }}$ Theorem A. 2 of [15], because, in that proof the differentiability of $\beta$ is not used at all. Thus, we can omit the proof of Theorem $\mathrm{a}^{\prime}$.
(D) Proof of Theorem $\mathrm{b}^{\prime}$. This proof is also derived directly from the proof of Theorem B in [15] together with Lemma 3.10. Thus, we omit it.
5. Asymptotic behavior in $\mathbb{R}^{2}$. Theorem $a^{\prime}$ says nothing for the case where $N=2$, nor does Theorem a cover the case where

$$
\begin{equation*}
N=2, \quad r_{\varepsilon} \leqq C r_{\varepsilon}^{(0)} \quad \text { with } \hat{\alpha}=\infty . \tag{5.1}
\end{equation*}
$$

Let $\hat{\alpha}_{\varepsilon}=\tilde{\alpha}_{\varepsilon}\left(\log r_{\varepsilon}^{-1}\right)^{1 / 2}$ and $\hat{\alpha}_{*}=\lim \hat{\alpha}_{\varepsilon}$. We have $\hat{\alpha}<\infty$ if and only if $\hat{\alpha}_{*}<\infty$. Let $c_{\varepsilon}=\theta_{0, \varepsilon} / a_{\varepsilon}$ and $c=\lim c_{\varepsilon}$. We also have

$$
\hat{\alpha}_{\varepsilon}=2\left(\log r_{\varepsilon}^{-1}\right)^{1 / 2} / c_{\varepsilon} .
$$

Here, $r_{\varepsilon} T$ is supposed to be a ball $\left\{x \in \mathbb{R}^{N} ;|x| \leqq r_{\varepsilon} / 2\right\}$ together with $\beta(\xi)=\xi$ in (0.2). We are interested in the case where $0<c<\infty$, and the case where $c=0$. The state $c=0$ follows both
(i) $\theta_{0} \in[0, \infty)$ and $a=\infty$,
and
(ii) $\theta_{0}=0$ and $a \in(0, \infty]$.

The state $0<c<\infty$ follows
(iii) $\theta_{0}, a \in(0, \infty)$.

The remaining case of $\left(\theta_{0}, a\right)$ such that $\theta_{0}=0$ and $a=0$ may imply various values of $c$.

The test function in [12], $w_{\varepsilon}(r)=\left[1-\alpha_{\varepsilon} \bar{r}_{\varepsilon}\left(\log \left(r_{\varepsilon} / \varepsilon\right)-\log (r / \bar{\varepsilon})\right)\right] /(1-$ $\left.\alpha_{\varepsilon} \bar{r}_{\varepsilon} \log \left(r_{\varepsilon} / \varepsilon\right)\right)$ with $r=|x|, \bar{\varepsilon}=\varepsilon / 2$, and $\bar{r}_{\varepsilon}=r_{\varepsilon} / 2$, is useful. Let $\theta_{0, \varepsilon}^{\widetilde{0}}=\left(\varepsilon^{2} \log \left(\varepsilon / r_{\varepsilon}\right)\right)^{-1}$. The formula $\partial w_{\varepsilon} /\left.\partial r\right|_{r=\varepsilon}=\bar{\varepsilon} \theta_{0, \varepsilon}^{\widetilde{0}}\left(1+\theta_{0, \varepsilon}^{\widetilde{0}} / a_{\varepsilon}\right)^{-1}$, together with the method in Cioranescu and Murat [7], imply the proposition below.

Proposition 5.1. We suppose $r_{\varepsilon} \leqq C r_{\varepsilon}^{(0)}$, (0.4) with a fixed $\theta_{0}<\infty$ and a fixed $c \in[0, \infty]$ as $\varepsilon \rightarrow 0$. Then $u_{\varepsilon}^{\sim} \rightarrow u$ weakly in $H_{0}^{1}(\Omega)$, where $u$ is determined by the equation

$$
\begin{equation*}
-\Delta u+2 \pi \theta_{0}(c+1)^{-1} u=f \quad \text { a.e. in } \Omega . \tag{5.2}
\end{equation*}
$$

Remark 5.2. If instead of (0.2) we consider the Dirichlet boundary condition, we get (5.2) with $c=0$, using the method in Cioranescu and Murat [7].

## 6. Applications.

Application 6.1. The theorems in $\S 1$ are applied to monotone functions $\beta$ such as (b), (c), (d) $)_{p}$, (e), (f), and (g) described in the Introduction. We give Table 1 for $N \geqq 3$.

Application 6.2. Let $C_{1}, C_{2}>0$. We suppose $\int_{\partial т} g d \sigma \neq 0$,

$$
\beta(\xi)= \begin{cases}C_{1} \xi & \text { for } \xi \leqq 0, \\ C_{2} \xi & \text { for } \xi \geqq 0,\end{cases}
$$

TABLE 1

| Theorem | To be applicable | Not to be applicable |
| :---: | :---: | :---: |
| A | (b) (c) (d) ${ }_{p}$ (e) | (a) |
|  | (f) (g) |  |
| B | (c) $(\mathrm{d})_{p} \quad$ (e) | (a) (b) (f) (g) |
| C (I) | (b) (c) (d) $p$ (e) | (a) |
|  | (f) (g) |  |
| C (II) | (b) (c) (d) $p_{p}$ | (a) (g) |
|  | (e) (f) |  |
| C (III) | (c) $(\mathrm{d})_{p} \quad$ (e) | (a) (b) (f) (g) |
| a | (b) (c) $(\mathrm{d})_{p}$ (e) | (a) |
|  | (f) (g) |  |
| b | (b) (c) (d) $p_{p}$ (e) | (a) |
|  | (f) (g) |  |
| c | (b) (c) (d) $p_{p}$ (e) | (a) |
|  | (f) (g) |  |
| $\mathrm{a}^{\prime}$ | $(\mathrm{c}) \equiv(\mathrm{d})_{p} \quad(p=1) \quad(\mathrm{e})$ | (a) (b) (f) (g) |
| $\mathrm{b}^{\prime}$ | $(\mathrm{c}) \equiv(\mathrm{d})_{p} \quad(p=1) \quad(\mathrm{e})$ | (a) (b) (f) (g) |



Fig. 2

Table 2

| Number | Equations or behavior | Number | Equations or behavior |
| :---: | :---: | :---: | :---: |
| 0 | Unknown | 1 | $-\Delta u+C_{T} u=f$ |
| 2 | $-\Delta u=f$ | 3 | $-\Delta u+S(\partial T) \beta(u)=f$ |
| 4 | $u_{\varepsilon}^{\sim} \rightarrow u=0$ | 5 | $-\Delta z+S(\partial T) \beta(z)=I_{g}$ |
| 6 | $-\Delta z=I_{g}$ | 7 | $\mathscr{H}_{z}+S(\partial T) \beta(z)=I_{g}$ |
| 8 | $\mathscr{H}_{z}=I_{g}$ | 9 | $u_{\varepsilon}^{\sim} / b_{\varepsilon}^{1 / q^{\prime} \rightarrow 0}$ |
| 10 | $u_{\varepsilon}^{\sim} \rightarrow 0$ |  |  |

and relations among $\varepsilon, r_{\varepsilon}$, and $\alpha_{\varepsilon}$ as follows:

$$
\begin{array}{ll}
\varepsilon=r_{\varepsilon}^{m}, & m \in(0,1], \\
\alpha_{\varepsilon}=r_{\varepsilon}^{n}, & n \in \mathbb{R} .
\end{array}
$$

Let $\mu=N m \in(0, N]$. Then all the limit equations are displayed as points having coordinates $(\mu, n)$ in $(0, N] \times \mathbb{R}$. Theorem $\mathrm{a}^{\prime}$ derives limit equations number 1,2 in Fig. 2, for points of $\{(\mu, n) ; \mu \leqq N-2$ and $n \in \mathbb{R}\}$. Theorem $\mathrm{b}^{\prime}$ also derives the equations number $2,3,4$, which are settled in the region, $\{(u, n) ; N-2<\mu \leqq N-1$ and $n \in \mathbb{R}\}$. Theorems B and c concern the set $\{(\mu, n) ; N-2<\mu \leqq N, n<\mu-N+1$ and $n<-\mu+$ $N-1\}$ and $\{(\mu, n) ; N-1<\mu \leqq N$ and $n \geqq \mu-N+1\}$, respectively (number $4,5,6,7$, and 8). Last, by Theorem C(III) we get limit equations (number 9, 10) for points of $\{(\mu, n) ; N-1<\mu \leqq N, n<\mu-N+1$ and $n \geqq-\mu+N-1\}$. Thus, limit equations are drawn in one picture as Fig. 2 in [15]. Unfortunately, by our theorems we can show no limit equation corresponding to a point ( $N-2,-1$ ) (number 0 ), when $C_{1} \neq C_{2}$. The exact equation corresponding to each number is described in Table 2.
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# ON THE NEWTONIAN POTENTIAL OF A HETEROGENEOUS ELLIPSOID* 

HENRIK SHAHGHOLIAN $\dagger$


#### Abstract

In this note the Newtonian potential of a heterogeneous ellipsoid in $\mathbb{R}^{n}$ is calculated. It turns out that for polynomial densities the potential is also a polynomial in the interior of the ellipsoid. As an application, it is shown that the solution of $\Delta u=P$ near $\partial E$ and $u=|\nabla u|=0$ on $\partial E$, where $E$ is an ellipsoid and $P$ a polynomial, has a harmonic continuation to $\mathbb{R}^{n} \backslash E_{0}$, where $E_{0}$ is the focal ellipsoid of $E$.
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Introduction. This paper consists of two parts:
(1) Calculation of the Newtonian potential of a heterogeneous ellipsoid, at an internal point. Here we prove that the Newtonian potential of an ellipsoid in $\mathbb{R}^{n}$ with polynomial density is a polynomial in the interior of the ellipsoid. This was proved in $\mathbb{R}^{3}$ by Ferrers (see [Fe]) using special techniques of ellipsoidal coordinates; it seems difficult to extend this method to more than three dimensions.

In any case, it seems of interest to give a new proof of this fundamental result in $\mathbb{R}^{n}$. We do this by adapting the celebrated method of Dirichlet [Di], based on Fourier's integral, combined with Ferrer's [Fe] idea that any polynomial can be expressed by a finite linear combination of $P, P^{2}, \cdots$ and their derivatives of different degrees (see Lemma 1.4).
(2) Application to the Cauchy problem for the Laplace equation. Here we use part (1) to solve the following Cauchy problem:

$$
\begin{array}{lll}
\Delta u=0 & \text { near } \partial E & E \text { is an ellipsoid in } \mathbb{R}^{n} . \\
u \equiv P & \text { on } \partial E & \text {. }
\end{array}
$$

It turns out that the solution of this problem is harmonic in $\mathbb{R}^{n} \backslash E_{0}$.
Notation. We will use the following notation.
(i) By $g \equiv f$, we mean $g=f$ and $\nabla g=\nabla f$, where $f, g \in C^{1}\left(\mathbb{R}^{n}\right)$ and $\nabla$ denotes gradient.
(ii) The solution of the following Cauchy problem, when it exists, will be called the Schwarz potential $U_{\Gamma}$ of $\Gamma$, where $\Gamma$ is a hypersurface in $\mathbb{R}^{n}$,

$$
\begin{array}{ll}
\Delta u=0 & \text { near } \Gamma, \\
u \equiv \frac{1}{2}|x|^{2} & \text { on } \Gamma .
\end{array}
$$

(iii) $K_{m}(x, y)$ is defined as follows. Set $\psi(x-y)=\omega_{n}^{-1}|x-y|^{2-n}$, where $\omega_{n}=$ $(2-n) \cdot A_{n} ; A_{n}$ is the surface area of the ( $n-1$ )-dimensional unit sphere. For $a \in \mathbb{R}^{n}$, $x \in \mathbb{R}^{n}$, and $x \neq a$ set

$$
\begin{aligned}
& K_{m}^{a}(x, y):=\psi(x-y)-\left.\sum_{|\alpha|<m} \frac{(y-a)^{\alpha}}{\alpha!} \frac{\partial^{\alpha}}{\partial z^{\alpha}} \psi(x-z)\right|_{z=a}, \\
& K_{m}(x, y):=K_{m}^{0}(x, y) .
\end{aligned}
$$

[^97](iv) Let $\Omega \subset \mathbb{R}^{n}$ and $\bar{\Omega} \neq \mathbb{R}^{n}$. Then we define the generalized Newtonian potential with polynomial density $R$, with respect to $a \in \mathbb{R}^{n}$ by
$$
\int_{\Omega} K_{m}^{a}(x, y) R(x) d x, \quad \text { where } m=\operatorname{deg} R+3 \text { and } a \notin \bar{\Omega} .
$$
(v) For $a_{1} \geqq a_{2} \geqq \cdots \geqq a_{n}>0$ we define $E$ and $E_{0}$ :
\[

$$
\begin{aligned}
& E=\left\{x \in \mathbb{R}^{n}: \sum_{j=1}^{n} \frac{x_{j}^{2}}{a_{j}^{2}} \leqq 1\right\}, \\
& E_{0}=\left\{x \in \mathbb{R}^{n}: \sum_{j=1}^{n-1} \frac{x_{j}^{2}}{a_{j}^{2}-a_{n}^{2}} \leqq 1 \text { and } x_{n}=0\right\} .
\end{aligned}
$$
\]

$E_{0}$ is the so-called focal ellipsoid of $E$.
(vi) We also define $\varphi, S$, and $P$ as follows:

$$
\begin{aligned}
& \varphi^{2}(s)=\left(s+a_{1}^{2}\right)\left(s+a_{2}^{2}\right) \cdots\left(s+a_{n}^{2}\right), \\
& S(s, y)=\sum_{j=1}^{n} \frac{y_{j}^{2}}{a_{j}^{2}+s} \text { and } P(x)=1-\sum_{j=1}^{n} \frac{x_{j}^{2}}{a_{j}^{2}} .
\end{aligned}
$$

1. Calculation of the Newtonian potential of a heterogeneous ellipsoid, at an internal point. Here we calculate the potential of $E$ (ellipsoid) with polynomial density. To do this we begin with the following theorem.

Theorem 1.1. Let $m \geqq 0$; then

$$
\int_{E} \frac{P^{m}(x) d x}{|x-y|^{n-2}}=\frac{c_{n}}{m+1} \int_{\lambda}^{\infty}\left(1-\sum_{j=1}^{n} \frac{y_{j}^{2}}{s+a_{j}^{2}}\right)^{m+1} \varphi(s)^{-1} d s
$$

where $c_{n}=\pi^{n / 2} a_{1} \cdots a_{n} \cdot(n-2) / 2 \Gamma(n / 2)$, and $\lambda$ is the largest of the ellipsoidal coordinates of $y \notin E$ and $\lambda=0$ if $y \in E$. Consequently, if $m$ is a nonnegative integer then the Newtonian potential of $E$ with density $P^{m}(x)$ is a polynomial of degree $m+2$ in the interior of $E$.

Proof. Set

$$
V(y)=\int_{E} \frac{P^{m}(x)}{|x-y|^{n-2}} d x \quad \text { and } \quad V_{k}:=\frac{\partial V}{\partial y_{k}}(y) .
$$

We first calculate $V_{k}(y)$ for $y \in \mathbb{R}^{n}$, and $m>0$. Define

$$
f(\xi)=\left\{\begin{array}{ll}
(1-|\xi|)^{m}, & |\xi|<1, \\
0, & |\xi| \geqq 1,
\end{array} \quad \xi \in \mathbb{R}\right.
$$

Then

$$
\begin{equation*}
f(\xi)=\operatorname{Re} \int_{0}^{\infty} \frac{\hat{f}(t)}{\pi} e^{i t \xi} d t, \tag{1}
\end{equation*}
$$

where

$$
\hat{f}(t)=\int_{-\infty}^{\infty} f(\xi) e^{-i t \xi} d \xi
$$

is in $L^{1}(\mathbb{R})$, for $m>0$. We have

$$
\frac{V_{k}}{n-2}=\int_{\mathbb{R}^{n}} f\left(\sum_{j=1}^{n} \frac{x_{j}^{2}}{a_{j}^{2}}\right)\left(x_{k}-y_{k}\right)|x-y|^{-n} d x .
$$

Here we want to use (1) with $\xi=\sum_{j=1}^{n}\left(x_{j}^{2} / a_{j}^{2}\right)$ and then change the order of integration, but since $\left(x_{k}-y_{k}\right)|x-y|^{n}$ is not integrable over $\mathbb{R}^{n}$, we first introduce a convergence factor $\exp \left(-\delta|x|^{2}\right)$ which gives

$$
\begin{equation*}
\frac{V_{k}}{n-2}=\lim _{\delta \rightarrow 0} \int_{\mathbb{R}^{n}} f\left(\sum_{j=1}^{n} \frac{x_{j}^{2}}{a_{j}^{2}}\right)\left(x_{k}-y_{k}\right)|x-y|^{-n} e^{-\delta|x|^{2}} d x \tag{2}
\end{equation*}
$$

Now we insert (1) into (2) which implies that (2) becomes

$$
\operatorname{Re}\left[\lim _{\delta \rightarrow 0} \int_{\mathbb{R}^{n}} \int_{0}^{\infty} \frac{\hat{f}(t)}{\pi} I_{1}(x, y, t) d t d x\right],
$$

where $I_{1}(x, y, t)=\left(x_{k}-y_{k}\right)|x-y|^{-n} \exp \left[\right.$ it $\left.\sum_{j=1}^{n}\left(x_{j}^{2} / a_{j}^{2}\right)-\delta|x|^{2}\right]$. Here we change the order of integration, so (2') becomes

$$
\lim _{\delta \rightarrow 0} \operatorname{Re} \int_{0}^{\infty} \frac{\hat{f}(t)}{\pi} \int_{\mathbb{R}^{n}} I_{1}(x, y, t) d x d t .
$$

The idea is to split the integration over $\mathbb{R}^{n}$ into $n$ products of one-dimensional integrals. For this we will use the following known formula:

$$
\int_{0}^{\infty} \exp [-(\varepsilon-i \beta) \nu] \cdot \nu^{r-1} d \nu=(\varepsilon-i \beta)^{-r} \cdot \Gamma(r)
$$

where $r>0, \varepsilon>0, \beta \in \mathbb{R}^{n}$, and $\Gamma$ is the gamma function (see [GH, p.62]). To make the formula applicable to our purposes, we set $\beta=|x-y|^{2}$ and $r=n / 2$. Then

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}} I_{1}(x, y, t) d x \\
&=\lim _{\varepsilon \rightarrow 0}(-i)^{n / 2} \int_{\mathbb{R}^{n}}\left[\varepsilon-i|x-y|^{2}\right]^{-n / 2}\left(x_{k}-y_{k}\right) \exp \left[i t \sum_{j=1}^{n} \frac{x_{j}^{2}}{a_{j}^{2}}-\delta|x|^{2}\right] d x \\
&=\lim _{\varepsilon \rightarrow 0}(-i)^{n / 2}(\Gamma(n / 2))^{-1} \int_{\mathbb{R}^{n}} \int_{0}^{\infty} \exp \left(I_{2}\right) \cdot\left(x_{k}-y_{k}\right) \cdot \nu^{(n-2) / 2} d \nu d x,
\end{aligned}
$$

where

$$
\begin{aligned}
I_{2} & =-\left(\varepsilon-i|x-y|^{2}\right) \nu+i t \sum_{j=1}^{n} \frac{x_{j}^{2}}{a_{j}^{2}}-\delta|x|^{2} \\
& =-\varepsilon \nu+i|y|^{2} \nu+\sum_{j=1}^{n}\left[\left(i \nu+\frac{i t}{a_{j}^{2}}-\delta\right) x_{j}^{2}-2 i y_{j} \nu x_{j}\right] .
\end{aligned}
$$

Set

$$
P_{j}=\left(\nu+\frac{t}{a_{j}^{2}}\right) \quad \text { and } \quad Q_{j}=-y_{j} \nu, \quad j=1,2, \cdots, n ;
$$

then

$$
I_{2}=-\varepsilon \nu+i|y|^{2} \nu+\sum_{j=1}^{n}\left[\left(i P_{j}-\delta\right) x_{j}^{2}+2 i Q_{j} x_{j}\right] .
$$

Now changing the order of integration in (3) we can reduce it to

$$
\lim _{\varepsilon \rightarrow 0}(-i)^{n / 2}(\Gamma(n / 2))^{-1} \int_{0}^{\infty} \nu^{(n-2) / 2} \exp \left[-\varepsilon \nu+i|y|^{2} \nu\right] G(t, y, \nu) d \nu
$$

where

$$
\begin{aligned}
& G(t, y, \nu)= \int_{\mathbb{R}^{n}} \exp \sum_{j=1}^{n}\left[\left(i P_{j}-\delta\right) x_{j}^{2}+2 i Q_{j} x_{j}\right] \cdot\left(x_{k}-y_{k}\right) d x \\
&=\left(\prod_{\substack{j=1 \\
j \neq k}}^{n} \int_{-\infty}^{\infty} \exp \left[\left(i P_{j}-\delta\right) x_{j}^{2}+2 i Q_{j} x_{j}\right] d x_{j}\right) \\
& \cdot \int_{-\infty}^{\infty}\left(x_{k}-y_{k}\right) \exp \left[\left(i P_{k}-\delta\right) x_{k}^{2}+2 i Q_{k} x_{k}\right] d x_{k} .
\end{aligned}
$$

By calculating these integrals we find

$$
\int_{-\infty}^{\infty} \exp \left[\left(i P_{j}-\delta\right) x_{j}^{2}+2 i Q_{j} x_{j}\right] d x_{j}=\frac{\exp \left[-Q_{j}^{2} /\left(\delta-i P_{j}\right)\right]}{\sqrt{\delta-i P_{j}}} \cdot \sqrt{\pi}
$$

and

$$
\begin{aligned}
\int_{-\infty}^{\infty}\left(x_{k}\right. & \left.-y_{k}\right) \exp \left[\left(i P_{k}-\delta\right) x_{k}^{2}+2 i Q_{k} x_{k}\right] d x_{k} \\
& =\left(\frac{i Q_{k}}{\delta-i P_{k}}-y_{k}\right) \frac{\exp \left[-Q_{k}^{2} /\left(\delta-i P_{k}\right)\right] \cdot \sqrt{\pi}}{\sqrt{\delta-i P_{k}}} \\
& =\frac{-\delta+\left(i t / a_{k}^{2}\right)}{\left(\delta-i P_{k}\right)} y_{k} \frac{\exp \left[-Q_{k}^{2} /\left(\delta-i P_{k}\right)\right] \cdot \sqrt{\pi}}{\sqrt{\delta-i P_{k}}},
\end{aligned}
$$

i.e.,
(4) $\quad G(t, y, \nu)=\pi^{n / 2} \frac{\left(-\delta+\left(i t / a_{k}^{2}\right)\right)}{\delta-i P_{k}} \cdot y_{k} \cdot \frac{\exp \left[-\sum_{j=1}^{n} Q_{j}^{2} /\left(\delta-i P_{j}\right)\right]}{\sqrt{\left(\delta-i P_{1}\right) \cdots\left(\delta-i P_{n}\right)}}$.

Now, inserting (4) in ( $3^{\prime}$ ) and making the variable changes $s=t / \nu$ we get, after recalling the definition of $P_{j}$ and $Q_{j}$, that ( $3^{\prime}$ ) is reduced to

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0} d_{n} \int_{0}^{\infty} \frac{\left(\left(-i a_{k}^{2} \delta / t\right)-1\right) y_{k}}{R_{k}} \cdot \frac{\exp \left[-\varepsilon t / s+i \sum_{j=1}^{n}\left(\left(i \delta a_{j}^{2}+t\right) / R_{j}\right) y_{j}^{2}\right]}{\sqrt{R_{1} \cdot R_{2} \cdots R_{n}}} d s \\
& \quad=d_{n} \int_{0}^{\infty} \frac{\left(\left(-i a_{k}^{2} \delta / t\right)-1\right) y_{k}}{R_{k}} \cdot \frac{\exp \left[i \sum_{j=1}^{n}\left(\left(i \delta a_{j}^{2}+t\right) / R_{j}\right) y_{j}^{2}\right]}{\sqrt{R_{1} \cdots R_{n}}} d s,
\end{align*}
$$

where $R_{j}=\left(\left(i \delta a_{j}^{2} s / t\right)+a_{j}^{2}+s\right)$ and

$$
d_{n}=\pi^{n / 2} \cdot(\Gamma(n / 2))^{-1} \cdot a_{1} \cdots a_{n}=\frac{2 c_{n}}{n-2}
$$

Summing up we arrive at

$$
\int_{\mathbb{R}^{n}} I_{1}(x, y, t) d x=d_{n} \int_{0}^{\infty} F d s
$$

where

$$
F=F(y, s, t, \delta)=\frac{\left(\left(-i a_{k}^{2} \delta / t\right)-1\right) y_{k}}{R_{k}} \cdot \frac{\exp \left[i \sum_{j=1}^{n}\left(\left(i \delta a_{j}^{2}+t\right) / R_{j}\right) y_{j}^{2}\right]}{\sqrt{R_{1} \cdots R_{n}}} .
$$

Now we put this into ( $2^{\prime \prime}$ ); then we have

$$
\frac{V_{k}}{n-2}=\operatorname{Re} \lim _{\delta \rightarrow 0} d_{n} \int_{0}^{\infty} \int_{0}^{\infty} \frac{\hat{f}(t)}{\pi} F d s d t
$$

Since $\int_{0}^{\infty}|F| d s<\infty$ we can change the order of integration and let $\delta \rightarrow 0$. This gives

$$
\frac{V_{k}}{n-2}=d_{n} \int_{0}^{\infty} \operatorname{Re} \int_{0}^{\infty} \frac{\hat{f}(t)}{\pi} F_{0} d t d s
$$

where

$$
F_{0}=F(x, y, t, 0)=\frac{-y_{k} \exp \left[i t \sum_{j=1}^{n} y_{j}^{2} /\left(a_{j}^{2}+s\right)\right]}{\left(a_{k}^{2}+s\right) \cdot\left[\left(a_{1}^{2}+s\right) \cdots\left(a_{n}^{2}+s\right)\right]^{1 / 2}} .
$$

Recall the definition of $S$ and $\varphi$; then we observe

$$
\begin{equation*}
V_{k}=(2-n) d_{n} y_{k} \int_{0}^{\infty}\left[\varphi(s)\left(s+a_{k}^{2}\right)\right]^{-1} \int_{-\infty}^{\infty} \frac{\hat{f}(t)}{2 \pi} \exp [i t S(s, y)] d t d s \tag{5}
\end{equation*}
$$

Now let $\lambda$ be the positive root of $S(s, y)=1$ for fixed $y$, i.e., $\lambda=\lambda(y)$. Then the inner integral in (5) is zero for $s<\lambda$ and is equal to $f(S(s, y))$ for $s \geqq \lambda$. Therefore

$$
\begin{align*}
V_{k} & =(2-n) d_{n} y_{k} \int_{\lambda}^{\infty} \frac{f(S(s, y))}{\varphi(s)\left(s+a_{k}^{2}\right)} d s \\
& =(2-n) d_{n} y_{k} \int_{\lambda}^{\infty}\left(1-\sum_{j=1}^{n} \frac{y_{j}^{2}}{s+a_{j}^{2}}\right)^{m} \cdot\left[\varphi(s)\left(s+a_{k}^{2}\right)\right]^{-1} d s, \quad k=1,2, \cdots, n
\end{align*}
$$

and, integrating,

$$
\begin{equation*}
V(y)=\frac{(n-2) d_{n}}{2(m+1)} \int_{\lambda}^{\infty}\left(1-\sum_{j=1}^{n} \frac{y_{j}^{2}}{s+a_{j}^{2}}\right)^{m+1} \varphi^{-1}(s) d s+c . \tag{6}
\end{equation*}
$$

For $y \in E, \lambda$ is replaced by zero in the above integral. The case $m=0$ could be obtained by letting $m$ go to zero in (6). Thus the proof is completed.

Remark. In (6) we see, by letting $|y| \rightarrow \infty$, that $V(y) \rightarrow 0$ and the absolute value of the integral on the right is bounded by

$$
A \int_{\lambda}^{\infty} \varphi^{-1}(s) d s, \quad \text { where } A=\frac{(n-2) d_{n}}{2(m+1)}
$$

and this goes to zero, as $|y| \rightarrow \infty$ (since $\lambda=\lambda(y) \rightarrow \infty$ ). Thus $c=0$.
Remark. Theorem 1.1 is a special case of a much more general theorem, which we state without proof (the proof is similar to the proof of Theorem 1.1). Let $g$ have compact support in ( $0, \infty$ ) and be (for example) piecewise continuous. Set

$$
G(t)=\int_{t}^{\infty} g(\tau) d \tau
$$

Then

$$
\int_{\mathbb{R}^{n}} \frac{g\left(\sum_{j=1}^{n}\left(x_{j}^{2} / a_{j}^{2}\right)\right) d x}{(n-2) A_{n}}=\frac{\varphi(0)}{4} \int_{0}^{\infty} \frac{G\left(\sum_{j=1}^{n}\left(y_{j}^{2} /\left(a_{j}^{2}+s\right)\right) d s\right.}{\varphi(s)} .
$$

We also want to mention that the case $m=0$ (for $n=3$ ) is the goal of classical papers such as those by Lagrange, Gauss, Chasles, and Dirichlet. For references see § 3.

Corollary 1.2. Let $P$ be as in the notation, and let $m$ be a nonnegative integer. Then the Newtonian potential of $E$ with density $P^{m}$ is harmonic in the exterior of $E$ and has a harmonic continuation into $E \backslash E_{0}$.

Proof. Define

$$
W(y)=\frac{c_{n}}{m+1} \int_{\lambda}^{\infty} \varphi^{-1}(s)\left(1-\sum_{j=1}^{n} \frac{y_{j}^{2}}{a_{j}^{2}+s}\right)^{m+1} d s
$$

where $c_{n}=\pi^{n / 2} a_{1} \cdots a_{n}(n-2) / 2 \Gamma(n / 2), \lambda=\lambda(y)$ is such that $\sum_{j=1}^{n}\left(y_{j}^{2} /\left(a_{j}^{2}+\lambda\right)\right)=1$. Then it is easy to show that $W$ is real analytic in $\mathbb{R}^{n} \backslash E_{0}$. Moreover, by Theorem 1.1, we have $W=V$ in $\mathbb{R}^{n} \backslash E$, where $V=\int_{E}\left(P^{m}(x) /|x-y|^{n-2}\right) d x$. Thus $V$ can be continued into $E \backslash E_{0}$ as a harmonic function.

Theorem 1.3. The Newtonian potential of the ellipsoid $E$ in $\mathbb{R}^{n}(n \geq 3)$ with polynomial density $Q$ of degree $m$ is a polynomial of degree $m+2$ in the interior of $E$.

To prove this theorem we need the following two lemmas, which are essentially due to Ferrers [Fe].

Lemma 1.4. Define $\mathscr{B}$ to be

$$
\mathscr{B}=\operatorname{span}\left\{\sum_{j=0}^{m^{\prime}} \sum_{|\alpha|=m-2 j} b_{\alpha} \partial^{\alpha} P^{m-j}\right\}_{m=0}^{\infty},
$$

whence

$$
\begin{aligned}
& m^{\prime}= \begin{cases}m / 2 & \text { m even, } \\
(m-1) / 2 & m \text { odd },\end{cases} \\
& b_{\alpha} \in \mathbb{R}, \quad \partial^{\alpha}=\partial_{1}^{\alpha_{1} \partial_{2}^{\alpha_{2}} \cdots \partial_{n}^{\alpha_{n}}, \quad \partial_{j}=\frac{\partial}{\partial x_{j}}}
\end{aligned}
$$

and $P$ is as in the notation. Set

$$
\mathscr{P}=\{\text { polynomials in } n \text { variables with real coefficients }\} .
$$

Then $\mathscr{B}=\mathscr{P}$.
Lemma 1.5. Let $m \geqq 0$ be an integer. Then for $|\alpha| \leqq m$,

$$
\begin{equation*}
\int_{P>0} \frac{\partial^{\alpha} P^{m}(x)}{\partial x^{\alpha}}|x-y|^{2-n} d x=\frac{\partial^{\alpha}}{\partial y^{\alpha}} \int_{P>0} \frac{P^{m}}{|x-y|^{n-2}} d x \quad \forall y \in \mathbb{R}^{n} . \tag{7}
\end{equation*}
$$

The lemmas will be proved by induction.
Remark. That the derivative in (7) exists depends on the fact that the function $\int_{P>0} P(x)^{m}|x-y|^{2-n} d x$ is of class $C^{m}\left(\mathbb{R}^{n}\right)$. This in turn depends on the following. Set $g=P^{m} \quad$ for $\quad P>0$ and $g=0$ for $P>0$. Then $\int_{\mathbb{R}^{n}} g(x)|x-y|^{2-n} d x=$ $\int_{P>0} P^{m}(x)|x-y|^{2-n} d x$ and $g \in C_{0}^{m-1}\left(\mathbb{R}^{n}\right)$, which implies that $\int_{\mathbb{R}^{n}} g(x)|x-y|^{2-n} d x$ is of class $C^{m}\left(\mathbb{R}^{n}\right)$.

Proof of Lemma 1.4. Define

$$
\mathscr{P}_{k}=\{\text { polynomials of degree } \leqq k \text { in } n \text { variables with real coefficients }\}:
$$

(i) $\mathscr{P}_{0} \subset \mathscr{B}$ is clear.
(ii) Suppose $\mathscr{P}_{k} \in \mathscr{B}$. Then we will show that every monomial of the form $x_{j} x^{\gamma}$ for $|\gamma|=k$ and $j=1,2, \cdots, n$ is in $\mathscr{B}$. Set (without loss of generality) $j=1$, then $x^{\gamma} \in \mathscr{B}$ implies

$$
\begin{equation*}
x_{1} x^{\gamma}=x_{1} \sum_{j=0}^{k^{\prime}} \sum_{|\alpha|=k-2 j} b_{\alpha} \partial^{\alpha} P^{k-j}=\sum_{j=0}^{k^{\prime}} \sum_{|\alpha|=k-2 j} b_{\alpha}\left[x_{1} \partial^{\alpha} P^{k-j}\right], \tag{8}
\end{equation*}
$$

where

$$
k^{\prime}= \begin{cases}k / 2 & \text { if } k \text { even } \\ (k-1) / 2 & \text { if } k \text { odd }\end{cases}
$$

We introduce the notation $\beta=\left(\alpha_{1}+1, \alpha_{2}, \cdots, \alpha_{n}\right), \sigma=\left(\alpha_{1}-1, \alpha_{2}, \cdots, \alpha_{n}\right)$. Then by the Leibniz formula

$$
\begin{equation*}
-x_{1} \partial^{\alpha} P^{k-j}=\frac{a_{1}^{2}}{2(k+1-j)} \partial^{\beta} P^{k+1-j}+\alpha_{1} \partial^{\sigma} P^{k-j} \tag{9}
\end{equation*}
$$

Substituting (9) into (8) we have

$$
-x_{1} x^{\gamma}=\sum_{j=0}^{k^{\prime}} \sum_{|\alpha|=k-2 j} b_{\alpha}\left(\frac{a_{1}^{2}}{2(k+1-j)} \partial^{\beta} P^{k+1-j}+\alpha_{1} \partial^{\sigma} P^{k-j}\right),
$$

i.e., $x_{1} x^{\gamma} \in \mathscr{B}$ for all $\gamma=\left(\gamma_{1}, \gamma_{2}, \cdots, \gamma_{n}\right)$ and $|\gamma|=k$, which gives that $\mathscr{P}_{k+1} \in \mathscr{B}$, and the proof is completed.

Proof of Lemma 1.5. For $m=0$ there is nothing to prove. Now let $m>0$ and $|\alpha| \leqq m$. If $|\alpha|=0$, then there is nothing to prove, so let $|\alpha|>0$. Then $\alpha_{j}>0$ for some $j$.
So let $j=1$ and $\alpha^{\prime}=\left(\alpha_{1}-1, \alpha_{2}, \cdots, \alpha_{n}\right)$, then

$$
\begin{aligned}
\int_{P>0} & \frac{\partial^{\alpha} P^{m}(x)}{\partial x^{\alpha}}|x-y|^{2-n} d x \\
& =\int_{P>0} \frac{\partial}{\partial x_{1}} \frac{\partial^{\alpha^{\prime}} P^{m}(x)}{\partial x^{\alpha^{\prime}}} \cdot|x-y|^{2-n} d x \\
& =\int_{P>0} \frac{\partial}{\partial x_{1}}\left(\frac{\partial^{\alpha^{\prime}} P^{m}(x)}{\partial x^{\alpha^{\prime}}} \cdot|x-y|^{2-n}\right) d x-\int_{P>0} \frac{\partial^{\alpha^{\prime}} P^{m}(x)}{\partial x^{\alpha^{\prime}}} \cdot \frac{\partial}{\partial x_{1}}|x-y|^{2-n} d x \\
& =\frac{\partial}{\partial y_{1}} \int_{P>0} \frac{\partial^{\alpha^{\prime}} P^{m}(x)}{\partial x^{\alpha^{\prime}}} \cdot|x-y|^{2-n} d x .
\end{aligned}
$$

Summing up,

$$
\int_{P>0} \frac{\partial^{\alpha} P^{m}(x)}{\partial x^{\alpha}}|x-y|^{2-n} d x=\frac{\partial}{\partial y_{1}} \int_{P>0} \frac{\partial^{\alpha^{\prime}} P^{m}(x)}{\partial x^{\alpha^{\prime}}} \cdot|x-y|^{2-n} d x .
$$

Proceeding in this way we can move the differential operator $\partial^{\alpha}$ outside the integral sign, and this will complete the proof of the lemma.

Proof of Theorem 1.3. By Lemma 1.4

$$
Q(x)=\sum_{j=0}^{m^{\prime}} \sum_{|\alpha|=m-2 j} b_{\alpha} \partial^{\alpha} P^{m-j}
$$

and

$$
m^{\prime}= \begin{cases}m / 2 & m \text { even } \\ (m-1) / 2 & m \text { odd }\end{cases}
$$

Thus

$$
\begin{aligned}
\int_{E} Q(x)|x-y|^{2-n} d x & =\sum_{j=0}^{m^{\prime}} \sum_{|\alpha|=m-2 j} b_{\alpha} \int_{E} \frac{\partial^{\alpha} P^{m-j}}{\partial x^{\alpha}} \cdot|x-y|^{2-n} d x \\
& =\sum_{j=0}^{m^{\prime}} \sum_{|\alpha|=m-2 j} b_{\alpha} \frac{\partial^{\alpha}}{\partial y^{\alpha}} \int P^{m-j}|x-y|^{2-n} d x \quad \text { (by Lemma 1.5). }
\end{aligned}
$$

Now by Theorem 1.1 the last integral is a polynomial of degree $2 m-2 j+2$ in the interior of $E$, and since $|\alpha|=m-2 j,\left(\partial^{\alpha} / \partial y^{\alpha}\right) \int P^{m-j}(x)|x-y|^{2-n} d x$ is a polynomial of degree $m+2$ in the interior of $E$. Thus $\int_{E} Q(x)|x-y|^{2-n} d x$ is a polynomial of degree $m+2$ in the interior of $E$.

Remark. In [DF] the authors prove the following theorem.
Theorem [DiBenedetto, Friedman]. Let $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ and suppose that the Newtonian potential of $\Omega$ with constant density is a polynomial in the interior of $\Omega$. Then $\Omega$ is an ellipsoid.

It is very natural to ask whether or not this is true when the density is a polynomial. In the following proposition we will show that this is generally not true. But we still have the following problem.

Problem. Give conditions on $R(=$ polynomial) such that

$$
\int_{\Omega} \frac{R(x)}{|x-y|^{n-2}} d x=\text { polynomial for } y \in \Omega \Rightarrow \Omega \text { is an ellipsoid. }
$$

Proposition 1.6. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain and suppose $Q$ is a polynomial such that

$$
\begin{equation*}
Q \equiv 0 \quad \text { on } \partial \Omega . \tag{11}
\end{equation*}
$$

Then the Newtonian potential of $\Omega$ with density $\Delta Q$ is a constant multiple of $Q$.
Proof. The proof is an easy consequence of the fact that $\Delta_{x}|x-y|^{n-2}=c \delta_{y}$ where $\delta$ is the Dirac distribution, and that $Q \equiv 0$ (on $\partial \Omega$ ). Thus

$$
\int_{\Omega} \frac{\Delta Q}{|x-y|^{n-2}} d x=\omega_{n} Q(y), \quad y \in \Omega .
$$

$\omega_{n}$ is defined in the notation.
2. Application to Cauchy's problem for the Laplace equation. In [KS] the authors conjecture the following.

Conjecture [KS]. Let $\Gamma$ be an analytic hypersurface in $\mathbb{R}^{n}$ whose Schwarz potential $U_{\Gamma}(x)$ is real analytic in the domain $\Omega$. Then, for any polynomial $R(x)=$ $R\left(x_{1}, \cdots, x_{n}\right)$ the solution of the following initial value problem can be continued analytically into $\Omega$ :

$$
\begin{array}{ll}
\Delta u=0 & \text { near } \Gamma, \\
u \equiv R & \text { on } \Gamma . \tag{12}
\end{array}
$$

Here we want to prove this conjecture in some special cases, namely $\Gamma=\partial \Omega$, and $\Omega$ is such that there exists an increasing sequence of ellipsoids $E_{i}$ with

$$
\Omega=\mathbb{R}^{n} \backslash \bigcup_{i=1}^{\infty} E_{i} .
$$

(In particular, this holds if $\Gamma$ is an ellipsoid.) It is not difficult to show that $\partial \Omega$ is a hyperplane or a (elliptic or parabolic) quadratic hypersurface if $\partial \Omega$ is not empty.

First we prove the following lemma.
Lemma 2.1. Let $E_{i}$ be an increasing sequence of ellipsoids such that

$$
\mathbb{R}^{n} \neq \bigcup_{i=1}^{\infty} E_{i} .
$$

Set $\Omega^{\prime}:=\bigcup_{i=1}^{\infty} E_{i}$ and let (without loss of generality) $0^{\delta} \notin \bar{\Omega}^{\prime}$. Then the generalized Newtonian potential of $\Omega^{\prime}$ with respect to $a=0$ with polynomial density $R$ is a polynomial of degree $\operatorname{deg} R+2$, in the interior of $\Omega^{\prime}$.

Remark. Since $K_{m}^{a}(x, y)=O\left(|y|^{m} /|x|^{m+n-2}\right)$ for $|x|$ large, the generalized Newtonian potential is well defined.

Proof. Define $N_{i}(y)=\int_{E_{i}} K_{m}(x, y) R(x) d x$ and $N(y)=\int_{\Omega} K_{m}(x, y) R(x) d x$. Then by Theorem 1.3, $N_{i}(y)$ is a polynomial in $E_{i}$ and $N_{i}(y)$ converges uniformly to $N(y)$ on each compact subset of $\Omega^{\prime}$. Thus, $N(y)$ is a polynomial in the interior of $\Omega^{\prime}$.

Theorem 2.2. Let $E_{i}, i=1,2, \cdots$, and $\Omega^{\prime}$ be as in Lemma 2.1. Then the solution of (12) is real analytic in $\Omega:=\mathbb{R}^{n} \backslash \Omega^{\prime}$.

Proof (without loss of generality $0 \notin \bar{\Omega}^{\prime}$ ). Let $R$ be the polynomial in (12). Then, by Lemma 2.1, the generalized Newtonian potential of $\Omega^{\prime}$ with respect to zero with density $\Delta R$ is a polynomial in the interior of $\mathbb{R}^{n} \backslash \Omega=\Omega^{\prime}$. Define $Q$ to be the polynomial such that

$$
Q(y)=\int_{\Omega^{\prime}} K_{m}(x, y) \Delta R d x \quad \forall y \in \Omega^{\prime}=\mathbb{R}^{n} \backslash \Omega .
$$

Set $u_{0}=Q(y)-\int_{\Omega^{\prime}} K_{m}(x, y) \Delta R d x$ in $\Omega$, and let $u$ be the solution of (12) with $\Gamma=\partial \Omega$, i.e.,

$$
\begin{array}{ll}
\Delta u=0 & \text { near } \partial \Omega, \\
u \equiv R & \text { on } \partial \Omega .
\end{array}
$$

Since $Q(y) \equiv \int_{\Omega^{\prime}} K_{m}(x, y) \Delta R(x) d x$ on $\partial \Omega$ we have

$$
\begin{array}{ll}
\Delta u_{0}=\Delta R & \text { in } \Omega, \\
u_{0} \equiv 0 & \text { on } \partial \Omega . \tag{13}
\end{array}
$$

Define

$$
v= \begin{cases}R-u_{0} & \text { in } \Omega, \\ u & \text { in } \Omega^{\prime}=\mathbb{R}^{n} \backslash \Omega\end{cases}
$$

Since $u \equiv R-u_{0}$ on $\partial \Omega, u$ is harmonic near $\partial \Omega$ and $R-u_{0}$ is harmonic in $\Omega$. They are the harmonic continuations of each other (see [Ke, p.261]), and $v$ will be harmonic in a neighborhood of $\partial \Omega$. Now, by the uniqueness part of the Cauchy-Kowalevsky theorem, $u=v$, that is, $u=R-u_{0}$ in $\Omega$. Then by (13), $\Delta u=0$ in $\Omega$, i.e., $u$ is harmonic in $\Omega$ and the proof is completed.

Remark. In Theorem 2.2 when $E_{i}=E$ for all $i$ we obtain $u_{0}=Q(y)-$ $\omega_{n}^{-1} \int_{E} \Delta R \cdot|x-y|^{2-n} d x$, where $Q$ is a polynomial such that

$$
Q(y)=\omega_{n}^{-1} \int_{E}|x-y|^{2-n} \Delta R(x) d x
$$

for all $y \in E$. Now define

$$
v= \begin{cases}R-u_{0} & \text { in } \Omega=\mathbb{R}^{n} \backslash E, \\ u & \text { in } E .\end{cases}
$$

Then as in the above theorem, $u=v$ in $\mathbb{R}^{n}$, and $u_{0}$ is analytic in $\Omega=\mathbb{R}^{n} \backslash E$, and by Corollary 1.2, in conjunction with Lemmas 1.4 and 1.5 , it has a continuation into $E \backslash E_{0}$. Thus the Schwarz potential of $\partial E$ is harmonic in $\mathbb{R}^{n} \backslash E_{0}$.

Remark. For a ball $B$ centered at $x_{0}$, we get that the solution of (12) with

$$
\Gamma=\text { the boundary of } B \text { has a harmonic continuation into } \mathbb{R}^{n} \backslash\left\{x_{0}\right\} .
$$

3. Concluding remarks. The kernel $K_{m}$ appears, for a general elliptic operator, earlier in L. Nirenberg and H. F. Walker [NW].

The following are some references mentioned earlier. A. Wangerin, ed., Über die Anziehung homogener Ellipsoide, Abhandlungen von Laplace (1782), Ivory (1809), Gauss (1813), Chasles (1838) and Dirichlet (1839) [W].

As for the case $n=2$, the only reason we left it out is the passage of formula ( $5^{\prime}$ ) to (6). In (6) we obtain that

$$
v(0)=\frac{c_{n}}{m+1} \int_{\lambda}^{\infty} \frac{d s}{\varphi(s)}
$$

where $\varphi^{2}(s)=\left(a_{1}^{2}+s\right)\left(a_{2}^{2}+s\right)$, i.e., $\varphi^{-1} \notin L^{1}(\lambda, \infty)$, hence $v(0)=\infty$. Thus this formula ceases to be true for $n=2$. But at any rate we do have an explicit formula for $v_{k}$ (which
is $\left(5^{\prime}\right)$ ). All other results here are true for $n=2$, and we just have to replace the potential $|x-y|^{2-n}$ by $\log |x-y|^{-1}$.
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# ARTIFICIAL BOUNDARY CONDITIONS FOR INCOMPLETELY PARABOLIC PERTURBATIONS OF HYPERBOLIC SYSTEMS* 
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#### Abstract

Artificial boundary conditions are devised for small incompletely parabolic perturbations of hyperbolic systems, which are local, consistent with the hyperbolic equation, well posed, and produce weak boundary layers. The general strategy is applied to the Navier-Stokes system.
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Introduction. A general model for a fluid motion is the following time-dependent compressible Navier-Stokes system:

$$
\begin{aligned}
& \frac{\partial \rho}{\partial t}+\operatorname{div} \rho v=0, \\
& \frac{\partial \rho v}{\partial t}+\operatorname{div}(\rho v \cdot v+p I)=\rho g+\operatorname{div} \mu \tau, \\
& \frac{\partial e}{\partial t}+\operatorname{div}(e+p) v=\rho g \cdot v+\operatorname{div}(K \operatorname{grad} T+\mu v \cdot \tau),
\end{aligned}
$$

where $\rho$ represents the density, $p$ the pressure, $T$ the temperature, and $v$ the velocity of the fluid. $\tau$ is the momentum flux density tensor due to friction: $\tau=$ $-\frac{2}{3} I \operatorname{div} v+\operatorname{grad} v+(\operatorname{grad} v)^{\tau} . \mu$ and $K$ are the coefficients of viscosity and heat conductivity, respectively. An equation of state relating $\rho, p$, and $T$ is added to close the system. Those equations are a special case of a class of equations called incompletely parabolic equations.

Although the mathematical analysis of these nonlinear equations is not entirely satisfactory, and due to the increasing complexity of the physical problems involved, the Navier-Stokes model is more and more widely used in today's computational fluid dynamics.

In many problems of interest, the computational domain is infinite, so that an important task is the design and analysis of reliable numerical boundary conditions. Very often the Euler equations have replaced the Navier-Stokes system in computations (i.e., assuming the viscosity and heat conductivity coefficients negligible). In that case stable boundary conditions are provided by prescribing the entering characteristic quantities (see, for instance, [OS]). For better accuracy strategies were described in [EM1], [EM2], and [BT1], [BT2], [BT3], which led to higher-order differential operators on the boundary.

For the Navier-Stokes system, it is well known that more boundary conditions are needed to ensure the well posedness. Considering the Navier-Stokes equation as a perturbation of the Euler system, it has been suggested that extra boundary conditions

[^98]be added to those derived for the Euler system [OS]. The artificial boundary is usually set in a "smooth" region, where the equations can be linearized about a regular state (in general, it is supposed to be constant). The derivation and analysis can then be carried out for the linear equation. In [GS] boundary conditions were built by adding conditions on the normal derivatives to the "hyperbolic" boundary conditions to produce dissipation. In [RS1] and [RS2] "hyperbolic" boundary conditions were tested for a flow over a flat plate to force the convergence to the steady state. More recently in [ABL] Abarbanel, Bayliss, and Lustman worked directly on the Navier-Stokes equation for the flow past an airplane. They decoupled the domain into the boundary layer region and the hyperbolic region, and in the former region used a modal expansion and an approximation of the solution. This approximation is made in the regime of long wavelength.

We develop here a general strategy for the derivation of artificial boundary conditions for incompletely parabolic perturbations of hyperbolic systems. Because of the remark above we shall consider linear systems with constant coefficients. Using the Fourier transform as an essential tool, we shall write artificial boundary conditions for a half-space in such a way that the well posedness and the convergence to the hyperbolic equation are ensured by the well posedness of a reduced hyperbolic problem. The strategy has been introduced in [H] and [HS] for incompressible flows and consists of expanding the modes in terms of the small parameter $\nu$. For the analysis of these boundary conditions we shall rely on the results by Strikwerda in [S] on the well posedness of incompletely parabolic systems, and by Michelson in [M] on the boundary layer expansion and convergence to the "inviscid" equation. This strategy theoretically allows for a convergence up to any accuracy, but the well posedness is not guaranteed (note that in the hyperbolic case, no well-posedness proof is available for general artificial boundary condition; see [EM1]).

Consider an incomplete singular perturbation of a hyperbolic system, i.e.,

$$
\begin{equation*}
\frac{\partial w}{\partial t}=\sum_{j=1}^{N} A^{(j)} \frac{\partial w}{\partial x_{j}}+\nu \sum_{j, k=1}^{N} P^{(j k)} \frac{\partial^{2} w}{\partial x_{j} \partial x_{k}}+F(x, t), \tag{0.1}
\end{equation*}
$$

where the $n \times n$ matrices $P^{(j k)}$ are assumed of the form

$$
P^{(j k)}=\left(\begin{array}{cc}
\bar{P}^{(j k)} & 0  \tag{0.2}\\
0 & 0
\end{array}\right)
$$

with rank $\overline{\boldsymbol{P}}^{(j k)}=r, \overline{\boldsymbol{P}}^{(j k)}$ is nonsingular, and $P^{(j k)}=P^{(k j)}$. The matrices $A^{(j)}$ are partitioned in the same way:

$$
A^{(j)}=\left(\begin{array}{ll}
B^{(j)} & C^{(j)}  \tag{0.3}\\
D^{(j)} & \bar{A}^{(j)}
\end{array}\right)
$$

We require the operator $\partial_{t}-\sum_{j=1}^{N} A^{(j)} \partial_{j}$ to be hyperbolic, the partial operator $\partial_{t}-$ $\nu \sum_{j=1}^{N} \overline{\boldsymbol{P}}^{(j k)} \partial_{j k}$ to be Petrovski parabolic, and the reduced operator $\partial_{t}-\sum_{j=1}^{N} \bar{A}^{(j)} \partial_{j}$ to be strictly hyperbolic. These assumptions ensure the well posedness of the Cauchy problem. In order to consider an initial boundary value problem in a half-space $x_{1}>0$ or $x_{1}<0$, we shall assume that the boundary $\Gamma=\left\{x_{1}=0\right\}$ is noncharacteristic, i.e., that $A^{(1)}$ is nonsingular. Its eigenvalues are denoted by $\lambda_{1}, \cdots, \lambda_{n}$ where $\lambda_{1}, \cdots, \lambda_{m}$ are negative and $\lambda_{m+1}, \cdots, \lambda_{n}$ are positive. The corresponding eigenvectors are $\Lambda^{1}, \cdots, \Lambda^{n}$. For convenience and simplicity, we shall assume that $\bar{A}^{(1)}$ is a diagonal matrix, with $p$ negative eigenvalues:

$$
\bar{A}^{(1)}=\left(\begin{array}{cc}
\bar{A}^{(1)^{-}} & 0  \tag{0.4}\\
0 & \bar{A}^{(1)^{+}}
\end{array}\right)
$$

where

$$
\bar{A}^{(1)^{-}}=\left(\begin{array}{ccc}
\bar{\lambda}_{1+r} & & \\
& \ddots & \\
& & \bar{\lambda}_{p+r}
\end{array}\right)<0, \quad \bar{A}^{(1)^{+}}=\left(\begin{array}{lll}
\bar{\lambda}_{p+r+1} & & \\
& \ddots & \\
& & \bar{\lambda}_{n}
\end{array}\right)>0 .
$$

We further assume the existence of a symmetrizer $S$ for the full operator

$$
\begin{equation*}
Q=\sum_{j=1}^{N} A^{(j)} \frac{\partial}{\partial x_{j}}+\nu \sum_{j=1}^{N} P^{(j k)} \frac{\partial^{2}}{\partial x_{j} \partial x_{k}}, \tag{0.5}
\end{equation*}
$$

which implies in particular that the symbol of $Q$,

$$
\begin{equation*}
Q(i \xi)=i \sum_{j=1}^{N} A^{(j)} \xi_{j}-\nu \sum_{j=1}^{N} P^{(j k)} \xi_{j} \xi_{k}, \tag{0.6}
\end{equation*}
$$

is diagonalizable through a transformation analytic in $\xi . S$ is a symmetric positivedefinite matrix. We shall denote by $\tilde{\boldsymbol{A}}^{(j)}$ and $\tilde{P}^{(j k)}$ the symmetrized matrices $\tilde{\boldsymbol{A}}^{(j)}=S \boldsymbol{A}^{(j)}$, $\tilde{\boldsymbol{P}}^{(j k)}=S \boldsymbol{P}^{(j k)}$. Both the Navier-Stokes and shallow-water systems fulfill all the conditions above.

In § 1 we shall recall the modal analysis for the Cauchy problem. Most results in this section are known (see, for instance, [YS] for Navier-Stokes, [S] for the general case), but we need to set our notation clearly.

In § 2 we derive the local and nonlocal boundary conditions for a half-space. The transparent boundary condition is first written in terms of generalized eigenvalues and eigenfunctions for the system. It is then approximated with respect to the small parameter $\nu$ we shall call viscosity for obvious reasons. This yields boundary conditions that are differential of first order in the normal direction, but still integral in time and the tangential derivatives (like the transparent boundary condition for the pure hyperbolic problem). Those boundary conditions are, in turn, approximated by differential operators which are of order zero in time and one in the tangential direction, using the strategy in [EM1].

In § 3, necessary and sufficient conditions for the well posedness of the corresponding initial boundary value problem are set. The same conditions ensure the convergence to the unperturbed hyperbolic problem, with an error estimate. These results are a direct application of the general analysis in [M].

In $\S 4$ the construction above is carried out explicitly for the two-dimensional compressible Navier-Stokes system.

Finally in §5, we indicate how to produce more accurate boundary conditions. For the sake of clarity, explicit calculations are made in the special case of the two-dimensional linearized shallow water equation. Nevertheless, the construction carries over to any incompletely parabolic system provided the diagonalizability assumption (0.6) is fulfilled.

## 1. The Cauchy problem.

1.1. Normal modes for the Cauchy problem. The following analysis can be partly found in [S], but we include it here in order to set our notation and to study more particularly the eigenmodes as functions of the parameter $\nu$.

The normal modes are the solutions of $(0.1)$ with $F \equiv 0$, of the type

$$
w=e^{s t+\xi x_{1}+i \eta \cdot y} \Phi, \quad \operatorname{Re} s \geqq 0,
$$

where

$$
x=\left(x_{1}, \cdots, x_{N}\right), \quad y=\left(x_{2}, \cdots, x_{N}\right) .
$$

They satisfy the equation

$$
\begin{equation*}
(Q(\xi, i \eta)-s I) \Phi=0 . \tag{1.1}
\end{equation*}
$$

Here $s$ and $i \eta$ are the independent variables and $\xi$ is considered as a function of $(s, \eta)$. The equation in $\xi$ is of order $n+r$. By an abuse of notation, but for simplicity, we shall often refer to $\xi$ as a "generalized eigenvalue."

We shall first need a general lemma on matrices.
Lemma 1.1. Let $M$ and $S$ be two matrices of same order $n$. If $M$ is nonnegative, if $S$ is symmetric positive definite, and moreover if SM is symmetric, then SM is nonnegative.

Let us recall that a matrix $M$ is nonnegative if for any $u,(M u, u) \geqq 0$, where $(\cdot, \cdot)$ denotes the usual scalar product. $M$ is positive definite if there exists a constant $\alpha>0$ such that for any $u,(M u, u) \geqq \alpha\|u\|^{2}$.

Proof. For convenience, we choose a basis where $S$ is diagonal: $S=$ $\operatorname{diag}\left(s_{1}, \cdots, s_{n}\right), M=\left(m_{i j}\right)$. Using the identity $S M=M^{T} S$, we can write $(M u, u)=$ ( $N v, v$ ), where $u=S v$, and $N$ is defined by

$$
\begin{aligned}
& n_{i j}=\frac{1}{2} s_{i} s_{j}\left(1+\frac{s_{i}}{s_{j}}\right) m_{i j}, \quad i \leqq j, \\
& n_{i j}=n_{j i}, \quad i>j .
\end{aligned}
$$

On the other hand, we can express $S M$ as

$$
(S M u, u)=2(C u, u),
$$

where

$$
c_{i j}=\frac{1}{s_{i}+s_{j}} n_{i j}
$$

We know that a matrix defines a nonnegative bilinear form if and only if all the principal minors are nonnegative. For the matrix $1 /\left(s_{i}+s_{j}\right)$, they are equal for $k \leqq n$ to

$$
\frac{\prod_{i<j \leq k}\left(s_{i}-s_{j}\right)^{2}}{2^{k} \Pi s_{i} \prod_{i<j \leq k}\left(s_{i}+s_{j}\right)^{2}} .
$$

We now use the following classical result: if $A$ and $B$ are two symmetric nonnegative matrices, the matrix whose general term is $a_{i j} b_{i j}$ is also nonnegative. Hence $C$ is nonnegative and the proof is complete.

Lemma 1.2. For $\operatorname{Re} s>0$, there are precisely $(r+p)$ generalized eigenvalues $\xi$ with a negative real part, and $n-p$ with a positive real part.

Proof. We first prove that there are no purely imaginary generalized eigenvalues. Let us assume that $\xi=i \zeta$, where $\zeta$ is a real number. We apply $S$ to (1.1) and multiply by $\Phi$. We now take the real part of the Hermitian product:

$$
\nu\left(\left(\sum \tilde{P}^{(j k)} \psi_{j} \psi_{k}\right) \Phi, \Phi\right)+\operatorname{Re} s(S \Phi, \Phi)=0, \quad \psi=\left(\zeta, \eta_{2}, \cdots, \eta_{n}\right)
$$

By assumption, the matrix $\sum P^{(j k)} \psi_{j} \psi_{k}$ is nonnegative, and so is $\sum \tilde{P}^{(j k)} \psi_{j} \psi_{k}$ by Lemma 1.1. If $\operatorname{Re} s>0$, since $(S \Phi, \Phi)$ is positive, we obtain the contradiction.

Now let $N_{+}$be the number of eigenvalues $\xi$ such that $\operatorname{Re} \xi<0$, and $N_{-}$the number of eigenvalues $\xi$ such that $\operatorname{Re} \xi>0$. We have $N_{+}+N_{-}=r+n$, from above. $N_{+}$and $N_{-}$ are constant functions of $\eta$ and $s$. Furthermore, they are constant functions of $A$ and $P$, as long as, for instance, $P^{(11)} \neq 0$.

Let us choose $\eta=0$ and $B^{(1)}=C^{(1)}=D^{(1)}=0$. Equation (1.1) for $\xi$ reads

$$
\begin{aligned}
& \operatorname{det}\left[\nu P^{(11)} \xi^{2}+A^{(1)} \xi-s I\right]=0 \quad \text { or } \\
& \operatorname{det}\left[\nu \bar{P}^{(11)} \xi^{2}-s I\right] \cdot \operatorname{det}\left[\bar{A}^{(1)} \xi-s I\right]=0 .
\end{aligned}
$$

$N_{+}$(respectively, $N_{-}$) is then the number of solutions with positive real part (respectively, negative) of the equations

$$
\operatorname{det}\left[\nu \bar{P}^{(11)} \xi^{2}-s I\right]=0, \quad \operatorname{det}\left[\bar{A}^{(1)} \xi-s I\right]=0 .
$$

The first equation is even in $\xi$. Hence there are $r$ solutions with positive real part and $r$ with negative real part. Moreover, the second equation reduces to $\xi=s / \bar{\lambda}_{i}$, which gives $p$ values with a negative real part and $n-r-p$ with a positive real part. So

$$
N^{+}=r+p, \quad N^{-}=r+n-r-p=n-p .
$$

We now turn to the behavior of these generalized eigenvalues $\xi$ as the parameter $\nu$ tends to zero.

Theorem 1.1. If $\operatorname{Re} s>0$, as $\nu$ tends to zero, $r$ values of $\xi$ tend to infinity as $1 / \nu$, and $n$ values have a finite limit.

Proof. Let us write $\xi=\alpha+0(\nu)$, where $\alpha$ is a solution to

$$
\begin{equation*}
\operatorname{det}\left[A^{(1)} \alpha+\sum_{j \neq 1} i A^{(j)} \eta_{j}-s I\right]=0 \tag{1.2}
\end{equation*}
$$

By assumption this equation has $n$ solutions, denoted by $\alpha_{1}(s, \eta), \cdots, \alpha_{n}(s, \eta)$, and

$$
\begin{align*}
& 1 \leqq j \leqq m, \quad \operatorname{Re} \frac{\alpha_{j}}{s} \leqq 0  \tag{1.3}\\
& m+1 \leqq j \leqq n, \quad \operatorname{Re} \frac{\alpha_{j}}{s} \geqq 0
\end{align*}
$$

to any $\alpha_{j}$ is associated an eigenvector $\Pi^{j}(s, \eta)$, and $\Pi^{1}, \cdots, \Pi^{n}$ span $\mathbf{R}^{n}$

$$
\begin{equation*}
\left(A^{(1)} \alpha_{k}+\sum_{j \neq 1} i A^{(j)} \eta_{j}-s I\right) \Pi^{k}=0 \tag{1.4}
\end{equation*}
$$

If now $\xi=\theta / \nu+O(1), \theta$ is a solution of

$$
\begin{equation*}
\operatorname{det}\left(P^{(11)} \theta+A^{(1)}\right)=0, \tag{1.5}
\end{equation*}
$$

which is an equation of degree $r$ in $\theta$, and has $r$ roots $\theta_{1} \cdots \theta_{r}$, then $\theta_{1}, \cdots, \theta_{r+p-m}$ are such that $\operatorname{Re} \theta_{j}<0$, and $\theta_{r+p-m+1}, \cdots, \theta_{r}$ are such that $\operatorname{Re} \theta_{j}>0$. The corresponding generalized eigenvectors $\Theta^{1} \cdots \Theta^{r}$ are defined by

$$
\begin{equation*}
\left(P^{(11)} \theta_{j}+A^{(1)}\right) \Theta^{j}=0 . \tag{1.6}
\end{equation*}
$$

In summary, every solution $(\xi, \Phi)$ of $(Q(\xi, i \eta)-s I) \Phi=0$ for $\operatorname{Re} s>0$ is such that either

$$
\xi(s, \eta, \nu)=\alpha(s, \eta)+O(\nu), \quad \Phi(s, \eta, \nu)=\Pi(s, \eta)+O(\nu),
$$

where

$$
\left[A^{(1)} \alpha+\sum_{j \neq 1} i \eta_{j} A^{(j)}-s I\right] \Pi=0
$$

or

$$
\xi(s, \eta, \nu)=\frac{1}{\nu} \theta+O(1), \quad \Phi(s, \eta, \nu)=\Theta+O(\nu)
$$

where

$$
\left(P^{(11)} \theta+A^{(1)}\right) \Theta=0 .
$$

We shall denote by $\xi_{1} \cdots \xi_{m}$ the values of $\xi$ of the first form with negative real part, i.e., corresponding to "propagating modes," and $\xi_{m+1} \cdots \xi_{r+p}$ the values of $\xi$ of the second form with negative real parts. We define $\zeta_{j}(s, \eta)$ and $\psi_{j}(s, \eta)$ as follows:

$$
\begin{align*}
& 1 \leqq j \leqq m, \quad \xi_{j}(s, \eta, \nu)=\zeta_{j}(s, \eta)+O(\nu)  \tag{1.7}\\
& m+1 \leqq j \leqq r+p, \quad \xi_{j}(s, \eta, \nu)=\frac{1}{\nu} \zeta_{j}(s, \eta)+O(1)
\end{align*}
$$

( $\zeta_{j}$ does not actually depend on $s$ and $\eta$ if $j \geqq m+1$ ) and

$$
\begin{equation*}
1 \leqq j \leqq r+p, \quad \Phi^{j}(s, \eta, \nu)=\Psi^{j}(s, \eta)+O(\nu), \tag{1.8}
\end{equation*}
$$

so that

$$
\begin{align*}
& 1 \leqq j \leqq m, \quad \zeta_{j}(s, \eta)=\alpha_{j}(s, \eta), \quad \Psi^{j}(s, \eta)=\Pi^{j}(s, \eta)  \tag{1.9}\\
& m+1 \leqq j \leqq r+p, \quad \zeta_{j}(s, \eta)=\theta_{j-m}, \quad \Psi^{j}(s, \eta)=\Theta^{j-m}
\end{align*}
$$

1.2. The transmission conditions. Let us first write a weak formulation of (0.1) in a domain $\Omega$ with smooth boundary $\partial \Omega$. For any $v$ sufficiently smooth, we multiply (0.1) by $S$, apply it to $v$, and integrate on $\Omega$. Using the Green formulas

$$
\begin{aligned}
& \int_{\Omega}\left(\tilde{A}^{(j)} \frac{\partial w}{\partial x_{j}}, v\right)+\int_{\Omega}\left(\tilde{A}^{(j)} w, \frac{\partial v}{\partial x_{j}}\right)=\int_{\partial \Omega}\left(\tilde{A}^{(j)} w, v\right) n_{j}, \\
& \sum_{j, k=1}^{N} \int_{\Omega}\left(\tilde{P}^{(j, k)} \frac{\partial^{2} w}{\partial x_{j} \partial x_{k}}, v\right)+\sum_{j, k=1}^{N} \int_{\Omega}\left(\tilde{P}^{(j, k)} \frac{\partial w}{\partial x_{j}}, \frac{\partial v}{\partial x_{k}}\right) \\
& \quad=\sum_{j, k=1}^{N} \int_{\partial \Omega}\left(\tilde{P}^{(j, k)} \frac{\partial w}{\partial x_{j}}, v\right) n_{k},
\end{aligned}
$$

where $n$ is the normal exterior to $\partial \Omega$, we get

$$
\begin{aligned}
\int_{\Omega}(S & \left.\frac{\partial w}{\partial t}, v\right)+\nu \sum_{j, k=1}^{N} \int_{\Omega}\left(\tilde{P}^{(j, k)} \frac{\partial w}{\partial x_{j}}, \frac{\partial v}{\partial x_{k}}\right) \\
& +\frac{1}{2} \sum_{j=1}^{N} \int_{\Omega}\left[\left(\tilde{A}^{(j)} \frac{\partial v}{\partial x_{j}}, w\right)-\left(\tilde{A}^{(j)} \frac{\partial w}{\partial x_{j}}, v\right)\right] \\
= & \nu \int_{\Gamma} \sum_{j, k=1}^{N}\left(\tilde{P}^{(j k)} \frac{\partial w}{\partial x_{j}}, v\right) n_{k}+\frac{1}{2} \int_{\Gamma} \sum_{j=1}^{N}\left(A^{(j)} w, v\right) n_{j}+\int_{\Omega} F v .
\end{aligned}
$$

We define two bilinear forms $a$ and $p$, by

$$
\begin{align*}
& a(v, w)=\frac{1}{2} \int_{\Omega} \sum_{j=1}^{N}\left[\left(\tilde{A}^{(j)} \frac{\partial v}{\partial x_{j}}, w\right)-\left(\tilde{A}^{(j)} \frac{\partial w}{\partial x_{j}}, v\right)\right] d x,  \tag{1.10}\\
& p(v, w)=\int_{\Omega} \sum_{j, k=1}^{N}\left(\tilde{P}^{(j, k)} \frac{\partial w}{\partial x_{j}}, \frac{\partial v}{\partial x_{k}}\right),
\end{align*}
$$

where $a$ is antisymmetric and $p$ is symmetric, nonnegative (Lemma 1.1).
$S$ being symmetric definite positive, defines a scalar product

$$
\begin{equation*}
s(w, v)=\int_{\Omega}(S w, v) d x \tag{1.11}
\end{equation*}
$$

and we can write

$$
\begin{equation*}
s\left(\frac{\partial w}{\partial t}, v\right)+\nu p(v, w)+a(v, w)-\int_{\partial \Omega}(S \mathscr{E} w, v) d \gamma=\int_{\Omega} F v, \tag{1.12}
\end{equation*}
$$

where $\mathscr{E} w$ is the normal stress

$$
\begin{equation*}
\mathscr{E} w=\sum_{k=1}^{n}\left(\nu \sum_{j} P^{(j k)} \frac{\partial w}{\partial x_{j}}+\frac{1}{2} A^{(k)} w\right) n_{k} . \tag{1.13}
\end{equation*}
$$

Suppose now that $\Omega=\Omega^{-} \cup \Omega^{+}$,

the orientation of $n$ being from $\Omega^{-}$to $\Omega^{+}$. We define $a^{-}, a^{+}, p^{-}, p^{+}, s^{-}, s^{+}$as we did for $a, p, s$, but the integral being taken over $\Omega^{-}$and $\Omega^{+}$, respectively. Let $v$ be compactly supported in $\Omega$. We thus have

$$
\begin{equation*}
s\left(\frac{\partial w}{\partial t}, v\right)+\nu p(v, w)+a(v, w)=\int_{\Omega} F v, \tag{1.14}
\end{equation*}
$$

but

$$
\begin{aligned}
& p(v, w)=p^{+}(v, w)+p^{-}(v, w), \\
& a(v, w)=a^{+}(v, w)+a^{-}(v, w) \\
& s\left(\frac{\partial w}{\partial t}, v\right)=s^{+}\left(\frac{\partial w}{\partial t}, v\right)+s^{-}\left(\frac{\partial w}{\partial t}, v\right),
\end{aligned}
$$

and we can write
$(1.15)^{ \pm} s^{ \pm}\left(\frac{\partial w^{ \pm}}{\partial t}, v\right)+\nu p^{ \pm}\left(w^{ \pm}, v\right)+a^{ \pm}\left(w^{ \pm}, v\right)-\int_{\partial \Omega^{ \pm}}\left(S \mathscr{E} w^{ \pm}, v\right) d \gamma=\int_{\Omega^{ \pm}} F^{ \pm} v$,
where $F^{ \pm}=F / \Omega^{ \pm}$and $w^{ \pm}=w / \Omega^{ \pm}$, so that adding $(1.15)^{+}$and (1.15) $)^{-}$, and subtracting
from (1.14) we get

$$
\int_{\partial \Omega^{+}}(S \mathscr{E} w, v) d \gamma+\int_{\partial \Omega^{-}}(S \mathscr{E} w, v) d \gamma=0
$$

Since $v$ is compactly supported in $\Omega, \partial \Omega^{ \pm}$reduces to $\Gamma$ and $(\mathscr{E} w)^{-}=\left.\left(\mathscr{E} w^{-}\right)\right|_{\Gamma}$ if $w$ is defined in $\Omega^{-},(\mathscr{E} w)^{+}=\left.\left(\mathscr{E} w^{+}\right)\right|_{\Gamma}$ if $w$ is defined in $\Omega^{+}$, and the normal on $\Gamma$ is exterior to $\Omega^{-}$(thus interior to $\Omega^{+}$). The transmission conditions then read

$$
\begin{align*}
& (\mathscr{E} w)^{-}=(\mathscr{E} w)^{+} \\
& w^{-}=w^{+}
\end{align*} \text {on } \Gamma,
$$

or

$$
\begin{equation*}
\sum_{k=1}^{N}\left(\nu \sum_{j} P^{(j k)} \frac{\partial w^{-}}{\partial x_{j}}+\frac{1}{2} A^{(k)} w^{-}\right) n_{k}=\sum_{k=1}^{N}\left(\nu \sum_{j} P^{(j k)} \frac{\partial w^{+}}{\partial x_{j}}+\frac{1}{2} A^{(k)} w^{+}\right) n_{k} \tag{1.17}
\end{equation*}
$$

In particular, if $\Omega=\mathbf{R}^{n}, \Omega^{-}=\left\{x_{1}<0\right\}, \Omega^{+}=\left\{x_{1}>0\right\}$, so that $\Gamma=\left\{x_{1}=0\right\}$, then the transmission conditions are

$$
\left\{\begin{array}{l}
\nu \sum_{j=1}^{N} \bar{P}^{(j 1)} \frac{\partial w^{-}}{\partial x_{j}}=\nu \sum_{j=1}^{N} \bar{P}^{(j 1)} \frac{\partial w^{+}}{\partial x_{j}} \text { on } \Gamma . \text {. }  \tag{1.18}\\
w^{-}=w^{+}
\end{array}\right.
$$

Condition (1.18) is equivalent to (1.16). The Green formula with the constraints is more useful when we want to prove the well posedness through energy estimates, and it is the reason we include it here. Again, (1.18) can also be written

$$
\begin{equation*}
w^{-}=w^{+}, \quad \frac{\partial w^{-I}}{\partial x_{1}}=\frac{\partial w^{+I}}{\partial x_{1}}, \tag{1.19}
\end{equation*}
$$

where ( $w^{I}, w^{I I}$ ) corresponds to the decomposition of the matrices $P^{(j k)}$, i.e.,

$$
\begin{equation*}
w^{I}=\left(w_{1}, \cdots, w_{r}\right), \quad w^{I I}=\left(w_{r+1}, \cdots, w_{n}\right), \tag{1.20}
\end{equation*}
$$

but we prefer to use the form (1.18), which seems more fitted to the multidimensional case.
2. Derivation of the artificial boundary conditions. We shall use the transmission conditions we wrote above to derive the transparent boundary condition. Let $F$ and $w^{0}$ be compactly supported in $\Omega^{-}$; consider the Cauchy problem:

$$
\left\{\begin{array}{l}
\frac{\partial w}{\partial t}=\sum_{j=1}^{N} A^{(j)} \frac{\partial w}{\partial x_{j}}+\nu \sum_{j, k=1}^{N} P^{(j k)} \frac{\partial^{2} w}{\partial x_{j} \partial x_{k}}+F(x, t),  \tag{2.1}\\
w(0)=w^{0} .
\end{array}\right.
$$

It is equivalent to the transmission problem

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{\partial w^{-}}{\partial t}-Q w^{-}=F(x, t) \quad \text { in } \Omega^{-} \\
w^{-}(0)=w^{0}
\end{array}\right.  \tag{2.2}\\
& \left\{\begin{array}{l}
\frac{\partial w^{+}}{\partial t}-Q w^{+}=0 \quad \text { in } \Omega^{+} \\
w^{+}(0)=0
\end{array}\right. \tag{2.3}
\end{align*}
$$

with the transmission conditions

$$
\left\{\begin{array}{l}
\nu \sum_{1}^{N} \bar{P}^{(j 1)} \frac{\partial w^{-}}{\partial x_{j}}=\nu \sum_{1}^{N} \bar{P}^{(j 1)} \frac{\partial w^{+}}{\partial x_{j}} \quad \text { on } \Gamma .  \tag{2.4}\\
w^{-}=w^{+}
\end{array}\right.
$$

2.1. The transparent boundary condition. We introduce the initial boundary value problem in $\Omega^{+}$:

$$
\left\{\begin{array}{l}
\frac{\partial w}{\partial t}-Q w=0 \quad \text { in } \Omega^{+}  \tag{2.5a}\\
w(t=0)=0, \\
\left(\begin{array}{c}
w_{1} \\
\vdots \\
w_{r+p}
\end{array}\right)=g \quad \text { on } \Gamma .
\end{array}\right.
$$

Theorem 2.1. The boundary value problem (2.5) is strongly well posed. The solution is given in Fourier variables $(\eta, s)$ by

$$
\begin{equation*}
\hat{w}\left(x_{1}, \eta, s\right)=\sum_{i=1}^{r+p} \lambda_{i} e^{\xi_{1} x_{1}} \Phi^{i} \tag{2.6}
\end{equation*}
$$

where $\left(\xi_{i}, \Phi^{i}\right)$ are defined in (1.1) and the coefficients $\lambda_{i}$ are determined by the boundary conditions.

Proof. According to Strikwerda [S], the problem is strongly well posed if and only if the two initial boundary value problems

$$
\left\{\begin{array}{l}
\frac{\partial w^{I}}{\partial t}=\nu \sum_{j, k=1}^{N} \bar{P}^{(j k)} \frac{\partial^{2} w^{I}}{\partial x_{j} \partial x_{k}}, \\
w^{I}=g^{I} \text { on } \Gamma,
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\frac{\partial w^{I I}}{\partial t}=\sum_{j=1}^{N} \bar{A}^{(j)} \frac{\partial w^{I I}}{\partial x_{j}}, \\
\left(\begin{array}{c}
w_{r+1} \\
\vdots \\
w_{r+p}
\end{array}\right)=\left(\begin{array}{c}
g_{r+1} \\
\vdots \\
g_{r+p}
\end{array}\right) \text { on } \Gamma
\end{array}\right.
$$

are strongly well posed. The first problem is a strongly parabolic problem with a Dirichlet boundary condition, and hence is strongly well posed. As for the second one, since $\bar{A}^{(j)}$ is diagonal, the boundary condition reduces to specifying the entering characteristics which is, again, a strongly well posed problem.

Let us now consider Fourier-Laplace transform (2.5a) with respect to $t$ and $y$. The corresponding variables are $(s, \eta)$, with $\operatorname{Re} s>0$. We then get a second-order ordinary differential equation, whose solution is

$$
\hat{w}=\sum \lambda_{i} e^{\xi_{i} x_{1}} \Phi^{i}
$$

where ( $\xi_{i}, \Phi^{i}$ ) are given in (1.1), since we supposed that $Q(i \xi)$ was diagonalizable. In order for $\hat{w}$ to be in $L^{2}$, the coefficients $\lambda_{i}$ must vanish when $\operatorname{Re} \xi_{i} \geqq 0$. We thus are led to (2.6).

Remark. We have assumed that $Q$ was diagonalizable, so the $\left(\Phi_{k}^{i}\right)_{1 \leqq i, k \leqq r+p}$ is a nonsingular matrix and thus the boundary condition determines the $\lambda_{i}$ 's.

Theorem 2.2. The transparent boundary condition at $\Gamma$ for the half-space $\Omega^{-}$is

$$
\begin{align*}
& \nu \sum_{j=1}^{N} \bar{P}^{(1 j)} \frac{\partial \hat{w}^{I}}{\partial x_{j}}=\nu \sum_{j=1}^{r+p} \bar{P}^{(11)} \sum_{i=1}^{r+p} \xi_{i} M_{i j}^{-1} \Phi^{i} \hat{w}_{j}+\nu \sum_{l \neq 1} i \eta_{l} \bar{P}^{(l 1)} \hat{w}^{I},  \tag{2.7a}\\
& \hat{w}_{k}=\sum_{i=1}^{r+p} \sum_{j=1}^{r+p} M_{i j}^{-1} \hat{w}_{j} \Phi_{k}^{i}, \quad k=r+p+1, \cdots, n, \tag{2.7b}
\end{align*}
$$

where $\left(M_{i j}\right)$ is the $(r+p) \times(r+p)$ matrix defined by

$$
\begin{equation*}
M_{i j}=\Phi_{i}^{j}, \quad \text { and } \quad M^{-1} \text { is the inverse of } M . \tag{2.8}
\end{equation*}
$$

Proof. $w^{+}$is the solution in $\Omega^{+}$of the initial boundary problem (2.5) with $g_{k}=w_{k}^{-}$, $1 \leqq k \leqq r+p$. Theorem 2.1 then enables us to calculate explicitly $w_{k}^{+}, r+p+1 \leqq k \leqq n$ and $\partial w^{+I} / \partial x_{j}$. The transmission conditions then give the result

$$
\nu \sum_{j=1}^{N} \bar{P}^{(1 j)} \frac{\partial \hat{w}^{I}}{\partial x_{j}}=\nu \bar{P}^{(11)} \frac{\partial \hat{w}^{I}}{\partial x_{1}}+\nu \sum_{j \neq 1} \bar{P}^{(1 j)} i \eta_{j} \hat{w}^{I} .
$$

From (2.6) we deduce that

$$
\frac{\partial \hat{w}^{+}}{\partial x_{1}}=\sum_{i=1}^{r+p} \lambda_{i} \xi_{i} \Phi^{i} \quad \text { on } \Gamma,
$$

so that

$$
\begin{aligned}
& \nu \sum_{j=1}^{N} \bar{P}^{(1 j)} \frac{\partial \hat{w}^{+I}}{\partial x_{j}}=\nu \bar{P}^{(11)} \sum_{j=1}^{r+p} \lambda_{j} \xi_{j} \Phi^{j^{I}}+\nu \sum_{j \neq 1} \bar{P}^{(1 j)} i \eta_{j} \sum_{i=1}^{r+p} \lambda_{i} \Phi^{i^{I}}, \\
& \hat{w}_{k}^{+}=\sum_{i=1}^{r+p} \lambda_{i} \Phi_{k}^{i}, \quad k=r+p+1, \cdots, n .
\end{aligned}
$$

The coefficients $\lambda_{j}$ are determined by

$$
\sum_{i=1}^{r+p} \lambda_{i} \Phi_{j}^{i}=\hat{w}_{j}^{-}, \quad j=1, \cdots, r+p
$$

So, if the matrix $M$ is defined by (2.8), we have

$$
\lambda_{i}=\sum_{j=1}^{r+p} \boldsymbol{M}_{i j}^{-1} \hat{w}_{j}^{-}
$$

and finally $\hat{w}^{-}$satisfies (2.7a), (2.7b): (2.7a), (2.7b) is actually the transparent boundary condition.

Remark. If $\bar{A}^{(1)}$ were not diagonal, the same study could be carried over, by choosing an admissible boundary condition (2.5c).

Remark. If $n=r+p$, the transparent boundary condition reduces to (2.7a): the "hyperbolic" part does not require any boundary conditions. (It is the case for instance for Navier-Stokes equation when the flow is supersonic and the boundary is on the outflow.)
2.2. Nonlocal approximate boundary condition. Since we are seeking boundary conditions that are consistent with the hyperbolic problem (i.e., $\nu=0$ ), we shall approximate the transparent boundary condition (2.7) with respect to the parameter $\nu$. We thus shall obtain boundary condition relating $w$ and $\partial w^{I} / \partial x_{1}$, whose kernel is a nonrational function of $s$ and $\eta$, and thus integral in the time variable and the boundary variables. This boundary condition will eventually be approximated by local
boundary conditions in § 2.3, using the techniques in [EM1] for hyperbolic problems.
Let us consider the limits as $\nu$ tends to zero of the various terms in the right-hand side of (2.7). By (1.8) the vectors $\Phi^{i}$ tend to the corresponding $\Psi^{i}$, and hence the matrix $M$ tends to $N$, where

$$
\begin{equation*}
N_{i j}=\Psi_{i}^{j}, \quad 1 \leqq i, j \leqq r+p . \tag{2.9}
\end{equation*}
$$

As for the coefficients $\nu \xi_{i}$, by (1.9) if $1 \leqq i \leqq m, \nu \xi_{i}$ tends to zero, and if $m+1 \leqq i \leqq n$, $\nu \xi_{i}$ tends to a finite limit $\zeta_{i}(s, \eta)$ (which actually does not depend on $s, \eta$ ). Taking the limits in the right-hand side of (2.7) as described, we are led to the boundary condition

$$
\begin{array}{ll}
\nu \sum_{j=1}^{N} \bar{P}^{(1, j)} \frac{\partial \hat{w}^{I}}{\partial x_{j}}=\sum_{i=m+1}^{r+p} \bar{P}^{(11)} \sum_{j=1}^{r+p} \zeta_{i} N_{i j}^{-1} \Psi^{i} \hat{w}_{j}, \\
\hat{w}_{k}=\sum_{i=1}^{r+p} \sum_{j=1}^{r+p} N_{i j}^{-1} \hat{w}_{j} \Psi_{k}^{i}, \quad r+p+1 \leqq k \leqq n . \tag{2.10b}
\end{array}
$$

We shall see in the next section how this boundary condition leads to a well-posed problem in the left half-space $\Omega^{-}$, whose solution converges as $\nu$ tends to zero toward the restriction to $\Omega^{-}$of the solution of the full hyperbolic problem in $\mathbf{R}^{n}$. The latter will be done using a boundary layer expansion and the criterion in [M]. Before carrying over the analysis we shall write local boundary conditions. In order to make the mechanisms clear, and since we shall need it later, we shall first recall the derivation of transparent and approximate boundary conditions for the hyperbolic problem.
2.3. Absorbing boundary conditions for the hyperbolic problem. Here we will follow the lines drawn in [EM1]. We keep the notation and assumptions set in the first section. The hyperbolic system is

$$
\begin{equation*}
\frac{\partial w}{\partial t}=\sum_{j=1}^{N} A^{(j)} \frac{\partial w}{\partial x_{j}}+F . \tag{2.11}
\end{equation*}
$$

By Laplace-Fourier transform in $t$ and $y$, the solutions of this equation in the full space when $F=0$ are given by

$$
\begin{equation*}
\hat{w}=\sum_{i=1}^{N} \lambda_{i} e^{\alpha_{i} x_{1}} \Pi^{i}, \tag{2.12}
\end{equation*}
$$

where ( $\alpha_{i}, \Pi^{i}$ ) are the eigenvalues and eigenvectors defined in § 1

$$
\begin{equation*}
\left(A^{(1)} \alpha_{k}+\sum_{j \neq 1} i A^{(j)} \eta_{j}-s I\right) \Pi^{k}=0 \tag{2.13}
\end{equation*}
$$

If $\left(\operatorname{Re} s \operatorname{Re} \alpha_{j}\right) \leqq 0\left(\right.$ respectively, $\left.\left(\operatorname{Re} s \operatorname{Re} \alpha_{j}\right) \geqq 0\right)$, the corresponding mode in (2.12) propagates in the ( $x_{1}>0$ )-direction (respectively, $x_{1}<0$ ).

The transparent boundary condition at $x_{1}=0$ for the half-space $\Omega^{-}$expresses that no wave can propagate from the boundary toward the interior of $\Omega^{-}$, i.e.,

$$
\begin{equation*}
i=m+1, \cdots, n, \quad \lambda_{i}=0 . \tag{2.14}
\end{equation*}
$$

Let us define $T$ as the matrix of the eigenvectors:

$$
\begin{equation*}
T_{i j}(s, \eta)=\Pi_{i}^{j}(s, \eta) \tag{2.15}
\end{equation*}
$$

By (2.15), (2.14) can be rewritten as

$$
\begin{equation*}
\forall i=m+1, \cdots, n \quad\left(T^{-1} \hat{w}\right)_{i}=0 . \tag{2.16}
\end{equation*}
$$

This is the transparent boundary condition at $x_{1}=0$ for the half-space $\Omega^{-}$, i.e., the
equivalent of (2.7) for $\nu=0$. We shall see in the next section that (2.7) (or (2.10)) actually reduces to (2.16) when $\nu$ tends to zero, so that the solution of ( 0.1 ) coupled with (2.7) (or (2.10)) tends to the solution of (2.11) with the boundary condition (2.16). This boundary condition is nonlocal in time and space. Following [EM1], we shall make an approximation with respect to the angle of incidence of the wave on the boundary. This is easily achieved by letting $\eta=0$ in (2.13), so that $\alpha_{k}$ is nothing but $s / \lambda_{k}$ where $\lambda_{k}$ is an eigenvalue of $A^{(1)}$, and $\Pi^{k}=\Lambda^{k}$.

Thus, the first absorbing boundary condition for (2.11) in $\Omega^{-}$is

$$
\begin{equation*}
\forall i=m+1, \cdots, n \quad\left(\tilde{T}^{-1} w\right)_{i}=0 \tag{2.17}
\end{equation*}
$$

where

$$
\tilde{T}_{i j}=\Lambda_{i}^{j}, \quad 1 \leqq i, \quad j \leqq n,
$$

which is simply writing that the entering characteristics of the system are prescribed the value zero on the boundary.
2.4. Local boundary conditions for the full problem. We thus want to make the same kind of approximation in (2.10), and it is now clearer: for $m+1 \leqq j \leqq r+p$, neither $\zeta_{j}$ nor $\Psi^{j}$ depends on ( $s, \eta$ ) and therefore both remain unchanged. For $1 \leqq j \leqq m, \zeta_{j}$ and $\Psi^{j}$ are approximated by $s / \lambda_{j}$ and $\Lambda^{j}$, respectively.

We then define the vector $\tilde{\Psi}^{j}, 1 \leqq j \leqq r+p$ by

$$
\begin{array}{ll}
\tilde{\Psi}^{j}=\Lambda^{j}, & 1 \leqq j \leqq m, \\
\tilde{\Psi}^{j}=\Psi^{j}, & m+1 \leqq j \leqq r+p \tag{2.18}
\end{array}
$$

and the matrix $\tilde{N}$ by

$$
\begin{equation*}
\tilde{N}_{i j}=\tilde{\Psi}_{i}^{j}, \quad 1 \leqq i, \quad j \leqq r+p . \tag{2.19}
\end{equation*}
$$

The approximate boundary condition takes the form

$$
\begin{cases}\nu \sum_{j=1}^{N} \bar{P}^{(1, j)} \frac{\partial w^{I}}{\partial x_{j}}=\sum_{i=m+1}^{r+p} \bar{P}^{(11)} \sum_{j=1}^{r+p} \zeta_{i} \tilde{N}_{i j}^{-1} \Psi^{i^{I}} w_{j},  \tag{2.20}\\ w_{k}=\sum_{i=1}^{r+p} \sum_{j=1}^{r+p} \tilde{N}_{i j}^{-1} \tilde{\Psi}_{k}^{i} w_{j}, & r+p+1 \leqq k \leqq n .\end{cases}
$$

This is our local boundary condition. It is of first order in $x$, and zero order in time. For (2.7) and (2.16), we shall see that it converges to (2.17) when $\nu$ tends to zero, so that the solution of ( 0.1 ) coupled with (2.20) tends to the solution of (2.11) coupled with the first absorbing boundary condition (2.17).

We shall discuss in § 5 further approximations to these boundary conditions, with respect to either parameters $\nu$ or the angle of incidence on the boundary. These boundary conditions will involve higher derivatives in time and the tangential variables.
3. Analysis of the approximate boundary conditions. We shall use here the analysis by Michelson [M] of the well posedness and boundary layer for initial boundary value problems related to parabolic perturbations of hyperbolic equations.
3.1. Well posedness of the boundary value problems. As already pointed out by Strikwerda [S], the well posedness of the initial boundary value problem for (0.1) is equivalent to the well posedness of the purely parabolic problem for $\bar{P}$ and purely hyperbolic problem for $\bar{A}$, provided the boundary conditions satisfy certain decoupling conditions, which are automatically satisfied for boundary conditions of the form (2.7).

Furthermore, if the problem satisfies a uniform Lopatinski condition stated by Michelson in [M], then we can get estimates uniform in $\nu$. Let us define in $\Omega^{-}$the weighted norms:

$$
\begin{equation*}
\|u\|_{m_{1}, m_{2}, \eta}^{2}=\sum_{\substack{|\beta| \leq m_{2} \\|\alpha|+|\beta| \leqq m_{1}}}\left\|(\nu D, \nu \eta)^{\alpha}\left(\chi D_{x_{1}}, D_{y}, D_{t}, \eta\right)^{\beta} e^{-\eta t} u\right\|_{L^{2}}^{2}, \tag{3.1}
\end{equation*}
$$

where $\chi=\chi\left(x_{1}\right)$ is a fixed smooth nondecreasing function of $x_{1}$ such that $\chi\left(x_{1}\right)=x_{1}$ for $\left|x_{1}\right|<\frac{1}{2}$, and $\chi\left(x_{1}\right)=1$ for $\left|x_{1}\right|>1$. Denote by $\left|u\left(x_{1}, \cdot\right)\right|_{m_{1}, m_{2}, \eta}^{2}$ the obvious restriction of the above norm to the hyperplane $x_{1}=$ const. Let $\sigma$ be the pseudodifferential operator with symbol $\operatorname{Re}\left(1+\nu s+|\nu \eta|^{2}\right)^{1 / 2}(s=i \omega+\eta)$. If $w$ is partitioned in the natural way mentioned before $w=\binom{w_{I I}^{I}}{w^{I}}$, we define $v$ by

$$
\begin{equation*}
v=\binom{v^{I}}{v^{I I}}, \quad v^{I I}=w^{I I}, \quad v^{I}=\binom{\sigma^{-1} \nu D_{x_{1}} w^{I}}{\sigma w^{I}} \tag{3.2}
\end{equation*}
$$

We start by writing the decoupled problems.
The parabolic problem is

$$
\begin{align*}
& \frac{\partial w^{I}}{\partial t}=\sum_{j, k=1}^{N} \bar{P}^{(j k)} \frac{\partial^{2} w^{I}}{\partial x_{j} \partial x_{k}}+F^{I},  \tag{3.3a}\\
& \sum_{j=1}^{N} \bar{P}^{(1 j)} \frac{\partial w^{I}}{\partial x_{j}}=0 \quad \text { on } \Gamma,  \tag{3.3b}\\
& w^{I}(t=0)=0,
\end{align*}
$$

and the hyperbolic problem is

$$
\begin{align*}
& \frac{\partial w^{I I}}{\partial t}=\sum_{j=1}^{N} \bar{A}^{(j)} \frac{\partial w^{I I}}{\partial x^{j}}+F^{I I},  \tag{3.4a}\\
& \hat{w}_{k}=\sum_{i=1}^{r+p} \sum_{j=r+1}^{r+p} N_{i j}^{-1} \hat{w}_{j} \Psi_{k}^{i}, \quad k=r+p+1, \cdots, n \quad \text { on } \Gamma, \\
& w^{I I}(t=0)=0, \tag{3.4b}
\end{align*}
$$

for the boundary conditions (2.10). For the boundary conditions (2.20) $N$ and $\Psi$ must be replaced by $\tilde{N}$ and $\tilde{\Psi}$, respectively.

Then we have Theorem 3.1.
Theorem 3.1. The boundary value problem (0.1) coupled with either boundary condition (2.10) or (2.20) is well posed if and only if the reduced hyperbolic problem (3.4) is well posed. Furthermore, if (3.4) is well posed in the sense of Kreiss, let integers $m_{1} \geqq m_{2} \geqq 0$ be such that $m_{1}-m_{2} \geqq 1$. Then there exist positive constants $k, \nu_{0}, \eta_{0}$ such that for all $\eta>\eta_{0}$ and $0 \leqq \nu<\nu_{0}$ the following a priori estimate holds:

$$
\begin{align*}
& \eta\|w\|_{m_{1}, m_{2}, \eta}^{2}+\nu\left\|D_{x} w^{I}\right\|_{m_{1}, m_{2}, \eta}^{2}+|v(0, \cdot)|_{m_{1}, m_{2}, \eta}^{2}+\left|\sigma^{1 / 2} v^{I}(0, \cdot)\right|_{m_{1}, m_{2}, \eta}^{2} \\
& \quad \quad \quad \sup _{x_{1}}\left(\left|w\left(x_{1}, \cdot\right)\right|_{m_{1}-1, m_{2}-1, \eta}^{2}+\left|\nu D_{x} w^{I}\left(x_{1}, \cdot\right)\right|_{m_{1}-1, m_{2}-1, \eta}^{2}\right)  \tag{3.5}\\
& \quad \leqq k \eta^{-1}\|F\|_{m_{1}, m_{2}, \eta}^{2} .
\end{align*}
$$

Proof. The first assertion is a mere consequence of the result by Strikwerda in [S]. As for the second a priori estimate, it follows directly from the general theory on parabolic perturbations for hyperbolic systems by Michelson in [M].

The a priori estimate justifies the boundary layer expansion and proves the
convergence of the initial boundary value problems (0.1) coupled with either of the boundary conditions (2.10) or (2.11) as described in §3.2.
3.2. Boundary layer; Convergence results. A physical phenomenon related to incompletely parabolic approximations of hyperbolic equations with a small parameter $\nu$ is the formation of a boundary layer. It is mathematically represented by a formal expansion

$$
\begin{equation*}
w(x, t, \nu)=\sum_{i \geqq 0} \nu^{i}\left(w_{i}^{(1)}(x, t)+w_{i}^{(2)}\left(\frac{x_{1}}{\nu}, y, t\right)\right) . \tag{3.6}
\end{equation*}
$$

The functions $w_{i}^{(1)}$ represent the smooth part of the solution, while the functions $w_{i}^{(2)}$ represent the boundary layer: they are exponentially decreasing in $x_{1} / \nu$. Michelson proved in [M] that under the same hypothesis as in Theorem 3.1, the expansion (3.6) was actually valid. We shall apply this result to our particular case.

Theorem 3.2. Let $w(x, t, \nu)$ be the solution of (0.1), (2.10) (respectively, (2.20)) with a sufficiently smooth $F$. Suppose, as in Theorem 3.2, that the reduced hyperbolic problem (3.4) is well posed. Then, as $\nu$ tends to zero, $w$ converges to the solution $u$ of the hyperbolic problem (2.11), (2.16) (respectively, (2.17)). More precisely, if $m_{1} \geqq m_{2} \geqq m_{3} \geqq 0$ and $m_{1}-m_{2} \geqq 1$, we have

$$
\begin{equation*}
\|w(x, t, \nu)-u(x, t)\|_{m_{1}, m_{2}, m_{3}, \eta} \leqq c\left(\nu+\nu^{(3 / 2)-m_{3}}\right), \tag{3.7}
\end{equation*}
$$

where the norm above is defined by

$$
\begin{equation*}
\|u\|_{m_{1}, m_{2}, m_{3}, \eta}^{2}=\sum_{i=0}^{m_{3}}\left\|D_{x_{1}}^{i} u\right\|_{m_{1}-i, m_{2}-i, \eta}^{2} . \tag{3.8}
\end{equation*}
$$

Remarks. (1) This result tells even more about the boundary layer: it says that in expansion (3.6) the first term $\boldsymbol{w}_{0}^{(1)}$ is indeed the solution of the associated hyperbolic problem, and the first term $w_{0}^{(2)}$ vanishes: the boundary layer is "weak."
(2) Boundary condition (2.16) is actually the transparent boundary condition for the hyperbolic problem, so that the solution of $(0.1),(2.10)$ converges to the solution of the Cauchy problem for (2.1).

Proof of Theorem 3.2. According to Michelson [M], the following estimate holds:

$$
\begin{equation*}
\left\|w(x, t, \nu)-w_{0}^{(1)}(x, t)-w_{0}^{(2)}\left(x_{1} / \nu, y, t\right)\right\|_{m_{1}, m_{2}, m_{3}, \eta} \leqq c\left(\nu+\nu^{(3 / 2)-m_{3}}\right) . \tag{3.9}
\end{equation*}
$$

We merely need to check that $w_{0}^{(1)}$ is $u$ and $w_{0}^{(2)}$ is zero. These terms are obtained by substituting the expansion (3.6) into the equation and the boundary condition, separating the scales $x_{1}$ and $x_{1} / \nu$, and equating to zero the successive coefficients of the resulting series:

From the equation we deduce that $w_{0}^{(1)}$ and $w_{0}^{(2)}$ are solutions of the following equations:

$$
\begin{gather*}
A^{(1)} w_{0}^{(2)}+P^{(11)} \frac{\partial w_{0}^{(2)}}{\partial\left(x_{1} / \nu\right)}=0,  \tag{3.10}\\
\frac{\partial w_{0}^{(1)}}{\partial t}=\sum_{j=1}^{N} A^{(j)} \frac{\partial w_{0}^{(1)}}{\partial x_{j}}+F, \tag{3.11}
\end{gather*}
$$

and $w_{i}^{(1)}$ and $w_{i}^{(2)}$ are solutions of

$$
\begin{equation*}
\frac{\partial w_{i}^{(1)}}{\partial t}=\sum_{j=1}^{N} A^{(j)} \frac{\partial w_{i}^{(1)}}{\partial x_{j}}+\sum_{j, k=1}^{N} P^{(j k)} \frac{\partial^{2} w_{i-1}^{(1)}}{\partial x_{j} \partial x_{k}}, \tag{3.12}
\end{equation*}
$$

$$
\begin{align*}
& A^{(1)} \frac{\partial w_{i}^{(2)}}{\partial\left(x_{1} / \nu\right)}+P^{(11)} \frac{\partial^{2} w_{i}^{(2)}}{\partial\left(x_{1} / \nu\right)^{2}} \\
& \quad=\frac{\partial w_{i-1}^{(2)}}{\partial t}-\sum_{j \neq 1} A^{(j)} \frac{\partial w_{i-1}^{(2)}}{\partial x_{j}}-2 \sum_{j \neq 1} P^{(1 j)} \frac{\partial^{2} w_{i-1}^{(2)}}{\partial\left(x_{1} / \nu\right) \partial x_{j}}-\sum_{j, k \neq 1} P^{(j k)} \frac{\partial^{2} w_{i-2}^{(2)}}{\partial x_{j} \partial x_{k}} \tag{3.1.}
\end{align*}
$$

with the convention that $w_{i-2}^{(2)} \equiv 0$ if $i=1$. We shall assume here the boundary conditions (2.10) are imposed. The calculations are the same for (2.20). For $x_{1}=0$ we have

$$
\begin{align*}
& \frac{\partial \hat{w}_{0}^{(2) I}}{\partial\left(x_{1} / \nu\right)}=\sum_{i=m+1}^{r+p} \sum_{j=1}^{r+p} \zeta_{i} N_{i j}^{-1} \Psi^{i I}\left(\hat{w}_{0, j}^{(1)}+\hat{w}_{0, j}^{(2)}\right),  \tag{3.14}\\
& \hat{w}_{0, k}^{(1)}+\hat{w}_{0, k}^{(2)}=\sum_{i, j=1}^{r+p} N_{i j}^{-1} \Psi_{k}^{i}\left(\hat{w}_{0, j}^{(1)}+\hat{w}_{0, j}^{(2)}\right), \quad r+p+1 \leqq k \leqq n . \tag{3.15}
\end{align*}
$$

For $l \geqq 1$,

$$
\begin{gather*}
\overline{\boldsymbol{P}}^{(11)}\left[\frac{\partial \hat{w}_{l}^{(2)^{I}}}{\partial\left(x_{1} / \nu\right)}-\sum_{i=m+1}^{r+p} \sum_{j=1}^{r+p} \zeta_{i} N_{i j}^{-1} \Psi^{i^{I}}\left(\hat{w}_{l j}^{(1)}+\hat{w}_{l j}^{(2)}\right)\right] \\
+\sum_{j \neq 1} \bar{P}^{(1 j)}\left(\frac{\partial \hat{w}_{l-1}^{(1)}}{\partial x_{j}}+\frac{\partial \hat{w}_{l-1}^{(2)}}{\partial x_{j}}\right)+\bar{P}^{(11)} \frac{\partial \hat{w}_{l-1}^{(1)}}{\partial x_{1}}=0,  \tag{3.16}\\
\hat{w}_{l, k}^{(1)}+\hat{w}_{l, k}^{(2)}=\sum_{i, j=1}^{r+p} N_{i j}^{-1} \Psi_{k}^{i}\left(\hat{w}_{l, j}^{(1)}+\hat{w}_{l, j}^{(2)}\right), \quad r+p+1 \leqq k \leqq n . \tag{3.17}
\end{gather*}
$$

Let us start with (3.10). From this form, we deduce that $w_{0}^{(2)}$ is a linear combination of the "exponential modes" defined in (1.6). Here $w_{0}^{(2)}$ is supposed to be exponentially decreasing in $\Omega^{-}$, so that

$$
w_{0}^{(2)}=\sum_{j=r+p-m+1}^{r} \lambda_{j} \Theta^{j} e^{\theta_{j} x_{1}}, \quad x_{1} \leqq 0 .
$$

We substitute into (3.14), remembering that for $i=m+1, \cdots, r+p,\left(\zeta_{i}, \Psi^{i}\right)$ is actually $\left(\theta_{i-m}, \Theta^{j-m}\right)$. We thus get

$$
\sum_{j=r+p-m+1}^{r} \theta_{j} \lambda_{j} \Theta^{j^{I}}=\sum_{j=1}^{r+p-m} \sum_{i=1}^{r+p} \theta_{j} N_{j+m, i}^{-1}\left(\hat{w}_{0,1}^{(1)}+\hat{w}_{0, i}^{(2)}\right) \Theta^{j^{I}} .
$$

This amounts to stating that there exist coefficients $\alpha_{k}$ such that $\sum_{k=1}^{r} \alpha_{k} \Theta^{k^{I}}=0$. It implies that $\sum_{k=1}^{r} \alpha_{k} \Theta^{k}=0$, for equation (1.6) can be written

$$
\begin{aligned}
& \bar{P}^{(11)} \theta_{k} \Theta^{k^{I}}+B^{(1)} \Theta^{k^{I}}+\mathbf{C}^{(1)} \Theta^{k^{I I}}=0, \\
& D^{(1)} \Theta^{k^{I}}+\bar{A}^{(1)} \Theta^{k^{I}}=0 .
\end{aligned}
$$

And if $\sum \alpha_{k} \Theta^{k^{I}}=0$, then $\sum \alpha_{k} D^{(1)} \Theta^{k^{I}}=0$, so that $\sum \alpha_{k} \bar{A}^{(1)} \Theta^{k^{I I}}=0$, and since $\bar{A}^{(1)}$ is nonsingular, the result follows. From the assumptions (0.5) on the operator $Q$, the $\Theta^{k}$ 's are independent, and hence the $\alpha_{k}$ 's vanish for any $k$.

Then $\lambda_{j}=0$ for $r+p-m+1 \leqq j \leqq r$, and thus $w_{0}^{(2)}$ vanishes identically in $\Omega^{-}$. We substitute into (3.14) and (3.15), which indicates that $w_{0}^{(1)}$ is a solution of the following problem in $\Omega^{-}$:

$$
\frac{\partial u}{\partial t}=\sum_{j=1}^{n} A^{(j)} \frac{\partial u}{\partial x_{j}}+F, \quad x \in \Omega^{-}
$$

with the boundary conditions

$$
\begin{equation*}
\sum_{j=1}^{r+p} N_{i j}^{-1} \hat{u}_{j}=0, \quad i=m+1, \cdots, r+p \tag{3.18a}
\end{equation*}
$$

$$
\begin{equation*}
\hat{u}_{k}=\sum_{i, j=1}^{r+p} N_{i j}^{-1} \Psi_{k}^{i} \hat{u}_{j}, \quad k=r+p+1, \cdots, n \tag{3.18b}
\end{equation*}
$$

We will now prove that (3.18) implies the transparent boundary condition (2.16) $\left(T^{-1} \hat{u}\right)_{i}=0, m+1 \leqq i \leqq n:$

$$
\left(T^{-1} \hat{u}\right)_{i}=\sum_{j=1}^{n} T_{i j}^{-1} \hat{u}_{j}=\sum_{j=1}^{r+p} T_{i j}^{-1} \hat{u}_{j}+\sum_{j=r+p+1}^{n} T_{i j}^{-1} \hat{u}_{j}
$$

In the second term of the right-hand side we substitute (3.18b):

$$
\begin{aligned}
& \sum_{k=r+p+1}^{n} T_{i k}^{-1} \hat{u}_{k}=\sum_{k=r+p+1}^{n} T_{i k}^{-1} \sum_{l=1}^{r+p} \sum_{j=1}^{r+p} N_{l j}^{-1} \Psi_{k}^{l} \hat{u}_{j}, \\
& \sum_{k=r+p+1}^{n} T_{i k}^{-1} \hat{u}_{k}=\sum_{k=1}^{n} \sum_{l=1}^{r+p} \sum_{j=1}^{r+p} N_{l j}^{-1} T_{i k}^{-1} \Psi_{k}^{l} \hat{u}_{j}-\sum_{k=1}^{r+p} \sum_{l=1}^{r+p} \sum_{j=1}^{r+p} N_{l j}^{-1} T_{i k}^{-1} \Psi_{k}^{l} \hat{u}_{j},
\end{aligned}
$$

but

$$
\sum_{l=1}^{r+p} N_{l j}^{-1} \Psi_{k}^{l}=\delta_{k j} \quad \text { and } \sum_{k=1}^{r+p} \sum_{l=1}^{r+p} \sum_{j=1}^{r+p} N_{l j}^{-1} \Psi_{k}^{l} T_{i k}^{-1} \hat{u}_{j}=\sum_{j=1}^{r+p} T_{i j}^{-1} \hat{u}_{j}
$$

so that

$$
\left(T^{-1} \hat{u}\right)_{i}=\sum_{k=1}^{n} \sum_{l=1}^{r+p} \sum_{j=1}^{r+p} N_{l j}^{-1} T_{i k}^{-1} \Psi_{k}^{l} \hat{u}_{j} .
$$

On account of (3.18), the latter reduces to

$$
\left(T^{-1} \hat{u}\right)_{i}=\sum_{l=1}^{m} \sum_{j=1}^{r+p} N_{l j}^{-1} \hat{u}_{j} \sum_{k=1}^{n} T_{i k}^{-1} \Psi_{k}^{l} .
$$

For $1 \leqq l \leqq m, \Psi^{l}$ corresponds to the hyperbolic part of $Q$, so that $\sum_{k=1}^{n} T_{i k}^{-1} \Psi_{k}^{l}=\delta_{i l}$ and

$$
\left(T^{-1} \hat{u}\right)_{i}=0 \quad \text { for } m+1 \leqq i \leqq n
$$

4. Application to Navier-Stokes equations. We consider here the two-dimensional compressible Navier-Stokes equations:

$$
\begin{equation*}
\rho \frac{d u_{i}}{d t}=-\frac{\partial p}{\partial x_{i}}+\sum_{j=1}^{2} \frac{\partial}{\partial x_{j}}\left[\mu\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}-\frac{2}{3} \delta_{i j} \operatorname{div} u\right)\right], \quad i=1,2, \tag{4.1a}
\end{equation*}
$$

$$
\begin{equation*}
\rho \frac{d c_{v} T}{d t}=-p \operatorname{div} u+\mu \sum_{i, j=1}^{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}-\frac{2}{3} \delta_{i j} \operatorname{div} u\right) \frac{\partial u_{i}}{\partial x_{j}}+\sum_{j=1}^{2} \frac{\partial}{\partial x_{j}}\left(k \frac{\partial T}{\partial x_{j}}\right) \tag{4.1b}
\end{equation*}
$$

(4.1c) $\frac{d \rho}{d t}=-\rho \operatorname{div} u$.

Here $\rho$ is the density, $u_{i}$ is the velocity component, $p$ is the pressure, $T$ is the temperature, $\mu$ and $k$ are the coefficients of viscosity and heat conductivity, respectively, and $c_{v}$ is the specific heat at constant volume. The pressure $p$ is related to $\rho$ and $T$ by $p=\rho R T$, where $R$ is the gas constant. We shall introduce $\gamma$ as the ratio of specific heats, i.e., $\gamma=c_{p} / c_{v}$ (recall that $R=c_{p}-c_{v}$ ), and the Prandtl number of the gas $P_{r}=\mu c_{p} / k . P_{r}$ is supposed to be constant here. As usual $d / d t=\partial / \partial t+u_{1}\left(\partial / \partial x_{1}\right)+u_{2}\left(\partial / \partial x_{2}\right)$. We shall assume that the artificial boundary is sufficiently far from any turbulent regime, so that we can consider ( $u, \rho, T, p$ ) as a small perturbation of a smooth regime ( $u, \rho, T, p$ ). Since in our analysis the lower-order derivatives are not of much importance, and the
results of Michelson carry over to variable coefficients as well by freezing the coefficients, we shall concentrate here on the case where the reference regime is constant as a function of time and space. Let us call ( $\tilde{u}, \tilde{\rho}, \tilde{T}, \tilde{p}$ ) the perturbation. It is a solution of the following problem:

$$
\begin{align*}
& \rho \frac{d \tilde{u}_{1}}{d t}+R T \frac{\partial \tilde{\rho}}{\partial x_{1}}+\rho R \frac{\partial \tilde{T}}{\partial x_{1}}=\mu\left[\frac{4}{3} \frac{\partial^{2} \tilde{u}_{1}}{\partial x_{1}^{2}}+\frac{\partial^{2} \tilde{u}_{1}}{\partial x_{2}^{2}}+\frac{1}{3} \frac{\partial^{2} \tilde{u}_{2}}{\partial x_{1} \partial x_{2}}\right],  \tag{4.2a}\\
& \rho \frac{d \tilde{u}_{2}}{d t}+R T \frac{\partial \tilde{\rho}}{\partial x_{2}}+\rho R \frac{\partial \tilde{T}}{\partial x_{2}}=\mu\left[\frac{\partial^{2} \tilde{u}_{2}}{\partial x_{1}^{2}}+\frac{4}{3} \frac{\partial^{2} \tilde{u}_{2}}{\partial x_{2}^{2}}+\frac{1}{3} \frac{\partial^{2} \tilde{u}_{1}}{\partial x_{1} \partial x_{2}}\right],  \tag{4.2b}\\
& \rho \frac{d \tilde{T}}{d t}+(\gamma-1) \rho T \operatorname{div} \tilde{u}=\gamma P_{r}^{-1} \mu \Delta \tilde{T},  \tag{4.2c}\\
& \frac{d \tilde{\rho}}{d t}+\rho \operatorname{div} \tilde{u}=0 . \tag{4.2d}
\end{align*}
$$

We shall normalize these equations by redefining $\tilde{\rho}$ as $\tilde{\rho} / \rho$ and introducing the undisturbed kinematic viscosity $\nu=\mu / \rho$. So that the equations can be written in the form (0.1)

$$
\begin{equation*}
\frac{\partial U}{\partial t}=A^{(1)} \frac{\partial U}{\partial x_{1}}+A^{(2)} \frac{\partial U}{\partial x_{2}}+\nu \sum_{j, k=1}^{2} P^{(j k)} \frac{\partial^{2} u}{\partial x_{j} \partial x_{k}}+F(x, t), \tag{4.3}
\end{equation*}
$$

where $U=\left(\tilde{u}_{1}, \tilde{u}_{2}, \tilde{T}, \tilde{\rho}\right)$

$$
\begin{aligned}
& A^{(1)}=\left(\begin{array}{cccc}
-u_{1} & 0 & -R & -R T \\
0 & -u_{1} & 0 & 0 \\
-(\gamma-1) T & 0 & -u_{1} & 0 \\
-1 & 0 & 0 & -u_{1}
\end{array}\right), \\
& A^{(2)}=\left(\begin{array}{cccc}
-u_{2} & 0 & 0 & 0 \\
0 & -u_{2} & -R & -R T \\
0 & -(\gamma-1) & -u_{2} & 0 \\
0 & -1 & 0 & -u_{2}
\end{array}\right), \\
& P^{(11)}=\left(\begin{array}{cccc}
\frac{4}{3} & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \gamma P_{r}^{-1} & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \\
& P^{(22)}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \frac{4}{3} & 0 & 0 \\
0 & 0 & \gamma P_{r}^{-1} & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \\
& P^{(12)}=\left(\begin{array}{llll}
0 & \frac{1}{6} & 0 & 0 \\
\frac{1}{6} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) .
\end{aligned}
$$

They satisfy all the assumptions we made in the Introduction. We shall write here the precise formulation for the local boundary conditions (2.20). We shall start by studying
the eigenvalues of $A^{(1)}$, and recalling the corresponding boundary conditions for the Euler equations (cf., for instance, [EM1]).
4.1. The Euler system. It is well known that the eigenvalues of $\boldsymbol{A}^{(1)}$ are

$$
\begin{equation*}
\lambda_{1}=-u_{1}-c, \quad \lambda_{2}=\lambda_{3}=-u_{1}, \quad \lambda_{4}=-u_{1}+c . \tag{4.4}
\end{equation*}
$$

The corresponding eigenvectors are

$$
\begin{align*}
& \Lambda^{1}=\left(\begin{array}{c}
c \\
0 \\
(\gamma-1) T \\
1
\end{array}\right), \quad \Lambda^{2}=\left(\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right),  \tag{4.5}\\
& \Lambda^{3}=\left(\begin{array}{c}
0 \\
0 \\
T \\
-1
\end{array}\right), \quad \Lambda^{4}=\left(\begin{array}{c}
c \\
0 \\
-(\gamma-1) T \\
-1
\end{array}\right) .
\end{align*}
$$

So that $A^{(1)}$ is diagonalizable and the matrix $\tilde{T}$ in (2.17) is

$$
\tilde{T}=\left(\begin{array}{cccc}
c & 0 & 0 & c  \tag{4.6}\\
0 & 1 & 0 & 0 \\
(\gamma-1) T & 0 & T & -(\gamma-1) T \\
1 & 0 & -1 & -1
\end{array}\right)
$$

and

$$
A^{(1)}=\tilde{T}\left(\begin{array}{cccc}
\lambda_{1} & & & 0 \\
& \lambda_{2} & & \\
0 & \lambda_{3} & \\
& & & \lambda_{4}
\end{array}\right) \tilde{T}^{-1}
$$

The number of boundary conditions required by the system at $x_{1}=0$ in $\Omega^{-}$depends on whether the flow is super or subsonic and the boundary is inflow or outflow, as summarized below.

The subsonic case: $\left|u_{1}\right|<c$.

- inflow: $u_{1}<0$.

$$
\begin{aligned}
& \lambda_{1}<0, \lambda_{2}, \lambda_{3}, \lambda_{4}>0, \quad m=1: \quad 3 \text { boundary conditions. } \\
& \left(\tilde{T}^{-1} u\right)_{i}=0, \quad i=2,3,4 .
\end{aligned}
$$

- outflow: $u_{1}>0$.

$$
\begin{aligned}
& \lambda_{1}, \lambda_{2}, \lambda_{3}<0, \quad \lambda_{4}>0, \quad m=3: \quad 1 \text { boundary condition. } \\
& \left(\tilde{T}^{-1} u\right)_{4}=0 .
\end{aligned}
$$

The supersonic case: $\left|u_{1}\right|>c$.

- inflow: $u_{1}<0$.

$$
\begin{aligned}
& \lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}>0, \quad m=0: \quad 4 \text { boundary conditions. } \\
& u_{i}=0, \quad i=1,2,3,4 .
\end{aligned}
$$

- outflow: $u_{1}>0$.

$$
\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}>0, \quad m=4: \quad 0 \text { boundary conditions. }
$$

The matrix $\tilde{T}^{-1}$ is given by

$$
\tilde{T}^{-1}=\left(\begin{array}{cccc}
\frac{1}{2 c} & 0 & \frac{1}{2 \gamma T} & \frac{1}{2 \gamma}  \tag{4.7}\\
0 & 1 & 0 & 0 \\
0 & 0 & \frac{1}{\gamma T} & -\frac{\gamma-1}{\gamma} \\
\frac{1}{2 c} & 0 & -\frac{1}{2 \gamma T} & -\frac{1}{2 \gamma}
\end{array}\right)
$$

so that the boundary conditions are as follows.

- Subsonic inflow:
(4.8a)

$$
\begin{aligned}
& \frac{\tilde{u}_{1}}{c}-\frac{1}{\gamma} \frac{\tilde{T}}{T}-\frac{1}{\gamma} \frac{\tilde{\rho}}{\rho}=0, \\
& \tilde{u}_{2}=0, \\
& \frac{1}{\gamma} \frac{\tilde{T}}{T}-\frac{\gamma-1}{\gamma} \frac{\tilde{\rho}}{\rho}=0
\end{aligned}
$$

- Subsonic outflow:

$$
\begin{equation*}
\frac{\tilde{u}_{1}}{c}-\frac{1}{\gamma} \frac{\tilde{T}}{T}-\frac{1}{\gamma} \frac{\tilde{\rho}}{\rho}=0 \tag{4.8b}
\end{equation*}
$$

- Supersonic inflow:

$$
\begin{equation*}
\tilde{u}_{1}=\tilde{u}_{2}=\tilde{T}=\tilde{\rho}=0 . \tag{4.8c}
\end{equation*}
$$

- Supersonic outflow:
no boundary condition.
We reintroduced here the density $\rho$ for the sake of consistency. These boundary conditions are stable in the sense of Kreiss (see [EM1]).
4.2. The Navier-Stokes system. Here the number of boundary conditions is $n-p$, where $p$ is the number of negative eigenvalues of $\bar{A}^{(1)}$. $\bar{A}^{(1)}$ reduces to - $u_{1}$, so that we must distinguish only between the inflow and the outflow cases:
- Inflow boundary: $u_{1}<0$.

$$
p=0: \quad 4 \text { boundary conditions. }
$$

- Outflow boundary: $u_{1}>0$

$$
p=1: \quad 3 \text { boundary conditions. }
$$

We must determine the other part of the family $\left(\Psi^{j}\right)$, i.e., the $\theta_{j}$ and $\Theta_{j}$ solutions of

$$
\left[P^{(1,1)} \theta+A^{(1)}\right] \Theta=0 .
$$

The cubic equation for $\theta$ has an immediate root we shall call $\theta_{3}$ :

$$
\begin{equation*}
\theta_{3}=u_{1} . \tag{4.9}
\end{equation*}
$$

The two other roots are solutions of the quadratic equation

$$
\begin{equation*}
-u_{1}\left(\frac{4}{3} \theta-u_{1}\right)\left(\alpha \theta-u_{1}\right)-R T\left(\alpha \theta-\gamma u_{1}\right)=0, \tag{4.10}
\end{equation*}
$$

where, for simplicity, we set

$$
\alpha=\gamma P_{r}^{-1}
$$

We have

$$
\theta_{1} \theta_{2}=\frac{3}{4 \alpha}\left(u_{1}^{2}-c^{2}\right), \quad \theta_{1}+\theta_{2}=\frac{3}{4} \frac{\left[\alpha\left(u_{1}^{2}-c^{2} / \gamma\right)+\frac{4}{3} u_{1}^{2}\right]}{\alpha u_{1}}
$$

with $c^{2}=\gamma R T$.
Recalling that $\gamma>1$, we can determine the signs of the roots. We order $\theta_{1}$ and $\theta_{2}$ so that $\theta_{1}<\theta_{2}\left(\theta_{1}\right.$ cannot be equal to $\left.\theta_{2}\right)$.

Subsonic case: $\theta_{1}<0<\theta_{2}$.

- Inflow case: $\theta_{3}<0$;
- Outflow case: $\theta_{3}>0$.

Supersonic case.

- Inflow case: $\theta_{1}<\theta_{2}<0, \theta_{3}<0$;
- Outflow case: $0<\theta_{1}<\theta_{2}, \theta_{3}>0$.

The corresponding generalized eigenvalues are

$$
\Theta^{i}=\left(\begin{array}{c}
u_{1}  \tag{4.11}\\
0 \\
(\gamma-1) T u_{1} /\left(\alpha \theta_{i}-u_{1}\right) \\
-1
\end{array}\right), \quad i=1,2, \quad \Theta^{3}=\left(\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right)
$$

We now have all the elements to (2.20).

- Subsonic inflow: $m=1, p=0, r+p=3$.

$$
\zeta_{1}=\lambda_{1}, \quad \tilde{\Psi}^{1}=\Lambda^{1}, \quad \zeta_{2}=\theta_{1}, \quad \tilde{\Psi}^{2}=\Theta^{1}, \quad \zeta_{3}=\theta_{3}, \quad \tilde{\Psi}^{3}=\Theta^{3}
$$

and

$$
\tilde{N}=\left(\begin{array}{ccc}
c & u_{1} & 0 \\
0 & 0 & 1 \\
(\gamma-1) T & U_{1} & 0
\end{array}\right), \quad \tilde{N}^{-1}=\frac{1}{\operatorname{det} \tilde{N}}\left(\begin{array}{ccc}
-U_{1} & 0 & u_{1} \\
(\gamma-1) T & 0 & -c \\
0 & \operatorname{det} \tilde{N} & 0
\end{array}\right),
$$

where $U_{i}=(\gamma-1) T u_{1} /\left(\alpha \theta_{i}-u_{1}\right), \operatorname{det} \tilde{N}=(\gamma-1) T u_{1}-U_{1} c$

$$
\begin{aligned}
& \nu \frac{\partial \tilde{u}_{1}}{\partial x_{1}}+\frac{1}{8} \nu \frac{\partial \tilde{u}_{2}}{\partial x_{2}}=\frac{\theta_{1}}{1-c /\left(\gamma P_{r}^{-1} \theta_{1}-u_{1}\right)}\left(\tilde{u}_{1}-\frac{c}{\gamma-1} \frac{\tilde{T}}{T}\right), \\
& \nu \frac{\partial \tilde{u}_{2}}{\partial x_{1}}+\frac{1}{6} \nu \frac{\partial \tilde{u}_{1}}{\partial x_{2}}=u_{1} \tilde{u}_{2}, \\
& \nu \frac{\partial \tilde{T}}{\partial x_{1}}=\frac{(\gamma-1) T \theta_{1}}{\gamma P_{r}^{-1} \theta_{1}-u_{1}-c}\left(\tilde{u}_{1}-\frac{c}{\gamma-1} \frac{\tilde{T}}{T}\right), \\
& \frac{\tilde{\rho}}{\rho}=\frac{-1}{u_{1}\left(1-c /\left(\gamma P_{r}^{-1} \theta_{1}-u_{1}\right)\right)}\left[\frac{\gamma P_{r}^{-1} \theta_{1}}{\gamma P_{r}^{-1} \theta_{1}-u_{1}} \tilde{u}_{1}-\frac{u_{1}+c}{\gamma-1} \frac{\tilde{T}}{T}\right] .
\end{aligned}
$$

This system reduces to (4.8a) when $\nu=0$.

- Subsonic outflow: $m=3, p=1, r+p=4$.

$$
\begin{gathered}
\zeta_{i}=\lambda_{i}, \quad \tilde{\Psi}^{i}=\Lambda^{i}, \quad i=1,2,3, \quad \zeta_{4}=\theta_{1}, \quad \tilde{\Psi}^{4}=\Theta^{1}, \\
\tilde{N}=\left(\begin{array}{cccc}
c & 0 & 0 & u_{1} \\
0 & 1 & 0 & 0 \\
(\gamma-1) T & 0 & T & U_{1} \\
1 & 0 & -1 & -1
\end{array}\right), \\
\tilde{N}^{-1}=\frac{1}{T Z}\left(\begin{array}{cccc}
T-U_{1} & 0 & u_{1} & u_{1} T \\
0 & T Z & 0 & 0 \\
T-U_{1}-\gamma T & 0 & u_{1}+c & T\left(u_{1}+c\right)-Z T \\
+\gamma T & 0 & -c & -c T
\end{array}\right),
\end{gathered}
$$

where $Z=\gamma u_{1}-c\left(U_{1} / T-1\right)$. Condition (2.20) reduces to

$$
\nu \sum_{j=1}^{2} \bar{P}^{(1 j)} \frac{\partial w^{I}}{\partial x_{j}}=\bar{P}^{(11)} \theta_{1}\left(\sum_{j=1}^{4} \tilde{N}_{4 j}^{-1} w_{j}\right) \Theta^{1^{I}}
$$

or

$$
\begin{align*}
& \nu \frac{\partial \tilde{u}_{1}}{\partial x_{1}}+\frac{1}{8} \nu \frac{\partial \tilde{u}_{2}}{\partial x_{2}}=\frac{c \theta_{1} u_{1}}{Z}\left(\frac{\gamma}{c} \tilde{u}_{1}-\frac{\tilde{T}}{T}-\frac{\tilde{\rho}}{\rho}\right), \\
& \nu \frac{\partial \tilde{u}_{2}}{\partial x_{1}}+\frac{1}{6} \nu \frac{\partial \tilde{u}_{1}}{\partial x_{2}}=0,  \tag{4.12b}\\
& \nu \frac{\partial \tilde{T}}{\partial x_{1}}=\frac{c \theta_{1} U_{1}}{Z}\left(\frac{\gamma}{c} \tilde{u}_{1}-\frac{\tilde{T}}{T}-\frac{\tilde{\rho}}{\rho}\right) .
\end{align*}
$$

Again, these equations reduce to (4.8b) when $\nu=0$.

- Supersonic inflow: $m=0, p=0, r+p=3$.

$$
\zeta_{i}=\theta_{i}, \quad \tilde{\Psi}^{i}=\Theta^{i}, \quad i=1, \cdots, 3
$$

and

$$
\tilde{N}=\left(\begin{array}{ccc}
u_{1} & u_{1} & 0 \\
0 & 0 & 1 \\
U_{1} & U_{2} & 0
\end{array}\right) \tilde{N}^{-1}=\frac{1}{u_{1}\left(U_{1}-U_{2}\right)}\left(\begin{array}{ccc}
-U_{2} & 0 & u_{1} \\
+U_{1} & 0 & -u_{1} \\
0 & u_{1}\left(U_{1}-U_{2}\right) & 0
\end{array}\right)
$$

The boundary conditions are

$$
\begin{align*}
& \nu \frac{\partial \tilde{u}_{1}}{\partial x_{1}}+\frac{1}{8} \nu \frac{\partial \tilde{u}_{2}}{\partial x_{2}}=\frac{3}{4 u_{1}}\left(u_{1}^{2}-\frac{c^{2}}{\gamma}\right) \tilde{u}_{1}+\frac{3 c^{2}}{4 \gamma} \frac{\tilde{T}}{T}, \\
& \nu \frac{\partial \tilde{u}_{2}}{\partial x_{1}}+\frac{1}{6} \nu \frac{\partial \tilde{u}_{1}}{\partial x_{2}}=u_{1} \tilde{u}_{2}, \\
& \nu \frac{\partial \tilde{T}}{\partial x_{1}}=\frac{(\gamma-1)}{\alpha} T u_{1}\left(\frac{\tilde{u}_{1}}{u_{1}}+\frac{1}{\gamma-1} \frac{\tilde{T}}{T}\right),  \tag{4.12c}\\
& \frac{\tilde{\rho}}{\rho}=-\frac{\tilde{u}_{1}}{u_{1}} .
\end{align*}
$$

If $\nu=0$, the system reduces to $\tilde{u}_{1}=\tilde{u}_{2}=\tilde{T}=\tilde{\rho}=0$.

- Supersonic outflow: $m=4, p=1, r+p=4$.

$$
\zeta_{i}=\lambda_{i}, \quad i=1, \cdots, 4
$$

so that the boundary condition is

$$
\begin{align*}
& \frac{\partial \tilde{u}_{1}}{\partial x_{1}}+\frac{1}{8} \frac{\partial \tilde{u}_{2}}{\partial x_{2}}=0, \\
& \frac{\partial \tilde{u}_{2}}{\partial x_{1}}+\frac{1}{6} \frac{\partial \tilde{u}_{1}}{\partial x_{2}}=0,  \tag{4.12d}\\
& \frac{\partial \tilde{T}}{\partial x_{1}}=0 .
\end{align*}
$$

The results in § 3 apply to these equations as follows.
Theorem 4.1. The initial boundary value problem for (4.2) and the zero-order boundary conditions (4.12) is well posed in $\Omega^{-}$. As the viscosity $\nu$ tends to zero, the solution converges to the solution of the Euler equation with the corresponding boundary conditions (4.8), the $L^{2}$ norm of the error decreases linearly in $\nu$.

Proof. We merely need to check that the reduced hyperbolic problem is well posed, which is extremely simple here since $\bar{A}^{(1)}=-u_{1}$. The boundary condition then reduces to $\tilde{\rho}=0$ (when there is a boundary condition for $\tilde{\rho}$ ) and the following problem:

$$
\begin{aligned}
& \frac{\partial \tilde{\rho}}{\partial t}=-u_{1} \frac{\partial \tilde{\rho}}{\partial x_{1}}-u_{2} \frac{\partial \tilde{\rho}}{\partial x_{2}}, \quad x_{1} \leqq 0, \\
& \tilde{\rho}=0, \quad x_{1}=0
\end{aligned}
$$

for $u_{1}<0$ is obviously well posed.
Remark. In [GS] the authors introduced for the Navier-Stokes compressible equation artificial boundary conditions by requiring them to be dissipative. Furthermore, these boundary conditions produce a weak boundary layer. Therefore Theorem 4.1 also holds in that case. We have not been able to decide whether our boundary conditions are dissipative or not. However for more general systems or higher dimensions, it seems difficult to extend their techniques which consist of studying the boundary form ( $\mathscr{E} w, w$ ) and matching coefficients of the boundary condition to get the right sign. It does not allow for higher-order boundary conditions either.
5. Higher-order boundary conditions. We discussed earlier the goals of our work: provide boundary conditions which would be (1) local and (2) consistent with the Euler equation. A first step was made in § 3 by an approximation of order zero of the right-hand side in (2.10). We now want to increase the accuracy of our boundary conditions. This means, from our point of view, expand first the transparent boundary condition (2.10) up to higher order in $\nu$. By doing this, we shall keep terms like $\alpha_{i}(s, \eta)$, for $1 \leqq i \leqq m$, where $\alpha_{i}$ is the traveling mode defined in (1.3). These will correspond to pseudodifferential operators of order 1 on the boundary, which are, of course, far from being local. We thus shall in turn approximate these modes with the techniques described in [EM]. The first realistic approximation is similar to (2.17): we shall set $\eta=0$, and approximate the quantities in (2.7) to first order in $\nu$.

We shall restrict ourselves here to the particular case of the viscous linearized shallow-water system, though the procedure carries over without modification to more general systems, provided they possess a symmetrizer. This property ensures that the eigenvalues $\xi_{i}$ for the system have an expansion $\xi_{i}(s, \eta, \nu)=\zeta_{i}(s, \eta)+\nu \chi_{i}(s, \eta)+O\left(\nu^{2}\right)$,
$1 \leqq i \leqq m$, and $\xi_{i}(s, \eta, \nu)=\left(\zeta_{i}+\nu \chi_{i}+O\left(\nu^{2}\right)\right) / \nu, m+1 \leqq i \leqq r+p$, with a corresponding expansion for the eigenvectors $\Psi_{j}$.

Let us consider the shallow-water equations, linearized about the steady-state $(U, 0)$ :

$$
\begin{equation*}
\frac{\partial w}{\partial t}=A^{(1)} \frac{\partial w}{\partial x_{1}}+A^{(2)} \frac{\partial w}{\partial x_{2}}+\nu\left(P^{(11)} \frac{\partial^{2} w}{\partial x_{1}^{2}}+P^{(22)} \frac{\partial^{2} w}{\partial x_{2}^{2}}\right) \tag{5.1}
\end{equation*}
$$

where $w=\left(u_{1}, u_{2}, \varphi\right)$.

$$
\begin{align*}
& A^{(1)}=\left(\begin{array}{ccc}
-U & 0 & -1 \\
0 & -U & 0 \\
-c^{2} & 0 & -U
\end{array}\right),  \tag{5.2}\\
& A^{(2)}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & -c^{2} & 0
\end{array}\right),  \tag{5.3}\\
& P^{(11)}=P^{(22)}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right) \tag{5.4}
\end{align*}
$$

with $c>0$.
In our notation of $\S 0, r=2, \bar{P}^{(i)}=\delta_{i j} I_{2}$, and $\bar{A}^{(1)}=-U$. The eigenvalues of $A^{(1)}$ are

$$
\begin{equation*}
\lambda_{1}=-U-c, \quad \lambda_{2}=-U, \quad \lambda_{3}=-U+c \tag{5.5a}
\end{equation*}
$$

and the corresponding eigenvectors are

$$
\Lambda_{1}=\left(\begin{array}{l}
1  \tag{5.5b}\\
0 \\
c
\end{array}\right), \quad \Lambda_{2}=\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right), \quad \Lambda_{3}=\left(\begin{array}{c}
1 \\
0 \\
-c
\end{array}\right)
$$

The solutions of $\left(P^{(1,1)} \theta+A^{(1)}\right) \Theta=0$ are

$$
\begin{equation*}
\theta_{1}=\frac{U^{2}-c^{2}}{U}, \quad \theta_{2}=U \tag{5.6a}
\end{equation*}
$$

and the corresponding generalized eigenvectors are

$$
\Theta_{1}=\left(\begin{array}{c}
U  \tag{5.6b}\\
0 \\
-c^{2}
\end{array}\right), \quad \Theta_{2}=\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)
$$

The signs of the $\lambda$ 's and $\theta$ 's depend on whether the flow is sub or supersonic, and ingoing or outgoing, as in the case of the full Navier-Stokes equations.

We shall approximate the generalized eigenvalues and eigenvectors $\xi_{i}(s, 0, \nu)$ and $\Phi^{i}(s, 0, \nu)$ up to first order in $\nu$.

For $1 \leqq i \leqq m$ :

$$
\begin{align*}
& \xi_{i}(s, \nu)=\zeta_{i}(s)+\nu \chi_{i} s^{2}+O\left(\nu^{2}\right)  \tag{5.7a}\\
& \zeta_{i}(s)=\frac{s}{\lambda_{i}} \\
& \Phi^{i}(s, \nu)=\Psi^{i}+\nu \Xi^{i} s+O\left(\nu^{2}\right)  \tag{5.7b}\\
& \Psi^{i}=\Lambda^{i}
\end{align*}
$$

For $m+1 \leqq i \leqq r+p:$

$$
\begin{align*}
& \xi^{i}(s, \nu)=\frac{1}{\nu} \zeta_{i}+\chi_{i-m} s+O(\nu) \\
& \zeta_{i}=\theta_{i-m}  \tag{5.8a}\\
& \Phi^{i}(s, \nu)=\Psi^{i}+\nu \Xi^{i-m} s+O\left(\nu^{2}\right) \\
& \Psi^{i}=\Theta^{i-m} \tag{5.8b}
\end{align*}
$$

(in the formulas above, the variable $\eta$, being zero, has been omitted).
The $\chi_{i}$ 's and $\Xi_{i}$ 's are obtained by substitution of the expressions above in formula (11) for $\eta=0$ :

$$
\left(\xi A^{(1)}+\nu \xi^{2} P^{(11)}-s I\right) \Phi=0 .
$$

To $\lambda_{1}, \lambda_{2}, \lambda_{3}$ are associated three values of $\xi$ and vectors $\Phi$ :

$$
\begin{gather*}
\tilde{\xi}_{1}=\frac{s}{\lambda_{1}}-\frac{\nu s^{2}}{2 \lambda_{1}^{3}}+O\left(\nu^{2}\right), \\
\tilde{\xi}_{2}=\frac{s}{\lambda_{2}}-\frac{\nu s^{2}}{\lambda_{2}^{3}}+O\left(\nu^{2}\right),  \tag{5.9a}\\
\tilde{\xi}_{3}=\frac{s}{\lambda_{3}}-\frac{\nu s^{2}}{2 \lambda_{2}^{3}}+O\left(\nu^{2}\right), \\
\tilde{\Phi}^{1}=\Lambda^{1}+\nu s\left(\begin{array}{c}
-1 / 2 \lambda_{1} c \\
0 \\
0
\end{array}\right)+O\left(\nu^{2}\right)=\left(\begin{array}{c}
1-\nu s / 2 \lambda_{1} c \\
0 \\
c
\end{array}\right)+O\left(\nu^{2}\right), \\
\tilde{\Phi}_{2}=\Lambda^{2}+O\left(\nu^{2}\right)=\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)+O\left(\nu^{2}\right),  \tag{5.9b}\\
\tilde{\Phi}_{3}=\Lambda^{3}+\nu s\left(\begin{array}{c}
-1 / 2 \lambda_{3} c \\
0 \\
0
\end{array}\right)+O\left(\nu^{2}\right)=\left(\begin{array}{c}
1-\nu s / 2 \lambda_{3} c \\
0 \\
-c
\end{array}\right)+O\left(\nu^{2}\right),
\end{gather*}
$$

and to $\theta_{1}, \theta_{2}$ are associated two values of $\xi$ and $\Phi$ :

$$
\begin{align*}
\tilde{\tilde{\xi}}_{1} & =\frac{U^{2}-c^{2}}{\nu U}+s \frac{U^{2}+c^{2}}{U\left(U^{2}-c^{2}\right)}+O(\nu) \\
\tilde{\tilde{\Phi}}^{1} & =\Theta^{1}+\nu s\left(\begin{array}{c}
0 \\
0 \\
c^{2} /\left(U^{2}-c^{2}\right)
\end{array}\right)+O\left(\nu^{2}\right)  \tag{5.10a}\\
& =\left(\begin{array}{c}
U \\
0 \\
-c^{2}\left(1-\nu s /\left(U^{2}-c^{2}\right)\right)
\end{array}\right)+O\left(\nu^{2}\right) \\
& \tilde{\tilde{\xi}}_{2}=\frac{U}{\nu}+\frac{s}{U}+O(\nu)
\end{align*}
$$

$$
\tilde{\tilde{\Phi}}^{2}=\Theta^{2}+O\left(\nu^{2}\right)=\left(\begin{array}{l}
0  \tag{5.10b}\\
1 \\
0
\end{array}\right)+O\left(\nu^{2}\right)
$$

We cannot go any further without dividing the analysis into four cases: subsonic or supersonic, inflow or outflow.
-Subsonic inflow case: $-c<U<0, p=0$.

$$
\begin{array}{ll}
\lambda_{1}<0, & \lambda_{2}, \lambda_{3}>0: \quad m=1, \\
\theta_{1}>0, & \theta_{2}<0 .
\end{array}
$$

$p$ is equal to zero. We have three boundary conditions

$$
\begin{array}{ll}
\xi_{1}=\tilde{\xi}_{1}, & \Phi^{1}=\tilde{\Phi}^{1}, \\
\xi_{2}=\tilde{\xi}^{2}, & \Phi^{2}=\tilde{\Phi}^{2} .
\end{array}
$$

By a zero-order approximation of the $\xi_{i}$ 's and $\Phi^{i}$,s, we get the first set of approximated boundary conditions:

$$
\left\{\begin{array}{l}
\nu \frac{\partial u_{1}}{\partial x_{1}}=0  \tag{5.11}\\
\nu \frac{\partial u_{2}}{\partial x_{1}}-U u_{2}=0 \\
\varphi-c u_{1}=0
\end{array}\right.
$$

By a first-order approximation in $\nu$, we obtain a new set of boundary conditions, which contains differentiation in time:

$$
\left\{\begin{array}{l}
\nu \frac{\partial u_{1}}{\partial x_{1}}=-\frac{\nu}{U+c} \frac{\partial u_{1}}{\partial t}  \tag{5.11}\\
\nu \frac{\partial u_{2}}{\partial x_{1}}=U u_{2}+\frac{\nu}{U} \frac{\partial u_{2}}{\partial t} \\
\varphi=c u_{1}-\frac{\nu}{2(U+c)} \frac{\partial u_{1}}{\partial t}
\end{array}\right.
$$

-Subsonic outflow case: $0<U<c, p=1$.

$$
\begin{aligned}
& \lambda_{1}, \lambda_{2}<0, \quad \lambda_{3}>0: \quad m=2, \\
& \theta_{1}<0, \quad \theta_{2}>0 .
\end{aligned}
$$

The generalized eigenvalues and eigenvectors with negative real parts (when $\operatorname{Re} s>0$ ) are

$$
\begin{aligned}
& \xi_{1}=\tilde{\xi}_{1}, \quad \xi_{2}=\tilde{\xi}_{2}, \quad \xi_{3}=\tilde{\xi}_{1}, \\
& \Phi^{1}=\tilde{\Phi}^{1}, \quad \Phi^{2}=\tilde{\Phi}^{2}, \quad \Phi^{3}=\tilde{\Phi}^{1} .
\end{aligned}
$$

The analogue to $(5.11)_{0}$ becomes

$$
\begin{equation*}
\nu \frac{\partial u_{1}}{\partial x_{1}}=\frac{c-U}{c}\left(-c u_{1}+\varphi\right), \quad \nu \frac{\partial u_{2}}{\partial x_{1}}=0, \tag{5.12}
\end{equation*}
$$

and the first-order boundary condition is

$$
\left\{\begin{array}{l}
\nu \frac{\partial u_{1}}{\partial x_{1}}=\frac{c-U}{c}\left(-c u_{1}+\varphi\right)+\frac{\nu}{2 c^{2}(c-U)} \frac{\partial}{\partial t}\left(-c^{2} u_{1}+U \varphi\right)  \tag{5.12}\\
\nu \frac{\partial u_{2}}{\partial x_{1}}=-\frac{\nu}{U} \frac{\partial u_{2}}{\partial t}
\end{array}\right.
$$

In the supersonic case, the calculations are much easier.
-Supersonic inflow case: $U<-c, p=0$.

$$
\begin{aligned}
& \lambda_{1}, \lambda_{2}, \lambda_{3}>0: \quad m=0, \\
& \theta_{1}, \theta_{2}<0 .
\end{aligned}
$$

We have three boundary conditions:

$$
\left\{\begin{array}{l}
\nu \frac{\partial u_{1}}{\partial x_{1}}=\frac{U^{2}-c^{2}}{U} u_{1}  \tag{5.13}\\
\nu \frac{\partial u_{2}}{\partial x_{1}}=U u_{2} \\
\varphi=-\frac{c^{2}}{U} u_{1}
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\nu \frac{\partial u_{1}}{\partial x_{1}}=\frac{U^{2}-c^{2}}{U} u_{1}+\nu \frac{U^{2}+c^{2}}{U\left(U^{2}-c^{2}\right)} \frac{\partial u_{1}}{\partial t},  \tag{5.13}\\
\nu \frac{\partial u_{2}}{\partial x_{1}}=U u_{2}+\frac{\nu}{U} \frac{\partial u_{2}}{\partial t}, \\
\varphi=-\frac{c^{2}}{U} u_{1}+\frac{\nu c^{2}}{U\left(U^{2}-c^{2}\right)} \frac{\partial u_{1}}{\partial t} .
\end{array}\right.
$$

-Supersonic outflow case: $U>c, p=1$.

$$
\begin{aligned}
& \lambda_{1}, \lambda_{2}, \lambda_{3}<0: \quad m=3, \\
& \theta_{1}, \theta_{2}>0 .
\end{aligned}
$$

Here we have two boundary conditions:

$$
\begin{gather*}
\nu \frac{\partial u_{1}}{\partial x_{1}}=0, \quad \nu \frac{\partial u_{2}}{\partial x_{1}}=0,  \tag{5.14}\\
\left\{\begin{array}{l}
\nu \frac{\partial u_{1}}{\partial x_{1}}=\frac{\nu}{U^{2}-c^{2}} \frac{\partial}{\partial t}\left(-U u_{1}+\varphi\right), \\
\nu \frac{\partial u_{2}}{\partial x_{1}}=-\frac{\nu}{U} \frac{\partial u_{2}}{\partial t} .
\end{array}\right. \tag{5.14}
\end{gather*}
$$

We shall not repeat here the calculations for the inviscid case, i.e., $\nu=0$. They are identical to those for the full Euler equations. The local boundary condition (2.17) is in this case:

Subsonic inflow case:

$$
\begin{equation*}
u_{2}=0, \quad \varphi-c u_{1}=0 ; \tag{5.15}
\end{equation*}
$$

Subsonic outflow case:

$$
\begin{equation*}
\varphi-c u_{1}=0 \tag{5.16}
\end{equation*}
$$

Supersonic inflow case:

$$
\begin{equation*}
u_{1}=u_{2}=\varphi=0 ; \tag{5.17}
\end{equation*}
$$

Supersonic outflow case:

The analogue of Theorem 4.1 holds.

Theorem 5.1. The initial boundary value problem for (5.1) and any of the boundary conditions $(5.11+i)_{0}, i=0, \cdots, 3$ is well posed in $\Omega^{-}$. As the viscosity $\nu$ tends to zero, the solution converges to the solution of the inviscid equation with the corresponding boundary condition $(5.14+i)$, and the $L^{2}$-norm of the error decreases as $O(\nu)$.

The proof is exactly the same as for Theorem 4.1.
Remark. In this case, the well posedness in the classical sense can be expressed by energy estimates, using the variational formula (1.14). Let us denote by $E(t)$ the quantity defined by

$$
\begin{equation*}
E(t)=\frac{1}{2} \iint_{\Omega^{-}}\left[c^{2}\left(u_{1}^{2}+u_{2}^{2}\right)+\varphi^{2}\right] d x \tag{5.19}
\end{equation*}
$$

and the analogue on $\Gamma$ :

$$
\begin{equation*}
E_{\Gamma}(t)=\frac{1}{2} \int_{\Gamma}\left[c^{2}\left(u_{1}^{2}+u_{2}^{2}\right)+\varphi^{2}\right] d x_{2} . \tag{5.20}
\end{equation*}
$$

The energy equality then reads

$$
\begin{align*}
\frac{d E}{d t} & +\nu \iint_{\Omega^{-}}\left(\nabla u_{1}^{2}+\nabla u_{2}^{2}\right) d x \\
& =-U E_{\Gamma}(t)+c^{2} \int_{\Gamma}\left(\nu u \cdot \frac{\partial u}{\partial x_{1}}-u_{1} \varphi\right) d x_{2}+\iint_{\Omega^{-}} F u d x . \tag{5.21}
\end{align*}
$$

It can be easily checked in each case that the quantity integrated on $\Gamma$ is negative.
Unfortunately, the decoupling conditions prescribed in [M] to obtain the well posedness and the error estimates do not apply to our higher-order boundary conditions $(5.11+i)_{1}$. We have not been able to establish a priori estimates in this case either. However, the formal expansion (3.6) is still available. It is an easy matter to check that for the higher-order boundary conditions $(5.11+i)_{1}$, the next term in the expansion vanishes. For instance, in the subsonic inflow case, it is due to the fact that ( $\partial / \partial x_{1}+$ $1 /(U+c) \partial / \partial t)\left(w_{0}^{(1)}\right)=0$. So the boundary layer is weaker than in the former case, and the solution of the corresponding initial boundary value problem converges formally to the solution of the inviscid equation with boundary condition $(5.14+i)$, the error being $O\left(\nu^{2}\right)$.

Remark. Consider the boundary conditions derived from $(5.11+i)_{1}$ in the four cases by neglecting certain terms:

$$
\begin{gather*}
\left\{\begin{array}{l}
\nu \frac{\partial u_{1}}{\partial x_{1}}=-\frac{\nu}{U+c} \frac{\partial u_{1}}{\partial t}, \\
\nu \frac{\partial u_{2}}{\partial x_{1}}=U u_{2}+\frac{\nu}{U} \frac{\partial u_{2}}{\partial t}, \quad \varphi=c u_{1},
\end{array}\right.  \tag{5.22}\\
\nu \frac{\partial u_{1}}{\partial x_{1}}=\frac{c-U}{c}\left(-c u_{1}+\varphi\right), \quad \nu \frac{\partial u_{2}}{\partial x_{1}}=-\frac{\nu}{U} \frac{\partial u_{2}}{\partial t},  \tag{5.23}\\
\left\{\begin{array}{l}
\nu \frac{\partial u_{1}}{\partial x_{1}}=\frac{U^{2}-c^{2}}{U} u_{1}+\nu \frac{U^{2}+c^{2}}{U\left(U^{2}-c^{2}\right)} \frac{\partial u_{1}}{\partial t}, \\
\nu \frac{\partial u_{2}}{\partial x_{1}}=u_{2}+\frac{\nu}{U} \frac{\partial u_{2}}{\partial t}, \quad \varphi=-\frac{c^{2}}{U} u_{1}, \\
\nu \frac{\partial u_{1}}{\partial x_{1}}=0, \quad \nu \frac{\partial u_{2}}{\partial x_{1}}=-\frac{\nu}{U} \frac{\partial u_{2}}{\partial t} .
\end{array}\right. \tag{5.24}
\end{gather*}
$$

These boundary conditions are well posed in the classical sense: we have neglected the terms which could prevent the energy from decreasing in time. Furthermore, they still give an approximation to the inviscid problem with boundary conditions ( $5.14+i$ ) in $O\left(\nu^{2}\right)$ : the relevant equations are unchanged. However, the last statement remains formal, since the decoupling conditions still do not hold.

So far we have considered approximations to the inviscid equations with the "zero-order" boundary conditions (2.17), which are those used in practice. It is tempting to try to approximate the Euler problem better. This adds new important difficulties: as pointed out in [EM] the choice of the "good" boundary condition in the hyperbolic case is not canonical, and furthermore, it is not clear whether or not it is well posed in the sense of Kreiss. An analysis of such boundary conditions, together with numerical experiments, will be presented in a forthcoming paper.
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# ADMISSIBILITY CONDITIONS FOR SHOCKS IN CONSERVATION LAWS THAT CHANGE TYPE* 
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#### Abstract

Systems of conservation laws which are not of classical hyperbolic type appear in models for some complex flows. To formulate admissibility conditions for shocks, a single shock is regularized between a point where the system is hyperbolic and a point where it is not, by the addition of a higher-order term ("viscosity matrix"), to obtain an admissibility criterion based on the existence of connecting orbits in a related dynamical system. This criterion is more sensitive to the structure of the viscosity matrix than in the classical hyperbolic case.
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1. Introduction. We consider a pair of conservation laws,

$$
\begin{equation*}
w_{t}+h_{x} \equiv w_{t}+A(w) w_{x}=0, \tag{1.1}
\end{equation*}
$$

where

$$
h=h(w), \quad w=(u, v), \quad h=(f, g) .
$$

The characteristic speeds $\lambda_{i}$ satisfy

$$
\lambda^{2}-\operatorname{tr} A \lambda+\operatorname{det} A=0 .
$$

They are ordered, by convention, $\lambda_{1}<\lambda_{2}$, when they are real. The system is hyperbolic or elliptic according to whether

$$
D(w)=(\operatorname{tr} A)^{2}-4 \operatorname{det} A
$$

is positive or negative. We assume that there are open sets

$$
\mathscr{H}=\{w \mid D(w)>0\}, \quad \mathscr{E}=\{w \mid D(w)<0\}
$$

representing each type, and that their common boundary,

$$
\begin{equation*}
\mathscr{B}=\{w \mid D(w)=0\}, \tag{1.2}
\end{equation*}
$$

is a smooth curve.
Systems with this feature appear as models for propagation of phase boundaries in elasticity [10], in fluids of van der Waals type near the critical temperature [19], and in the dynamics of some models for shape-memory alloys or austenitic to martensitic transitions in solids [1]. Change of type has also been noted in models for pressuredriven, convection-dominated, three-phase flow in porous media [3]. Some unusual models of flows have also led to systems that change type; these include a kinematic model for two-directional traffic flow [4] and an ecological model [9].

The theory we formulate in this work indicates that there are at least two classes of flows that change type, and we observe that this corresponds to a distinction in the observed phenomena. In models for the dynamics of phase transitions, the presence

[^99]of an elliptic region is coexistent with a physically unstable range of the order variable (density or strain), as manifested by the behavior of the constitutive relation. A typical system is
\[

$$
\begin{equation*}
u_{t}-v_{x}=0, \quad v_{t}-\sigma(u)_{x}=0 . \tag{1.3}
\end{equation*}
$$

\]

This system is a nonlinear wave equation whose characteristic speeds $\pm \sqrt{\sigma^{\prime}}$ are real and opposite when $\sigma(u)$ is an increasing function of $u$, and complex, with real part zero, when $\sigma(u)$ is decreasing. The symmetry of the wave speeds expresses Galilean invariance of the system: this system is of wave equation type. Symmetry is absent in three-phase porous medium flow, where the pressure differential breaks the reflectional symmetry; it is absent also in the kinematic model of traffic flow and in abstract models, such as general perturbations of quadratic flux functions [8]. Also, there is no obvious physical instability connected with the elliptic region in these models. The theory presented here finds the second class to be generic; all wave-equation-type examples exhibit a degeneracy.

Change of type occurs also in steady transonic flow; the model equations are of the form

$$
\begin{equation*}
h_{x}+k_{y} \equiv A(w) w_{x}+B(w) w_{y}=0, \tag{1.4}
\end{equation*}
$$

and the characteristic directions $(\xi, \eta)$, which are the roots of

$$
\operatorname{det}|\xi A(w)+\eta B(w)|=0,
$$

are real on one side of the sonic line and complex on the other.
There are significant mathematical differences between (1.4) and (1.1).
An attempt to formulate admissibility conditions for systems of mixed type based on the model (1.4) was made by Mock [17]. Although there is some overlap, the results in [17] cannot be applied without modification to (1.1). Conversely, the normal form analysis which is the main result of the present paper can be applied to (1.4), but a different normal form is required [16].
2. Conservation law considerations. We study the admissibility of uniform planar shocks: solutions of (1.1) of the form

$$
w(x, t)= \begin{cases}w_{0}, & x<s t,  \tag{2.1}\\ w_{1}, & x>s t\end{cases}
$$

where $w_{0}$ and $w_{1}$ are constant states, related to the shock speed $s$ by the RankineHugoniot relation:

$$
\begin{equation*}
s[w]-[h] \equiv s\left(w_{1}-w_{0}\right)-\left(h\left(w_{1}\right)-h\left(w_{0}\right)\right)=0, \tag{2.2}
\end{equation*}
$$

which makes (2.1) a weak solution of (1.1). For fixed $w_{0}$, the set of values $w$ such that (2.2) is satisfied for some $s$ forms the wave locus,

$$
\begin{equation*}
W\left(w_{0}\right)=\left\{w \mid \exists s \ni s\left(w-w_{0}\right)=h(w)-h\left(w_{0}\right)\right\} . \tag{2.3}
\end{equation*}
$$

Locally, $W$ is a curve, parameterized by $s$.
Not every configuration (2.1) that satisfies (2.2) is an admissible solution. In the equations of isentropic gas dynamics in Lagrangian coordinates (equation (1.3) with $\sigma$ a monotone function) $W$ comprises four branches, which may be labeled $S_{i}$ and $S_{i}^{*}, i=1$ or 2 . Each extends from $w_{0}$ to infinity; $S_{i}$ and $S_{i}^{*}$ are tangent to $r_{i}$, the right eigenvector of $A$ corresponding to $\lambda_{i}$, and $s \rightarrow \lambda_{i}$ as $w \rightarrow w_{0}$ along each branch. In addition, $s$ is monotonically decreasing on $S_{i}^{*}$, and increases along $S_{i}$, as $w \rightarrow w_{0}$. Admissibility is determined by the Lax geometric entropy condition (LGEC):

$$
\lambda_{i}\left(w_{0}\right)>s>\lambda_{i}(w)
$$

for $i=1$ or 2, where $w$ is the state on the right in (2.1). Figure 1 illustrates the situation schematically: points on the $S_{i}$ branches correspond to admissible shocks in (2.1), while if $w_{1} \in S_{i}^{*}\left(w_{0}\right)$, then an admissible shock is obtained if left and right are reversed in (2.1). (See [20] or [11] for a discussion.)

The LGEC cannot be applied to equations that change type. In this paper we apply a well-known method that is not sensitive to type, the viscous profile criterion: admissible shocks are those solutions of (2.1) that are limits as $\varepsilon \rightarrow 0$ of self-similar solutions of

$$
\begin{gather*}
w_{t}+h_{x}=\varepsilon\left(M w_{x}\right)_{x},  \tag{2.4}\\
w=w(\xi) \equiv w\left(\frac{x-s t}{\varepsilon}\right), \quad w(\xi) \rightarrow \begin{cases}w_{0}, & \xi \rightarrow-\infty, \\
w_{1}, & \xi \rightarrow \infty\end{cases} \tag{2.5}
\end{gather*}
$$

Such a $w(\xi)$ is a heteroclinic orbit of the vector field

$$
\begin{equation*}
M \frac{d w}{d \xi}=h(w)-s w+c \tag{2.6}
\end{equation*}
$$

where $c$ is the value $s w_{0}-h\left(w_{0}\right)=s w_{1}-h\left(w_{1}\right)$, from (2.2). The matrix $M$ is called the viscosity matrix.
3. The Hugoniot loop. The fact that there are solutions of (2.2) with real $s$ for which one state is in $\mathscr{H}$ and the other in $\mathscr{E}$ is well known from many examples. The first theorem of this section is a local result which gives a qualitative description of the wave locus $W\left(w_{0}\right)$ when $w_{0}$ is near $\mathscr{B}$.

A nondegeneracy hypothesis $\nabla_{w} D(w) \neq 0$ on $\mathscr{B}$, which guarantees that $\mathscr{B}$ is a smooth curve, will be assumed throughout. This implies that

$$
N(w)=A(w)-\lambda(w) I
$$

is a nilpotent matrix of rank one on $\mathscr{B}$ [15]. Thus $N$ has a unique right eigenvector $r$ and left eigenvector $l$ on $\mathscr{B}$. We impose a second nondegeneracy condition

$$
\begin{equation*}
l^{T} d^{2} h(r, r)>0 \tag{3.1}
\end{equation*}
$$

on $\mathscr{B}$. (Points where this condition fails are interesting, and are discussed in [15].) If (3.1) holds, then (1.1) is genuinely nonlinear in $\mathscr{H}$, sufficiently close to $\mathscr{B}$, and also


Fig. 1. Admissibility for hyperbolic systems.
satisfies the Smoller-Johnson interaction condition [11]:

$$
l_{j}^{T} d^{2} h\left(r_{i}, r_{i}\right)>0 \quad \text { for } i, j=1,2 .
$$

Here $r_{i}$ and $l_{i}$ are right and left unit eigenvectors of $A=d h$ corresponding to $\lambda_{i}$, normalized by $r_{i} \cdot \nabla \lambda_{i}>0$ and $l_{i} \cdot r_{i}>0$. Figure 2 illustrates $W\left(w_{0}\right)$ in a neighborhood of $w_{0}$ when $w_{0}$ is near $\mathscr{B}$. (Necessarily, $S_{1}^{*}$ and $S_{2}$ are the branches that turn toward $\mathscr{B}$.) It can be seen that

$$
\lim r_{1}(w)=r\left(w_{*}\right), \quad \lim r_{2}(w)=-r\left(w_{*}\right), \quad \lim l_{i}(w)=l\left(w_{*}\right)
$$

as $w \rightarrow w_{*} \in \mathscr{B}$ through points in $\mathscr{H}$. Also, writing $N$ as $\beta \alpha^{T}$, we have $r=\beta /|\beta|$ and $l=-\alpha /|\alpha|$. Finally, $r$ is directed strictly into $\mathscr{E}$.

Theorem 3.1. Let $w_{*}$ be a point in $\mathscr{B}$ where (3.1) holds. Then for $w_{0}$ in a neighborhood $\mathcal{N}$ of $w_{*}, W\left(w_{0}\right)$ has the following structure:

- If $w_{0} \in \mathscr{B}$, then $W$ forms a cusp opening into $\mathscr{H}$, with axis tangent to $r\left(w_{0}\right)$. The value of $s$ at $w_{0}$ is $\lambda\left(w_{0}\right)$, and $d s / d \mu=\mathscr{O}(1 / \sqrt{\mu})$ near $w_{0}$, where $\mu$ is arclength on W.
- If $w_{0} \in \mathscr{E}$, then $W$ is the union of $w_{0}$ itself and a smooth curve lying entirely in $\mathscr{H}$ (and therefore disconnected from $w_{0}$ ); sis monotonic on $W$.
- If $w_{0} \in \mathscr{H}$, then $W$ consists of a loop which crosses $\mathscr{B}$, and two segments which leave $\mathcal{N}$ in the opposite direction; thus, $W$ is a curve with a self-intersection; $s$ is monotonic along the entire curve.
Remark. The first and third possibilities are illustrated in Fig. 2. We shall refer to the segment between the two self-intersections as the Hugoniot loop.

Proof. The zero-set of (2.2),

$$
G\left(w, w_{0}, s\right) \equiv h(w)-h\left(w_{0}\right)-s\left(w-w_{0}\right)=0,
$$

can be analyzed as a bifurcation problem, using the singularity theory approach of Golubitsky and Schaeffer and the notion of $t$-equivalence [5, p. 129]. This type of equivalence reflects the persistence of the trivial solution $w=w_{0}$ for all values of the bifurcation parameter $s$. Since $d G$ has rank greater than or equal to $1, G$ can be reduced to a one-state-variable problem; we use a Lyapunov-Schmidt reduction that preserves the $t$-equivalence. Fixing $w_{0}=w_{*} \in \mathscr{B},\left.d G\right|_{0}=N\left(w_{*}\right)$; a basis for ker $N$ is $r$ and a basis for (Range $N)^{\perp}$ is $l$. We express $w$ implicitly in terms of a reduced variable $x$ as

$$
w=x r+w_{p}(x, \nu)+w_{0}
$$

where $\nu=s-\lambda$ is the bifurcation parameter. A straightforward calculation shows that $G$ is $t$-equivalent to

$$
\eta x^{2}+\delta x \nu^{2}=0,
$$



Fig. 2. The Hugoniot loop.
where

$$
\eta=l^{T} d^{2} h(r, r)>0, \quad \delta=\frac{2}{|\alpha||\beta|}>0 .
$$

This normal form has $t$-codimension 1, and an unfolding,

$$
\begin{equation*}
\eta x^{2}+\delta x \nu^{2}+a x=0 \tag{3.2}
\end{equation*}
$$

is obtained by perturbing $w_{0}$ away from $\mathscr{B}$, say

$$
w_{0}=w_{*}+a r .
$$

The conclusions of the theorem now follow upon examining the nontrivial solution of (3.2), $x=-\nu^{2}-a$, and noting that $x$ and $a$ refer to distances along the vector $r$.

When $a<0$, so that $w_{0} \in \mathscr{H}$, the solution $x$ has two zeros at $\nu= \pm \sqrt{(-a)}$ corresponding to the two ends of the loop. We can parameterize the loop by arclength so that $s$ is monotonically decreasing on the loop. At $\nu=0, x>0$, so that the loop contains a subinterval inside $\mathscr{E}$.

A similar theorem was proved by Mock [17], using expansions of $h$ near $\mathscr{B}$. Theorem 3.1 clarifies the hypotheses and shows that the size of $\mathcal{N}$ depends on the region of validity of the Lyapunov-Schmidt procedure, which can be determined in specific examples.

To study the vector field (2.6) for $w_{0}$ in $\mathcal{N}$ and $w_{1}$ in $W\left(w_{0}\right)$, we again choose a degenerate case and unfold it, this time using vector field unfoldings.

Theorem 3.2. Under assumption (3.1) and an additional nondegeneracy condition

$$
\begin{equation*}
l^{T} d^{2} h(r, l)+r^{T} d^{2} h(r, r) \neq 0 \tag{3.3}
\end{equation*}
$$

then (2.6) at $w_{0}=w_{1}=w_{*} \in \mathscr{B}$, and $M=I$ is equivalent (in the sense of vector field equivalence) to

$$
\begin{align*}
& \dot{x}=y,  \tag{3.4}\\
& \dot{y}=A x^{2}+2 B x y,
\end{align*}
$$

Furthermore, varying $w_{0}, w_{1}$, and $M$ in a neighborhood of these values gives a universal unfolding of the vector field.

Remarks. (1) System (3.4) is the Takens-Bogdanov normal form. It has codimension two, in the sense of vector field unfoldings, and is discussed in detail by Guckenheimer and Holmes [6, p. 365]. For the application to (2.6), we wish to unfold under $t$-equivalence, so that the solution $w_{0}=w_{1}$ is preserved. The unfolding in this case was worked out by Hirschberg and Knobloch [7]. Unfolding theory for vector fields (as in [6] and [7]) does not consider a distinguished parameter, so an interpretation in the spirit of Theorem 3.1 requires further discussion. This follows the proof.
(2) It is not necessary to vary $M$ to obtain the universal unfolding, but it is useful to recognize that $M \neq I$ is included in the application of this theorem.
(3) The additional nondegeneracy condition (3.3) is necessary to obtain the normal form (3.4), and it is not always satisfied. For example, the nonlinear wave equation (1.3) is always degenerate. On the other hand, the model equation devised in [12] to explain some features of a three-phase porous medium flow system and quadratic models, such as [4], [8], and [9], satisfy this condition, except for special values of the parameters. For this reason, such systems were called generic in the Introduction.

Proof. Without loss of generality, let $c=0$ and $w_{0}=w_{1}=w_{*}=0$ in (2.6). By subtracting $\lambda(0) w$ from $h$ we may assume $\lambda(0)=0$ also, and so $s=0$. The linearization of (2.6) at the critical point $w=0$ is

$$
\begin{equation*}
\frac{d w}{d \xi}=d h(0) w \equiv N w \tag{3.5}
\end{equation*}
$$

where $N$ is the nilpotent matrix previously encountered. By performing a linear change of coordinates, $w \mapsto P w$, if necessary, we may assume $r=(-1,0)^{T}, l=(0,1)^{T}$ and

$$
N=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) .
$$

Expanding $h$ through quadratic powers of $w$ now yields

$$
h(w)=N w+d^{2} h(w, w) .
$$

Write $w=x r-y l$, and expand $d^{2} h$, which is bilinear in its arguments. Equation (2.6) (with signs reversed) now agrees with (3.4) through linear terms; the higher-order terms must be removed by a nonlinear change of variables. Noting that

$$
d^{2} h(w, w)=x^{2} d^{2} h(r, r)-2 x y d^{2} h(r, l)+y^{2} d^{2} h(l, l)
$$

and that multiplication by $r$ and $-l$, respectively, gives the contribution to the first and second equations, we obtain

$$
\begin{equation*}
A=-l^{T} d^{2} h(r, r), \quad B=l^{T} d^{2} h(r, l)+r^{T} d^{2} h(r, r) \tag{3.6}
\end{equation*}
$$

upon carrying out the nonlinear change of variables explicitly.
A universal unfolding of (3.4) that respects the trivial solution but has no other symmetries is [7]

$$
\begin{equation*}
\dot{x}=y, \quad \dot{y}=A x^{2}+2 B x y+\mu_{1} x+\mu_{2} y . \tag{3.7}
\end{equation*}
$$

The fixed points are $(0,0)$ and $\left(-\mu_{1} / A, 0\right)$, and the linearization at zero is

$$
\left(\begin{array}{cc}
0 & 1 \\
\mu_{1} & \mu_{2}
\end{array}\right) .
$$

In identifying unfolding variables, we may choose $\mu_{1}=\left(w_{1}-w_{0}\right) \cdot r$. If we specify $\mu_{1} \geqq 0$, we avoid some redundancy. Now $w_{0}$ is the origin, and is a saddle in the dynamics, while $w_{1} \in W\left(w_{0}\right)$ is to the left of it in the Hugoniot loop. As discussed earlier, we must have $w_{0} \in \mathscr{H}$ if $w_{1} \rightarrow w_{0}$, and then the approach is along a 1 - or 2 -shock branch. If $w_{0} \notin \mathscr{B}$, then the steady-state bifurcation as $w_{1}$ crosses $w_{0}$ is transcritical, and $\mu_{2}$ is any parameter that measures the nondegeneracy of this bifurcation: for example, $\mu_{2}=\lambda_{2}\left(w_{0}\right)-\lambda_{1}\left(w_{0}\right)$ is adequate locally. As $w_{0} \rightarrow \mathscr{B}$, we use a smooth determination $\mu_{2}=\lambda_{i}\left(w_{0}\right)-\lambda_{j}\left(w_{0}\right)$ of the eigenvalues. We did not attempt to find an unfolding using the minimum number of variables.

If $M \neq I$, the linearized system (3.5) is associated with the matrix $M^{-1} N$, which may not have a double zero eigenvalue. However, if $M$ is close to $I$, there will be a codimension-2 bifurcation point near $w_{1}=w_{0}=w_{*}$ : perturbing $M$ is yet another way of unfolding the singularity.

This completes the proof of Theorem 3.2. We now turn to a qualitative analysis of the vector field (2.6) for $w_{0}$ and $w_{1}$ in $\mathcal{N}$. Assume $w_{0}$ to be in $\mathscr{H}$, and $w_{1}$ in the Hugoniot loop of $w_{0}$; allow $w_{0}$ to represent either the forward or the backward limit in (2.5). We describe the sequence of vector field bifurcations as $w_{1}$ traverses the Hugoniot loop, introducing $s$ as a distinguished parameter; this gives a path
( $\mu_{1}(s), \mu_{2}(s)$ ) through unfolding space. We refer to Fig. 3, which follows [7]. The coordinate axes are $\mu_{1}$ and $\mu_{2}$. The Hugoniot loop traces a path in this space beginning on the negative $\mu_{2}$ axis (when $w_{1}=w_{0}$ and $s=\lambda_{2}$ ) and ending on the positive $\mu_{2}$ axis ( $w_{1}=w_{0}$ and $s=\lambda_{1}$ ), and traversing three open regions in the right half plane. For $s$ near $\lambda_{2}$, there is a connecting orbit: a solution of (2.4), (2.5) with limit (2.1) as $\varepsilon \rightarrow 0$. In this region, states $w_{1}$ near $w_{0}$ are on the classical $S_{2}$ branch of $W\left(w_{0}\right)$, and these are classical 2 -shocks as long as $w_{1}$ remains in $\mathscr{H}$. The transition of $w_{1}$ into $\mathscr{E}$ does not affect the existence or qualitative properties of the orbit. It is true that if $M=I$, then $w_{1} \in \mathscr{B}$ marks a change of type of the unstable critical point, from a node to a spiral, but this transition occurs at a different value of $w_{1}$ if $M \neq I$.

The other end of the loop, near the positive $\mu_{2}$ axis, corresponds to a state $w_{1}$ in $S_{1}^{*}$ : the admissible shock wave represented by this pair is

$$
w(x, t)= \begin{cases}w_{1}, & x<s t, \\ w_{0}, & x>s t .\end{cases}
$$

This orbit also persists as $w_{1}$ crosses $\mathscr{B}$ into $\mathscr{E}$.
Two curves $B_{h}$ and $B_{s c}$, which separate the $S_{2}$ and $S_{1}^{*}$ branches, enclose an open region in which there is no orbit connecting the fixed points of (3.7). According to the sign of $B$ in (3.7), $B_{h}$ and $B_{s c}$ are as shown here ( $B<0$ ) or interchanged. At a point on $B_{h}$, a Hopf bifurcation occurs at $w_{1}$. For $M=I$, a simple calculation in (2.6) shows that this occurs when

$$
\begin{equation*}
s\left(w_{1}, w_{0}\right)=\operatorname{Re} \lambda_{1}\left(w_{1}\right)=\operatorname{Re} \lambda_{2}\left(w_{1}\right), \tag{3.8}
\end{equation*}
$$

and hence that $w_{1}$ is in $\mathscr{E}$ at this point. For any other choice of $M$, the point may be similarly calculated; this is always a local condition.

In the wedge between $B_{h}$ and $B_{s c}, w_{1}$ is a stable spiral, and an unstable limit cycle separates all orbits containing $w_{1}$ from any orbit reaching $w_{0}$. Geometrically, this limit cycle grows in size as the point ( $\left.\mu_{1}(s), \mu_{2}(s)\right)$ moves away from $B_{h}$. The curve $B_{s c}$ represents a line of saddle connections: the limit cycle coincides with a homoclinic loop at $w_{0}$, which disappears on the other side of $B_{s c}$ (the "blue sky catastrophe"). The existence of $B_{s c}$ could be inferred from the necessity of continuous transitions of the vector field along the Hugoniot loop, but the fact that it is unique, under the


Fig. 3. The vector field bifurcations.
nondegeneracy conditions holding for (3.4) and its unfolding, is a consequence of the theory in [6] and [7]. Furthermore, it is theoretically quite difficult to find the point on the Hugoniot loop at which $w_{1} \in B_{s c}$, since this, unlike (3.8), is not a local condition.
4. The viscous profile criterion and shock admissibility. We restate the conclusion of Theorem 3.2 as it applies to a shock configuration on the Hugoniot loop. (See Fig. 4.)


Fig. 4. Admissibility conditions on the Hugoniot loop.

Corollary to Theorem 3.2. Under the nondegeneracy conditions $\nabla D(w) \neq 0$ at $w_{*}$ on $\mathscr{B}$, and (3.1) and (3.3), and for $w_{0}$ and $w_{1}$ in a neighborhood $\mathcal{N}\left(w_{*}\right)$ in which the reduction to normal form is valid, the Hugoniot loop of $w_{0}$ is divided by two points, $B_{s c}$ and $B_{h}$, into three open intervals: in $S_{2}$ and $S_{1}^{*}$, there are connecting orbits that give shock profiles that extend the 2- and 1-shocks, respectively. These profiles are not necessarily monotone.

Between $B_{h}$ and $B_{s c}$ is an open interval where no connecting orbit exists.
For a given value of $w_{0}$, the locations of $B_{s c}$ and $B_{h}$ depend on the choice of $M$. When $M$ is near $I$, both points are in $\mathscr{E}$.

Existence of traveling wave orbits for (2.6) can be related to other admissibility criteria. In [13], Keyfitz suggested an extension of the LGEC for states in $\mathscr{E}$ : for a 2-shock with $w_{1} \in \mathscr{E}$,

$$
\begin{equation*}
\lambda_{2}\left(w_{0}\right)>s>\operatorname{Re} \lambda_{2}\left(w_{1}\right), \quad \lambda_{1}\left(w_{0}\right)<s, \quad \operatorname{Re} \lambda_{1}\left(w_{1}\right)<s \tag{4.1}
\end{equation*}
$$

This condition is insufficient: it does not take into account $B_{s c}$ and the possibility of a limit cycle. Furthermore, while the analogous condition for a 1 -shock appears correct for the case where $M=I$ and $B<0$, it is incorrect when $M \neq I$. A simple geometric condition equivalent to the viscous profile criterion does not exist in this case. Since the LEGC is based on properties of initial boundary-value problems, we can pose such a problem when change of type occurs. We have some preliminary results in [2] that are consistent with the present paper.

The results in § 3 explicitly exclude system (1.3), for which $B=0$. For $M=I$, the curve $B_{h}$ exists and along this curve the system is Hamiltonian. Perturbation to $M \neq I$ will introduce both the cases $B>0$ and $B<0$. The normal form for this singularity requires third-order terms.

For some model problems, such as (1.3), a singular viscosity matrix may be appropriate. For example, Shearer used this as an admissibility condition in [18]. We have excluded singular viscosities from the theorems by requiring $M$ to be near $I$, but have examined them in numerical experiments. We conjecture that they describe a limiting case for the $S_{2}$ and $S_{1}^{*}$ intervals on the Hugoniot loop.

Acknowledgments. In applying bifurcation theory, both steady state and dynamic, to find and describe the local form of the wave locus and orbit structure, I benefited from discussions with Marty Golubitsky and Bill Farr. These results were first presented at the GAMM International Conference in honor of Jack Hale on Problems Involving Change of Type; a summary appears in [14].
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#### Abstract

This article studies the behavior of the weak solution of the Cauchy problem to quasilinear degenerate parabolic equation $u_{t}=\left(u^{\sigma} u_{x}\right)_{x}+u^{\sigma+1}$, where $\sigma>0$ is a fixed constant, with a nonnegative bounded compactly supported initial function. Let $T_{0}$ be the finite blowup time for solution $u(x, t)$. The estimate $\sup _{x} u(x, t) \leqq M(t)$ for all $t \in\left(0, T_{0}\right)$, where $M(t)$ is defined from some nonlinear ordinary differential equation, is proved by the comparison of intersection methods (based on the theory of lap number or zero set) with explicit noninvariant blowup solution.
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1. Introduction. Main results. In this paper we consider the Cauchy problem for the quasilinear degenerate parabolic equation

$$
\begin{gather*}
u_{t}=\left(u^{\sigma} u_{x}\right)_{x}+u^{\sigma+1} \text { for } x \in \mathbf{R}=(-\infty, \infty), \quad t>0,  \tag{1.1}\\
u(x, 0)=u_{0}(x) \text { in } \mathbf{R} . \tag{1.2}
\end{gather*}
$$

Here $\sigma>0$ is a fixed constant. We assume that the initial function satisfies the hypotheses

$$
\begin{align*}
& u_{0} \geqq 0 \quad \text { in } \mathbf{R}, \quad u_{0} \not \equiv 0, \quad \text { sup } u_{0}<\infty, \\
& u_{0} \text { has compact support supp } u_{0}=\left\{x \in \mathbf{R} \mid u_{0}(x)>0\right\},  \tag{1.3}\\
& u_{0}^{\sigma} \text { is uniformly Lipschitz continuous in } \mathbf{R} .
\end{align*}
$$

Equation (1.1) describes the evolution of initial temperature $u_{0}$ in a medium with nonlinear heat conduction coefficient $k(u)=u^{\sigma}$ and heat source $Q(u)=u^{\sigma+1}$ depending on the temperature $u=u(x, t) \geqq 0$.

It is well known [4], [20, p. 208] that for any nonzero, nonnegative, initial function problem (1.1), (1.2) has no global (in time) solution and $u(x, t)$ blows up in finite time $T_{0}$, i.e., the weak solution $u(x, t)$ exists in $\mathbf{R} \times\left[0, T_{0}\right)$ and

$$
\begin{equation*}
\varlimsup_{t \rightarrow T_{0}^{-}} \sup _{x \in \mathbf{R}} u(x, t)=+\infty . \tag{1.4}
\end{equation*}
$$

Here $T_{0}=T_{0}\left(u_{0}\right)$, depending upon the initial function $u_{0}$, is called the finite blowup time of the unbounded solution $u(x, t)$.

In this paper some global properties of the unbounded solution of the Cauchy problem (1.1), (1.2) on the whole time interval ( $0, T_{0}$ ) are investigated. Detailed information concerning different properties of unbounded blowup solutions of (1.1) and of the equation with power nonlinearities of a more general kind,

$$
\begin{equation*}
u_{t}=\left(u^{\sigma} u_{x}\right)_{x}+u^{\beta}, \quad x \in \mathbf{R}, \quad t>0, \tag{1.5}
\end{equation*}
$$

where $\sigma>0$ and $\beta>1$ are arbitrary fixed constants, are given in [20, Chaps. IV, V, VII]; see also the list of references given there. Properties of blowup solutions of the

[^100]Cauchy problem for (1.5) are quite different for three cases: (i) so-called LS evolution of blowup solution, $\beta>\sigma+1$, when $u(x, t)$ may go to infinity as $t \rightarrow T_{0}$ in a domain of zero measure or single point blowup (see [7], [20, p. 253]); (ii) $S$ evolution, $\beta=\sigma+1$, when under the hypothesis (1.3) the spatial blowup set for the solution $u(x, t)$ is a bounded domain of nonzero measure (see [20, p. 230], [3]); (iii) HS evolution, $\beta<$ $\sigma+1$, when $u(x, t) \rightarrow+\infty$ as $t \rightarrow T_{0}$ for any $x \in \mathbf{R}$ (see [20, p. 238]). This classification (LS, S, and HS evolutions) of different types of unbounded blowup solutions was introduced approximately twenty years ago. See a full list of references in [20].

Thus the case $\beta=\sigma+1$ is the interesting "boundary" one between the region $\{\beta>\sigma+1\}$ of single point localization of blowup solutions and region $\{\beta<\sigma+1\}$ of nonlocalized solutions of total blowup.

We now state the main result of the paper.
Theorem 1. Let the hypotheses (1.3) hold and let $T_{0} \in(0, \infty)$ be the finite blowup time of the solution to (1.1), (1.2). Then

$$
\begin{equation*}
\|u(\cdot, t)\|_{L^{\infty}(\mathbf{R})} \equiv \sup _{x \in \mathbf{R}} u(x, t) \leqq\{\varphi(t)[\psi(t)+1]\}^{1 / \sigma}, \quad t \in\left(0, T_{0}\right), \tag{1.6}
\end{equation*}
$$

where the function $\psi(t) \in(-1,1)$ satisfies the ordinary differential equation

$$
\begin{gather*}
\psi^{\prime}=\sigma(\sigma+1)^{-1} C_{0}\left(1-\psi^{2}\right)^{-\sigma / 2}, \quad t \in\left(0, T_{0}\right), \quad \psi(0)=-1,  \tag{1.7}\\
C_{0}=C_{0}\left(T_{0}\right) \equiv[(\sigma+1) / \sigma] T_{0}^{-1} B\left(1+\sigma / 2, \frac{1}{2}\right) \tag{1.8}
\end{gather*}
$$

( $B(p, q)$ is the beta-function), and

$$
\begin{equation*}
\varphi(t)=C_{0}\left[1-\psi^{2}(t)\right]^{-(\sigma+2) / 2}, \quad t \in\left(0, T_{0}\right) \tag{1.9}
\end{equation*}
$$

Note that the upper bound (1.6) holds for the arbitrary blowup solution and the right side of (1.6) depends only on the finite blowup time $T_{0}$ and does not depend on the initial function satisfying (1.3) (except through the value of $T_{0}$ ).

Estimate (1.6) allows for the possibility that the amplitude of the solution may be nonmonotonic in time. For example, $\sup _{x} u(x, t)$ may decrease for small $t>0$ and $\sup _{x} u(x, t) \rightarrow \infty$ as $t \rightarrow T_{0}$. Under some additional conditions on the initial function ( $u_{0}(-x)=u_{0}(x)$ in $\mathbf{R}$ and $u_{0} \neq$ const. is a nonincreasing function in $\mathbf{R}_{+}=(0, \infty)$ ) the same result was proved in [3]. In order to avoid these restrictive conditions on $u_{0}$ and to prove the estimate (1.6) for sufficiently arbitrary initial functions satisfying (1.3), we use the idea of the so-called "comparison of intersection" of blowup solutions from [5] and [6] (see also [10]).

If we define asymptotics of the function

$$
\begin{equation*}
M(t):=\{\varphi(t)[\psi(t)+1]\}^{1 / \sigma}, \quad t \in\left(0, T_{0}\right) \tag{1.10}
\end{equation*}
$$

as $t \rightarrow 0$ and $t \rightarrow T_{0}$ using (1.6) we get the following estimates.
Corollary 1. Under the hypotheses of Theorem 1 there exists $\tau_{1}>0$, depending on $\sigma$ and $T_{0}$, such that

$$
\begin{equation*}
\|u(\cdot, t)\|_{L^{\infty}(\mathbf{R})} \leqq a_{0} t^{-1 /(\sigma+2)}(1+o(1)), \quad 0<t<\tau_{1} \tag{1.11}
\end{equation*}
$$

where

$$
\begin{gather*}
a_{0}=a_{0}\left(T_{0}\right) \equiv 2^{-1 / \sigma}[(\sigma+1) / \sigma]^{1 / \sigma}(\sigma+2)^{-1 /(\sigma+2)}  \tag{1.12}\\
\cdot T_{0}^{-2 / \sigma(\sigma+2)}\left[B\left(1+\sigma / 2, \frac{1}{2}\right)\right]^{2 / \sigma(\sigma+2)} .
\end{gather*}
$$

Corollary 2. Under the hypotheses of Theorem 1 there exists $\tau_{2}>0$, depending on $\sigma$ and $T_{0}$, such that

$$
\begin{equation*}
\|u(\cdot, t)\|_{L^{\infty}(\mathbf{R})} \leqq\left[A_{0}^{-1}\left(T_{0}-t\right)\right]^{-1 / \sigma}(1+o(1)), \quad T_{0}-\tau_{2}<t<T_{0} \tag{1.13}
\end{equation*}
$$

where $A_{0}=2(\sigma+1) / \sigma(\sigma+2)$.
We shall show that the upper estimates (1.11) and (1.13) of the asymptotic behavior of the solution near $t=0$ and near finite blowup time $t=T_{0}$ are the best possible.

The plan of the paper is as follows. In § 2 we give some preliminary information and results. In $\S 3$ some basic properties of the noninvariant explicit solution of the equation (1.1) [8], [9] are described. The main result is obtained by the comparison of intersection (see [20, Chap. IV]) of the solution $u(x, t)$ with the above-mentioned explicit solution which has the same finite blowup time. Necessary preliminary information about the comparison of such an intersection is given in $\S 4$. Theorem 1 is proved in § 5 .

The explicit solution from $\S 3$ shows the existence of the weak solution of the Cauchy problem for (1.1) with singular initial function

$$
\begin{equation*}
u(x, 0)=\delta(x) \quad \text { in } \mathbf{R} \tag{1.14}
\end{equation*}
$$

( $\delta(x)$ is Dirac's measure). It is shown that the weak solution $u_{*}(t, x)$ of (1.1), (1.14) exists in $\mathbf{R} \times\left[0, T_{*}\right.$ ) where

$$
\begin{equation*}
T_{*}=2^{-1} \sigma^{-(\sigma+1)}(\sigma+1)^{(\sigma+2) / 2} B\left(1+\sigma / 2, \frac{1}{2}\right) B^{\sigma}\left(1+1 / \sigma, \frac{1}{2}\right) \tag{1.15}
\end{equation*}
$$

and $u_{*}(x, t) \rightarrow+\infty$ as $t \rightarrow T_{*}^{-}$in the localization domain $\omega_{L}=\left(-L_{s} / 2, L_{s} / 2\right)$, where $L_{s}=2 \pi(\sigma+1)^{1 / 2} / \sigma$ is the so-called fundamental length of the nonlinear medium described by (1.1) [20, Chap. IV], and $u_{*}(x, t)=0$ in (R$\left.\backslash \omega_{L}\right) \times\left[0, T_{*}\right)$.

The explicit solution $u_{*}(x, t)$ gives another general property of the localization of blowup solutions to (1.1). It was shown in [3] by the comparison of intersection that the right front $h_{+}(t) \equiv \sup \{x \in \mathbf{R} \mid u(x, t)>0\}$ of any unbounded solution satisfies the estimate

$$
h_{+}(t) \leqq h_{+}(0)+\left(L_{s} / 2 \pi\right) \cdot[\pi / 2+\arcsin \psi(t)]<h_{+}(0)+L_{s} / 2
$$

in $\left(0, T_{0}\right)$, where the function $\psi(t)$ is as defined in (1.7), (1.8). Hence the right heat front does not move more than a distance $L_{s} / 2$ from its initial position. This upper estimate is exact since the right front of the explicit solution $u_{*}(x, t)$ moves exactly through the distance $L_{s} / 2$ as $t \rightarrow T_{*}^{-}$. Therefore $L_{s}$ is really a fundamental characteristic of the nonlinear equation (1.1), since the property of the heat front mentioned above does not depend on the initial function.

The explicit solution (from § 3) illustrates several of the most general properties of a wide class of blowup solutions, i.e., it possesses the "fundamental" characteristics of the nonlinear equation (1.1).
2. Preliminary results. In the general case, the Cauchy problem for the quasilinear degenerate parabolic equation (1.1) admits a weak blowup solution.

A bounded continuous function $u(x, t)$ satisfying (1.2) is said to be a weak solution of the problem (1.1), (1.2) in $Q_{T}=\mathbf{R} \times[0, T]$ if there exists a weak derivative $\left(u^{\sigma+1}\right)_{x} \in$ $L_{\text {loc }}^{2}\left(Q_{T}\right)$, and if the identity

$$
\begin{equation*}
\iint_{Q_{T}}\left\{(\sigma+1)^{-1}\left(u^{\sigma+1}\right)_{x} f_{x}-u^{\sigma+1} f-u f_{t}\right\} d x d t=0 \tag{2.1}
\end{equation*}
$$

holds for arbitrary test functions $f \in C_{0}^{1}\left(Q_{T}\right)$. The function $u(x, t)$ is said to be a blowup weak solution of the problem (1.1), (1.2) in $\mathbf{R} \times\left[0, T_{0}\right.$ ) if it is a weak solution in $Q_{T}$ for all $T \in\left(0, T_{0}\right)$ and if (1.4) holds.

Local existence, uniqueness, and the comparison theorems for quasilinear degenerate parabolic equations of type (1.1) are proved, for instance, in [17]-[19] and [14]. See the detailed survey in [11]. For any points where $u>0$ and where the equation is uniformly parabolic with smooth coefficients, the weak solution is classical and has derivatives of arbitrary order. Nonexistence of the global weak solution to the problem (1.1), (1.2) for $u_{0} \neq 0$ was proved in [4]. See also [20, p. 208]. We shall use the well-known property of finite speed of propagation of disturbances for the degenerate equation (1.1), i.e., under hypotheses (1.3), $u(x, t)$ has compact support for any $t \in\left(0, T_{0}\right)$. See the references in [11].
3. Explicit solution. It has been shown in [8] and [9] that for arbitrary $\sigma>0$ the quasilinear parabolic equation (1.1) admits an explicit weak blowup solution of the form

$$
\begin{align*}
& u_{*}(x, t)=\left\{\varphi(t)\left[\psi(t)+\cos \left(2 \pi x / L_{s}\right)\right]\right\}^{1 / \sigma} \quad \text { for } x \in\left(-L_{s} / 2, L_{s} / 2\right), \\
& u_{*} \equiv 0 \quad \text { for } x \in \mathbf{R} \backslash\left(-L_{s} / 2, L_{s} / 2\right), \quad t \in\left(0, T_{0}\right), \tag{3.1}
\end{align*}
$$

where the function $\psi(t)$ satisfies the ordinary differential equation (1.7), (1.8) and the function $\varphi(t)$ is defined in (1.9). It can easily be shown that this explicit solution (for $C_{0}$ from (1.8)) has the finite blowup time $T_{0}$.

Consider the main evolution properties of the explicit solution (3.1). It describes the behavior of the blowup heat structure with nonmonotone spatial amplitude

$$
\begin{equation*}
\left\|u_{*}(\cdot, t)\right\|_{L^{\infty}(\mathbf{R})} \equiv u_{*}(0, t)=M(t) \equiv\{\varphi(t)[\psi(t)+1]\}^{1 / \sigma}, \quad t \in\left(0, T_{0}\right) \tag{3.2}
\end{equation*}
$$

and $u_{*}(0, t)=M(t) \rightarrow+\infty$ as $t \rightarrow T_{0}$. Using (1.7)-(1.9), we have that

$$
\begin{align*}
& u_{*}(0, t)=M(t)=a_{0} t^{-1 /(\sigma+2)}(1+o(1)) \rightarrow+\infty \quad \text { as } t \rightarrow 0  \tag{3.3}\\
& u_{*}(0, t)=\left[A_{0}^{-1}\left(T_{0}-t\right)\right]^{-1 / \sigma}(1+o(1)) \rightarrow+\infty \quad \text { as } t \rightarrow T_{0}^{-} \tag{3.4}
\end{align*}
$$

where constants $a_{0}, A_{0}$ are as defined in Corollaries 1 and 2.
Thus, the formulas above show that the spatial amplitude $M(t)$ of the solution $u_{*}(x, t)$ is a nonmonotone function. It is easy to calculate that

$$
\min _{\left(0, T_{0}\right)} M(t)=T_{0}^{-1 / \sigma} B^{1 / \sigma}\left(1+\sigma / 2, \frac{1}{2}\right)\left[\sigma(\sigma+2) /(\sigma+1)^{2}\right]^{-(\sigma+2) / 2 \sigma}
$$

for

$$
t=t_{m}=T_{0} B^{-1}\left(1+\sigma / 2, \frac{1}{2}\right) \int_{1 /(\sigma+1)}^{1}\left(1-z^{2}\right)^{\sigma / 2} d z \in\left(0, T_{0} / 2\right)
$$

For any $t \in\left(0, T_{0}\right)$ this explicit solution has the compact support with the right front

$$
\begin{equation*}
x=h_{+}^{*}(t) \equiv g(t) \equiv\left(L_{s} / 2 \pi\right)[\pi / 2+\arcsin \psi(t)], \quad t \in\left(0, T_{0}\right) . \tag{3.5}
\end{equation*}
$$

Therefore $u_{*}(x, t)$ is the localized solution, since $h_{+}^{*}(t)<L_{s} / 2$ for all $t \in\left(0, T_{0}\right)$ and $h_{+}^{*}\left(T_{0}^{-}\right)=L_{s} / 2$. Note that (3.5) leads to the following behavior of the right heat front:

$$
\begin{equation*}
h_{+}^{*}(t)=b_{0}^{1 / 2} t^{1 /(\sigma+2)}(1+o(1)) \quad \text { as } t \rightarrow 0, \tag{3.6}
\end{equation*}
$$

where

$$
b_{0}=b_{0}\left(T_{0}\right) \equiv(\sigma+1) \sigma^{-2}(\sigma+2)^{2 /(\sigma+2)} T_{0}^{-2 /(\sigma+2)}\left[B\left(1+\sigma / 2, \frac{1}{2}\right)\right]^{2 /(\sigma+2)} .
$$

Consider now a more detailed asymptotic space-time structure of $u_{*}(x, t)$ near $t=0$. Such results are important for comparison of intersection. First, we note that $u_{*}(x, t)$ is the nonnegative bounded weak solution of (1.1) in $\mathbf{R} \times[\tau, T]$ for arbitrary fixed $\tau \in\left(0, T_{0}\right)$ and $T \in\left(\tau, T_{0}\right)$. From (1.7) and (1.9) it follows that $\psi(t)=$ $-1+b_{0} t^{2 /(\sigma+2)}(1+o(1))$ and $\varphi(t)=A_{0} t^{-1}(1+o(1))$ as $t \rightarrow 0$. Therefore

$$
u_{*}(x, t)=\left(A_{0} t^{-1}(1+o(1))\left[b_{0} t^{2 /(\sigma+2)}(1+o(1))+\cos \left(2 \pi x / L_{s}\right)-1\right]\right)_{+}^{1 / \sigma} \quad \text { as } t \rightarrow 0 .
$$

Since $1-\cos \left(2 \pi x / L_{s}\right)=2 \sin ^{2}\left(\pi x / L_{s}\right)=2 \pi^{2} x^{2} / L_{s}^{2}+o\left(x^{2}\right)$ as $x \rightarrow 0$ we get

$$
\begin{equation*}
u_{*}(x, t)=a_{0} t^{-1 /(\sigma+2)}\left(\left[\left(1+\lambda_{1}(t, x)\right)-\left(x / b_{0}^{1 / 2} t^{1 /(\sigma+2)}\right)^{2}\right]\left(1+\lambda_{2}(t, x)\right)\right)_{+}^{1 / \sigma}, \tag{3.7}
\end{equation*}
$$

where $\lambda_{1}(t, x)$ and $\lambda_{2}(t, x)$ are sufficiently smooth functions such that $\lambda_{i}(t, x)=o(1)$ as $t+|x| \rightarrow 0, i=1,2$.

Hence, for $T_{0}=T_{*}$ (see (1.15)) the explicit solution $u_{*}(x, t)$ satisfies the initial condition (1.14) in the weak sense:

$$
\lim _{t \rightarrow 0} \int_{-\infty}^{\infty} u_{*}(x, t) \xi(x) d x=\xi(0)
$$

for arbitrary test functions $\xi \in C_{0}^{\infty}(\mathbf{R})$.
4. Comparison of intersection. Main preliminary statements. We now give some preliminary statements concerning the comparison of intersection of the solution of the problem (1.1), (1.2) with the explicit solution $u_{*}(x, t)$.

Let $u(x, t)$ be the solution of the Cauchy problem (1.1), (1.2) in $\mathbf{R} \times\left(0, T_{0}\right)$ with the initial function satisfying (1.3), and let $T_{0}$ be the finite blowup time. We suppose that $\operatorname{supp}_{x} u(x, t) \equiv\{x \in \mathbf{R} \mid u(x, t)>0\}=\left(h_{-}(t), h_{+}(t)\right)$, i.e., the support of $u(x, t)$ is the finite connected interval for any $t \in\left[0, T_{0}\right)$. Then $h_{ \pm}(t)$ are continuous functions in $\left[0, T_{0}\right), h_{+}(t)$ is a nondecreasing function, and $h_{-}(t)$ is a nonincreasing one. See the references in [11]. By the results of localization [3] (see also [20, p. 230]) we have the estimate $\operatorname{supp}_{x} u(x, t) \subset\left(h_{-}(0)-L_{s} / 2, h_{+}(0)+L_{s} / 2\right)$ for all $t \in\left(0, T_{0}\right)$.

Let $v(x, t)$ be the weak solution of the Cauchy problem for (1.1) in $\mathbf{R} \times\left(0, T_{0}\right)$ with some initial function $v(0, x)=v_{0}(x)$ satisfying the same hypotheses. We suppose that $v(x, t)$ has bounded connected support for any $t \in\left(0, T_{0}\right)$.

Proof of the main results of this paper are based on the following preliminary lemmas concerning the comparison of intersection method of different solutions $u(x, t)$ and $v(x, t)$ of the equation (1.1) [20, Chap. IV].

The functions $u\left(x, t_{0}\right)$ and $v\left(x, t_{0}\right)$ for fixed $t_{0} \in[0, T]$ are said to be intersected on the finite interval $[a, b]$, if the difference $w\left(x, t_{0}\right) \equiv u\left(x, t_{0}\right)-v\left(x, t_{0}\right)=0$ in [a,b], $w\left(x, t_{0}\right) \not \equiv 0$ in $[a-\varepsilon, a]$ and $[b, b+\varepsilon]$ and $w\left(x, t_{0}\right)$ changes sign in the interval $[a-\varepsilon, b+$ $\varepsilon$ ] for arbitrarily small $\varepsilon>0$. In other words, the finite interval [ $a, b$ ] is said to be an intersection if $w\left(x, t_{0}\right) \equiv 0$ on $[a, b]$, and for any small $\varepsilon>0$ there exist $x_{1} \in[a-\varepsilon, a]$, $x_{2} \in[b, b+\varepsilon]$, such that $w\left(x_{1}, t_{0}\right) w\left(x_{2}, t_{0}\right)<0$. If $a=b$ then this is the point of intersection. However, for the quasilinear degenerate parabolic equation (1.1) with weak compactly supported solutions there exist intervals of intersection.

We shall denote by $N(t)$, the number of intersections for fixed $t \in\left[0, T_{0}\right)$. Evidently, $N(t)$ is equal to the number of sign changes in $\mathbf{R}$ of the function $w(x, t)$.

The first statement of the comparison of intersection is the most general one.
Lemma 1 (see [20, p.240]). Let $N(0)<\infty$. Then $N(t)$ is a nonincreasing function and in particular

$$
\begin{equation*}
N(t) \leqq N(0) \quad \text { for all } t \in\left(0, T_{0}\right) . \tag{4.1}
\end{equation*}
$$

This result is well known for linear and quasilinear parabolic equations (see other such results in [1], [2], [5], [6], [10], [15], [16], [21]).

The second statement is a specific comparison theorem for different weak blowup solutions with the same finite blowup times.

Lemma 2 (see [20, p. 231]). Let $T_{0}$ be the finite blowup time for $v(x, t)$. Then

$$
\begin{align*}
& \left\{t \in\left[0, T_{0}\right) \mid \overline{\operatorname{supp}_{x}} v(x, t) \subset \operatorname{supp}_{x} u(x, t)\right. \\
& \quad \text { and } v(x, t) \leqq u(x, t) \text { in } \mathbf{R}\}=\varnothing . \tag{4.2}
\end{align*}
$$

From the simple properties of weak solutions it follows that if (4.2) is not valid and for some $t_{0} \in\left[0, T_{0}\right)$

$$
\begin{equation*}
\overline{\operatorname{supp}_{x}} v\left(x, t_{0}\right) \subset \operatorname{supp}_{x} u\left(x, t_{0}\right), \quad v\left(x, t_{0}\right) \leqq u\left(x, t_{0}\right) \quad \text { in } \mathbf{R} \tag{4.3}
\end{equation*}
$$

then blowup time for $v(x, t)$ is greater than blowup time for $u(x, t)$. It is easy to show by the strong maximum principle and comparison theorems that under conditions (4.3) there exist small $\tau_{1}>0, \tau_{2}>0$ such that $v\left(x, t_{0}+\tau_{1}+\tau_{2}\right) \leqq u\left(x, t_{0}+\tau_{1}\right)$ in $\mathbf{R}$, and hence by the usual comparison theorem $v\left(x, t+\tau_{2}\right) \leqq u(x, t)$ in $\mathbf{R} \times\left[t_{0}+\tau_{1}, T_{0}\right)$ (see [20, p. 231]). Letting $t=T_{0}-\tau_{2}$, we get $v\left(x, T_{0}\right) \leqq u\left(x, T_{0}-\tau_{2}\right)<+\infty$ in $\mathbf{R}$, i.e., $T_{0}$ is not the blowup time for $v(x, t)$, which leads to a contradiction of the hypothesis of Lemma 2.
5. Proof of Theorem 1. We shall compare the solution of the Cauchy problem (1.1), (1.2) with the explicit solution (3.1) (more precisely, with the two-parametric family of such explicit solutions).

Consider, for fixed arbitrary $\varepsilon>0$ and $\delta \in \mathbf{R}$, the function $v(x, t ; \varepsilon, \delta) \equiv$ $u_{*}(x-\delta, t+\varepsilon)$, where $\psi(t), \varphi(t)$ satisfy (1.7), (1.9), and $C_{0}=C_{0}\left(T_{0}+\varepsilon\right)$ is given in (1.8). Then $v(x, t ; \varepsilon, \delta)$ is the weak blowup solution in $\mathbf{R} \times\left(0, T_{0}\right)$ of the Cauchy problem for (1.1) with the initial function $v(x, 0 ; \varepsilon, \delta) \equiv u_{*}(x-\delta, \varepsilon)$ satisfying hypotheses (1.3). Clearly, $v(x, t ; \varepsilon, \delta)$ is the continuous function with respect to $x, t$ and $\varepsilon, \delta$. By construction, for any fixed $\varepsilon>0$ and $\delta \in \mathbf{R}$, solutions $u(x, t)$ and $v(x, t ; \varepsilon, \delta)$ have the same blowup time $T_{0}$.

Let $N(t ; \varepsilon, \delta)$ be the number of intersections of the functions $u(x, t)$ and $v(x, t ; \varepsilon, \delta)$.

Lemma 3. There exists sufficiently small $\varepsilon_{0}>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right], \delta \in \mathbf{R}$

$$
\begin{equation*}
\sup _{x \in \mathbf{R}} v(x, 0 ; \varepsilon, \delta) \equiv v(\delta, 0 ; \varepsilon, \delta) \equiv u_{*}(0, \varepsilon)>\sup _{x \in \mathbf{R}} u_{0}(x) \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
N(0 ; \varepsilon, \delta) \leqq 2 \tag{5.2}
\end{equation*}
$$

Proof. Estimates (5.1), (5.2) for arbitrary fixed $\varepsilon \in\left(0, \varepsilon_{0}\right], \delta \in \mathbf{R}$ follow from asymptotic behavior of $u_{*}(x, t)$ near $t=0$, given in (3.7).

From (5.2) and Lemma 1 it follows that

$$
\begin{equation*}
N(t ; \varepsilon, \delta) \leqq 2 \quad \text { for } 0<t<T_{0} \quad \text { for any } \varepsilon \in\left(0, \varepsilon_{0}\right], \quad \delta \in \mathbf{R} . \tag{5.3}
\end{equation*}
$$

We now prove that

$$
\begin{equation*}
\sup _{x \in \mathbf{R}} u(x, t) \leqq \sup _{x \in \mathbf{R}} v(x, t ; \varepsilon, \delta) \equiv v(\delta, t ; \varepsilon, \delta) \tag{5.4}
\end{equation*}
$$

for all $t \in\left[0, T_{0}\right)$.
Let

$$
\begin{equation*}
t_{*}=\sup \left\{s \in\left(0, T_{0}\right) \mid(5.4) \text { hold for all } 0 \leqq t \leqq s\right\}<T_{0} \tag{5.5}
\end{equation*}
$$

( $t_{*}>0$ by (5.1)). Then there exists $x_{*} \in \mathbf{R}$ such that

$$
\sup _{x \in \mathbf{R}} u\left(x, t_{*}\right)=u\left(x_{*}, t_{*}\right)
$$

and hence for $\delta=x_{*}$

$$
\sup _{x \in \mathbf{R}} v\left(x, t_{*} ; \varepsilon, x_{*}\right) \equiv v\left(x_{*}, t_{*} ; \varepsilon, x_{*}\right)
$$

i.e., $x=x_{*}$ is the maximum point for $u\left(x, t_{*}\right)$ and $v\left(x, t_{*} ; \varepsilon, x_{*}\right)$. Without loss of generality we suppose that $x=x_{*}$ is the point of strict maximum for $u\left(x, t_{*}\right)$, i.e., $u\left(x, t_{*}\right)<u\left(x_{*}, t_{*}\right)$ in a small deleted neighborhood of $x=x_{*}$. Evidently, the same assertion holds for the explicit solution $v\left(x, t_{*} ; \varepsilon, x_{*}\right)$. This assumption about zeros or maximum points is valid for arbitrary classical solutions of parabolic equations with sufficiently smooth coefficients. See different results in this direction [2], [5], [15], [21]. Note that all coefficients of (1.1) are smooth (and analytic) functions for $u>0$ and therefore we may assume that solutions of the Cauchy problems considered are $C^{\infty}$ (and analytic in $x$ ) functions at any point of positivity of the solution [12], [13] (see also [1] where analyticity results were obtained for a wide class of nonlinear degenerate parabolic equation including our quasilinear equation (1.1)). Under these hypotheses any positive maximum of $u\left(x, t_{*}\right)$ is the isolated point. The same holds for any intersection of $u\left(x, t_{*}\right)$ and $v\left(x, t_{*} ; \varepsilon, \delta\right)$ if these solutions are strictly positive near the intersection. But the above-mentioned assumptions are not the principal parts of our proof.

Two cases are possible. Certainly, we may assume that $u\left(x, t_{*}\right) \neq v\left(x, t_{*} ; \varepsilon, x_{*}\right)$.
Case 1. $x=x_{*}$ is the point of inflection (see [6], [10]) of functions $u\left(x, t_{*}\right)$ and $v\left(x, t_{*} ; \varepsilon, x_{*}\right)$, i.e., $x=x_{*}$ is the isolated point of intersection and the function $w\left(x, t_{*} ; \varepsilon, x_{*}\right) \equiv u\left(x, t_{*}\right)-v\left(x, t_{*} ; \varepsilon, x_{*}\right)$ changes sign in any small neighborhood of the point $x=x_{*}$ and

$$
\begin{equation*}
w\left(x_{*}, t_{*} ; \varepsilon, x_{*}\right)=w_{x}\left(x_{*}, t_{*} ; \varepsilon, x_{*}\right)=0 . \tag{5.6}
\end{equation*}
$$

Since $w\left(x, t_{*} ; \varepsilon, x_{*}\right)$ is not of constant sign near $x=x_{*}$, we suppose that $w\left(x, t_{*} ; \varepsilon, x_{*}\right)>0$ in a small left neighborhood of $x=x_{*}$ and $w\left(x, t_{*} ; \varepsilon, x_{*}\right)<0$ in a small right one. Then there exist $x_{1}<x_{*}<x_{2}$ such that

$$
\begin{equation*}
w\left(x_{1}, t_{*} ; \varepsilon, x_{*}\right)>0, \quad w\left(x_{2}, t_{*} ; \varepsilon, x_{*}\right)<0 . \tag{5.7}
\end{equation*}
$$

Fix small $\lambda>0$ and consider the function $v\left(x, t_{*} ; \varepsilon, x_{*}-\lambda\right)$. Since $x=x_{*}$ is the point of strict maximum for functions $u\left(x, t_{*}\right)$ and $v\left(x, t_{*} ; \varepsilon, x_{*}\right)$ we can see that the difference $w\left(x, t_{*} ; \varepsilon, x_{*}-\lambda\right) \equiv u\left(x, t_{*}\right)-v\left(x, t_{*} ; \varepsilon, x_{*}-\lambda\right)$ satisfies

$$
\begin{equation*}
w\left(x_{*}, t_{*} ; \varepsilon, x_{*}-\lambda\right)>0, \quad w\left(x_{*}-\lambda, t_{*} ; \varepsilon, x_{*}-\lambda\right)<0 . \tag{5.8}
\end{equation*}
$$

The function $v\left(x, t_{*} ; \varepsilon, x_{*}-\lambda\right)$ is continuous with respect to $\lambda$. Hence, inequalities (5.7) hold for any small $\lambda>0$, i.e.,

$$
\begin{equation*}
w\left(x_{1}, t_{*} ; \varepsilon, x_{*}-\lambda\right)>0, \quad w\left(x_{2}, t_{*} ; \varepsilon, x_{*}-\lambda\right)<0 . \tag{5.9}
\end{equation*}
$$

From (5.8), (5.9) we see that $w\left(x, t_{*} ; \varepsilon, x_{*}-\lambda\right)$ has at least three sign changes in the interval $\left(x_{1}, x_{2}\right)$ near the point $x=x_{*}$, i.e., $N\left(t_{*} ; \varepsilon, x_{*}-\lambda\right) \geqq 3$, which contradicts (5.3) for $\delta=x_{*}-\lambda$.

Case 2. $x=x_{*}$ is the point of tangency of the functions $u\left(x, t_{*}\right)$ and $v\left(x, t_{*} ; \varepsilon, x_{*}\right)$, and in particular $w\left(x_{*}, t_{*} ; \varepsilon, x_{*}\right)=0$ but $w\left(x, t_{*} ; \varepsilon, x_{*}\right)$ does not change sign near $x=x_{*}$.

If $v\left(x, t_{*} ; \varepsilon, x_{*}\right) \geqq u\left(x, t_{*}\right)$ near $x=x_{*}$ and $v\left(x, t_{*} ; \varepsilon, x_{*}\right) \not \equiv u\left(x, t_{*}\right)$, then by the strong maximum principle and the usual comparison theorem the same inequality
holds for any $t>t_{*}$, where $t-t_{*}$ is sufficiently small, which contradicts the choice of $t_{*}$ in (5.5).

Thus, it remains to consider the case where $v\left(x, t_{*} ; \varepsilon, x_{*}\right) \leqq u\left(x, t_{*}\right)$ and $v\left(x, t_{*} ; \varepsilon, x_{*}\right) \not \equiv u\left(x, t_{*}\right)$ in a small neighborhood of $x=x_{*}$. Then we can choose $x_{1}<x_{*}<x_{2}$ such that

$$
\begin{equation*}
w\left(x_{1}, t_{*} ; \varepsilon, x_{*}\right)>0, \quad w\left(x_{2}, t_{*} ; \varepsilon, x_{*}\right)>0 . \tag{5.10}
\end{equation*}
$$

If $v\left(x, t_{*} ; \varepsilon, x_{*}\right) \leqq u\left(x, t_{*}\right)$ in $\mathbf{R}$ and $\overline{\operatorname{supp}}_{x} v\left(x, t_{*} ; \varepsilon, x_{*}\right) \subset \operatorname{supp}_{x} u\left(x, t_{*}\right)$, then we get a contradiction to Lemma 2 since, by construction, $T_{0}$ is the finite blowup time for $u(x, t)$ and $v\left(x, t ; \varepsilon, x_{*}\right)$.

Consider now the case where

$$
\begin{equation*}
v\left(x, t_{*} ; \varepsilon, x_{*}\right) \leqq u\left(x, t_{*}\right) \quad \text { in } \mathbf{R}, \tag{5.11}
\end{equation*}
$$

i.e., $N\left(t_{*} ; \varepsilon, x_{*}\right)=0$ (the difference $w\left(x, t_{*} ; \varepsilon, x_{*}\right)$ does not change sign in $\left.\mathbf{R}\right)$, but the condition $\overline{\operatorname{supp}}_{x} v\left(x, t_{*} ; \varepsilon, x_{*}\right) \subset \operatorname{supp}_{x} u\left(x, t_{*}\right)$ is not valid. Clearly, (5.11) means that $\operatorname{supp}_{x} v\left(x, t_{*} ; \varepsilon, x_{*}\right) \subseteq \operatorname{supp}_{x} u\left(x, t_{*}\right)$ and one or two boundary points of the supports $\operatorname{supp}_{x} v\left(x, t_{*} ; \varepsilon, x_{*}\right) \equiv\left(x_{*}-g\left(t_{*}\right), x_{*}+g\left(t_{*}\right)\right) \quad\left(\right.$ see (3.5)) and $\operatorname{supp}_{x} u\left(x, t_{*}\right) \equiv$ $\left(h_{-}\left(t_{*}\right), h_{+}\left(t_{*}\right)\right)$ coincide. For instance, let the right heat fronts of $v\left(x, t_{*} ; \varepsilon, x_{*}\right)$ and $u\left(x, t_{*}\right)$ coincide, i.e., $x_{*}+g\left(t_{*}\right)=h_{+}\left(t_{*}\right)$. Then we can obtain that for any small $\lambda>0$ the number of intersections $N\left(t_{*} ; \varepsilon, x_{*}+\lambda\right)$ of the functions $v\left(x, t_{*} ; \varepsilon, x_{*}+\lambda\right)$ and $u\left(x, t_{*}\right)$ satisfies the inequality $N\left(t_{*} ; \varepsilon, x_{*}+\lambda\right) \geqq 3$. Evidently, since $\operatorname{supp}_{x} v\left(x, t_{*} ; \varepsilon, x_{*}+\lambda\right)=\left(x_{*}+\lambda-g\left(t_{*}\right), x_{*}+\lambda+g\left(t_{*}\right)\right)$ and hence $w\left(h_{+}\left(t_{*}\right), t_{*}\right.$; $\left.\varepsilon, x_{*}+\lambda\right) \equiv-v\left(h_{+}\left(t_{*}\right), t_{*} ; \varepsilon, x_{*}+\lambda\right)<0=u\left(h_{+}\left(t_{*}\right), t_{*}\right)$, one new intersection arises near the right heat front $x=h_{+}\left(t_{*}\right)$ of the function $u\left(x, t_{*}\right)$. Using the second inequality (5.10), we get that for any small $\lambda>0$ there exists at least one intersection of the functions $v\left(x, t_{*} ; \varepsilon, x_{*}+\lambda\right)$ and $u\left(x, t_{*}\right)$ on the interval ( $x_{2}, h_{+}\left(t_{*}\right)$ ). Two new intersections arise near the point $x=x_{*}$. Since $x=x_{*}$ is the point of strict maximum of the functions $v\left(x, t_{*} ; \varepsilon, x_{*}\right)$ and $u\left(x, t_{*}\right)$, it follows that

$$
\begin{equation*}
w\left(x_{*}+\lambda, t_{*} ; \varepsilon, x_{*}+\lambda\right)<0 . \tag{5.12}
\end{equation*}
$$

By continuity of $w\left(x, t_{*} ; \varepsilon, x_{*}+\lambda\right)$ with respect to $\lambda$, inequalities (5.10) remain valid for all small $\lambda>0$, i.e.,

$$
\begin{equation*}
w\left(x_{1}, t_{*} ; \varepsilon, x_{*}+\lambda\right)>0, \quad w\left(x_{2}, t_{*} ; \varepsilon, x_{*}+\lambda\right)>0 . \tag{5.13}
\end{equation*}
$$

From (5.12), (5.13) we get that $w\left(x, t_{*} ; \varepsilon, x_{*}+\lambda\right)$ has at least two sign changes on the interval ( $x_{1}, x_{2}$ ).

Thus, $N\left(t_{*} ; \varepsilon, x_{*}+\lambda\right) \geqq 3$ for all sufficiently small $\lambda>0$ and we arrive at a contradiction to (5.3) for $\delta=x_{*}+\lambda$.

Consider the last situation where $v\left(x, t_{*} ; \varepsilon, x_{*}\right) \leqq u\left(x, t_{*}\right)$ in a small neighborhood of the point $x=x_{*}$ and $N\left(t_{*} ; \varepsilon, x_{*}\right) \geqq 1$. Then we can see by the same " $\lambda$-translation the $x$-axis of the function $v\left(x, t_{*} ; \varepsilon, x_{*}\right)$ " that two new intersections arise near the maximum point $x=x_{*}$. Together with the intersections for $\lambda=0$ which do not disappear for any small $\lambda>0$ this leads to the estimate $N\left(t_{*} ; \varepsilon, x_{*}+\lambda\right) \geqq 3$, which contradicts (5.3) for $\delta=x_{*}+\lambda$.

Thus, $t_{*}=T_{0}$, and (5.4) holds for all $t \in\left[0, T_{0}\right)$. Letting $\varepsilon \rightarrow 0$ and $\delta=0$, we get (1.6) which completes the proof of Theorem 1.

Using (3.3), (3.4), we obtain results for Corollaries 1 and 2. Evidently, these estimates are the best possible since the explicit solution $u_{*}(x, t)$ satisfies (1.11) and (1.13) with equality signs instead of inequality signs.

Remark 1. Equation (1.1) admits the weak blowup self-similar solution of the form (see, e.g., [20, p. 175])

$$
u_{A}(x, t)=\left(T_{0}-t\right)^{-1 / \sigma} \cdot \theta(x)
$$

where

$$
\begin{aligned}
& \theta(x)=\left(\frac{2(\sigma+1)}{\sigma(\sigma+2)} \cos ^{2}\left(\frac{\pi x}{L_{s}}\right)\right)^{1 / \sigma} \text { for }|x|<L_{s} / 2=\pi(\sigma+1)^{1 / 2} / \sigma, \\
& \theta(x)=0 \quad \text { for }|x| \geqq L_{s} / 2
\end{aligned}
$$

This solution is localized in the bounded domain $\left\{|x|<L_{s} / 2\right\}, u_{A}(x, t)=0$ in $\mathbf{R} \backslash\{|x|<$ $\left.L_{s} / 2\right\}$ for all $t \in\left(0, T_{0}\right)$ and $u_{A}(0, t)=\left[A_{0}^{-1}\left(T_{0}-t\right)\right]^{-1 / \sigma}$ for $t \in\left(0, T_{0}\right)$. The last equality coincides with the right-hand side of (1.13).

Remark 2. It follows from the proof of the Theorem 1 that the estimate (1.6) holds for any blowup solution $u(x, t)$ such that $\sup _{x} u(x, t)$ is attained at a finite point $x=x_{*} \in \mathbf{R}$ for arbitrarily fixed $t \in\left[0, T_{0}\right)$. Hence, for instance, Theorem 1 is valid for an arbitrary initial function $u_{0}$ such that $u(x, t) \rightarrow 0$ as $|x| \rightarrow \infty$ for any fixed $t \in\left[0, T_{0}\right)$, i.e., (1.6) holds for more general initial functions $u_{0}$ than those with compact support.
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# INVERSE PROBLEMS IN MULTIDIMENSIONS* 
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#### Abstract

The direct and inverse problems associated with off-diagonal $N \times N$ matrix-valued potentials in $\mathbb{R}^{n+1}$ are studied rigorously. For $N=2$ and $n=1$, they are related to the DaveyStewartson II equation. The components of the potentials are assumed to be rapidly decreasing Schwartz functions. Under small norm conditions, both the direct and the inverse problems are shown to be uniquely solvable. The inverse data are characterized by certain nonlinear equations. Furthermore, the general problem of reconstructing the potential is reduced to the reconstruction of $2 \times 2$ potentials.
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1. Introduction. In this paper we shall study rigorously an inverse problem formally discussed in [5]. Let $Q\left(x_{0}, x\right)$ be an off-diagonal $N \times N$-matrix-valued function defined on $\mathbb{R}^{n+1}$. To facilitate the discussion, we shall assume that the components of $Q$ are rapidly decreasing Schwartz functions. The space of such matrix-valued functions will be denoted by $S_{N \times N}^{o}$. We want to reconstruct $Q$ from solutions of the following system:

$$
\begin{equation*}
\psi_{x_{0}}+\sigma \sum_{\ell=1}^{n} J_{\ell} \psi_{x_{\ell}}=Q \psi, \quad \sigma=\sigma_{R}+i \sigma_{I}, \quad \sigma_{I} \neq 0, \quad n>1, \tag{1.1}
\end{equation*}
$$

where the $J_{\ell}$ 's are constant real diagonal $N \times N$ matrices and $\psi$ is an $N \times N$-matrixvalued function.

We assume that $n \leq N$, otherwise (1.1) can be reduced to a problem with fewer variables. In order to reconstruct the potential $Q$ we look for bounded solutions of (1.1) in the following form:

$$
\begin{equation*}
\psi\left(x_{0}, x, k\right)=\mu\left(x_{0}, x, k\right) \exp \left[i \sum_{\ell=1}^{n} k_{\ell}\left(x_{\ell} I-\sigma x_{0} J_{\ell}\right)\right], \tag{1.2}
\end{equation*}
$$

where $k \in \mathbb{C}^{n}$ and $I$ is the $N \times N$ identity matrix. Direct substitution yields the following equation for the Jost function $\mu$ :

$$
\begin{equation*}
\mu_{x_{0}}+\sigma \sum_{\ell=1}^{n}\left(J_{\ell} \mu_{x_{\ell}}+i k_{\ell}\left[J_{\ell}, \mu\right]\right)=Q \mu \tag{1.3}
\end{equation*}
$$

In view of the decay of $Q$, it is natural to require that

$$
\begin{equation*}
\lim _{\left|x_{0}\right|+|x| \rightarrow \infty} \mu=I . \tag{1.4}
\end{equation*}
$$

[^101]In $\S 2$ we consider the direct problem: In Proposition 2.1 we show that if $Q \in$ $S_{N \times N}^{o}$ and certain norms of $Q$ are small enough (see (2.11)), then (1.3) with the boundary condition (1.4) has a unique bounded solution for each $k \in \mathbb{C}^{n}$. In Propositions 2.2 and 2.3 we study the regularity of $\mu$ and its asymptotic behavior for large $k$. The inverse data $T$ is introduced in Definition 2.2, and in Proposition 2.4 we derive the $\bar{\partial}$ equations expressing $\partial \mu / \partial \bar{k}_{p}$ in terms of $\mu$ and $T$. We show in Proposition 2.5 that $T$ satisfies the characterization equations, i.e., $2(n-1)$ constraints. In Definitions 2.3 and 2.4 we define the Fréchet space $D_{N \times N}^{o}$ of inverse data and the scattering map § that takes $Q$ to $T$. The results of $\S 2$ are summarized in Theorem 2.1.

In $\S 3$ we study the inverse problem: In Proposition 3.1 we show that if $T \in D_{N \times N}^{o}$ and certain norms of $T$ are small enough (see (3.8)), then the $\bar{\partial}$ equations have unique bounded solutions $\mu_{p}(1 \leq p \leq n)$. The regularity of $\mu_{1}$ is discussed in Proposition 3.2. In Proposition 3.3 we show that $\mu_{1}=\mu_{2}=\cdots=\mu_{n}$, and hence the $\bar{\partial}$ equations have a unique simultaneous solution $\mu$. The asymptotics of $\mu$ for large $k$ is studied in Proposition 3.4. In Propositions 3.5 and 3.6 and Corollary 3.1 we show that if $Q_{p}$ is defined in terms of $\mu$ via

$$
Q_{p}=\frac{i \sigma}{\pi}\left[J_{p}, \int_{\mathbb{R}^{2}} \frac{\partial \mu}{\partial \bar{k}_{p}}\left(x_{0}, x, k\right) d k_{p_{R}} d k_{p_{I}}\right], \quad 1 \leq p \leq n
$$

then $Q_{1}=Q_{2}=\cdots=Q_{n}=Q$ ( $Q$ is therefore independent of $k$ ), $Q \in S_{N \times N}^{o}$, and $Q$ and $\mu$ solve (1.3)-(1.4). We define the inverse scattering map $\hat{\mathbf{S}}$, which takes $T$ to $Q$ in Definition 3.2. The results of $\S 3$ are summarized in Theorem 3.1.

In $\S 4$ we study the relation between $\mathbf{S}$ and $\hat{\mathbf{S}}$ : We show in Proposition 4.1 that $\mathbf{S}$ and $\hat{\mathbf{S}}$ are inverses of each other. As a result, we obtain Theorem 4.1, which states that $\mathbf{S}$ is a homeomorphism from a neighborhood of $0 \in S_{N \times N}^{o}$ onto a neighborhood of $0 \in D_{N \times N}^{o}$.

In $\S 5$ we consider the problem of reducing the reconstruction of $N \times N$ potentials to the case of $2 \times 2$ potentials: In Proposition 5.1 and Corollary 5.1 we show that the $2 \times 2$ matrix

$$
\hat{\mu}=\lim _{k \rightarrow \infty}\left(\begin{array}{ll}
\mu_{a a} & \mu_{a b} \\
\mu_{b a} & \mu_{b b}
\end{array}\right)
$$

(the limit is taken in a certain direction determined by the indices $a$ and $b$ ) satisfies (1.3)-(1.4) where the coefficient matrices $\hat{J}_{\ell}$ and the potential $\hat{Q}$ are the restrictions of $J_{\ell}$ and $Q$ to the $a a, a b, b a$, and $b b$ th components, and the inverse data $\hat{T}$ of the $2 \times 2$ system can be obtained from the limits of the inverse data of the original system. In Proposition 5.2 we obtain an equivalent characterization of inverse data. An efficient way of reconstructing the potential is then discussed.

There exist several physically significant cases of the above problem: (1) Equation (1.1) with $\sigma=i, N=2, n=1$, and $Q_{21}= \pm \bar{Q}_{12}$ can be used to integrate the DaveyStewartson (DS) II equation. This equation is a two-spatial dimensional generalization of the celebrated nonlinear Schrödinger equation. DSII was discussed formally in [4] and [6] and rigorously in [1]. Furthermore, it is shown in [2] that for the case of $Q_{21}=\bar{Q}_{12}$, the small norm assumption for both the direct and the inverse problem can be relaxed. (2) Equation (1.1) with $\sigma=1, \quad N=2, \quad n=1$, and $Q_{21}= \pm \bar{Q}_{12}$ is associated with the DSI equation while (1.1) with $\sigma=1, n=1$, and arbitrary $N$ is associated with the N -wave interaction equations (see [4], [9]). Although the case $\sigma=1$ can be considered as the limit $\sigma \rightarrow 1+i 0^{+}$, it is more convenient to study this case directly. This problem is rigorously discussed in [19].

The novelty associated with inverse problems in greater than two spatial dimensions stems from the fact that the inverse data depends on more variables than the potential. Indeed, in the case studied here the potential $Q\left(x_{0}, x\right)$ depends on $n+1$ real variables, while the inverse data $T\left(k_{R}, k_{I}, m\right), k_{R} \in \mathbb{R}^{n}, k_{I} \in \mathbb{R}^{n}, m \in \mathbb{R}^{n-1}$, depends on $3 n-1$ variables. This has important implications: (1) The inverse data must be appropriately constrained. Actually, the "characterization" of the inverse data now becomes the central problem. Such a characterization problem was first considered by Faddeev [3] in connection with the multidimensional Schrödinger equation, and later by Newton [13]-[17], who introduced the so-called miracle condition. This problem has recently been studied using the $\bar{\partial}$ approach [10], [11], [18], which is the approach followed here. (2) The existence of redundant scattering parameters can be used to simplify the problem of reconstruction. Indeed, in the case of the Schrödinger equation, this redundancy yields the well-known Born "approximation," which implies that the potential can be reconstructed in closed form. The novelty associated with (1.1) is that, although the reconstruction problem can be simplified, it remains nontrivial: We reduce the general problem of reconstructing an $N \times N$ potential $Q$ in $n+1$ dimensions to one with $N=n=2$. Henkin and Novikov [7] have subsequently shown that a similar situation arises in a number of physically important cases.

Equation (1.1) was also discussed in [12], where the characterization problem was formally solved but the reconstruction of $Q$ remained open (see the discussion in [5]).
2. The direct problem. We will make the following nondegeneracy assumptions on the coefficient matrices $J_{\ell}$.

$$
\begin{gather*}
J_{1}^{a} \neq 0 \text { for } 1 \leq a \leq N  \tag{2.1}\\
J_{\ell}^{a}-J_{\ell}^{b} \neq 0 \quad \text { for } 1 \leq \ell \leq n \text { and } 1 \leq a<b \leq N \tag{2.2}
\end{gather*}
$$

For the moment we shall concentrate on the $a b t h$ component of (1.3). It can be simplified by the following change of variables:

$$
\begin{align*}
x_{0} & =2 y_{0} \\
x_{1} & =2 J_{1}^{a}\left[\sigma_{R} y_{0}+\sigma_{I} y_{1}\right]  \tag{2.3}\\
x_{\ell} & =y_{\ell}+2 J_{\ell}^{a}\left[\sigma_{R} y_{0}+\sigma_{I} y_{1}\right], \quad 2 \leq \ell \leq n
\end{align*}
$$

In the $y$-coordinates, the equation for the $a b t h$ component in (1.3) is

$$
\begin{equation*}
\frac{1}{2}\left[\frac{\partial}{\partial y_{0}}+i \frac{\partial}{\partial y_{1}}\right] \tilde{\mu}_{a b}+i \sigma k_{a b} \tilde{\mu}_{a b}=[\widetilde{Q \mu}]_{a b} \tag{2.4}
\end{equation*}
$$

where $k_{a b}=\sum_{\ell=1}^{n} k_{\ell}\left(J_{\ell}^{a}-J_{\ell}^{b}\right)$. Note that the partial differential operator on the left-hand side of (2.4) is just the $\bar{\partial}$ operator for the complex variable $z=y_{0}+i y_{1}$.

There exists a bounded fundamental solution

$$
\begin{equation*}
G\left(z, k_{a b}\right)=\frac{1}{\pi z} \cdot \exp \left[-i\left(\sigma k_{a b} \bar{z}+\overline{\sigma k_{a b}} z\right)\right] \tag{2.5}
\end{equation*}
$$

for the operator $\partial / \partial \bar{z}+i \sigma k_{a b}$. Observe that

$$
\begin{equation*}
\lim _{|z| \rightarrow \infty} G\left(z, k_{a b}\right)=0 \tag{2.6}
\end{equation*}
$$

Therefore, if (2.4) is satisfied (in the sense of distributions) by a continuous and bounded $\mu$, then it will follow from (2.6), (1.4), and Liouville's theorem that

$$
\begin{equation*}
\tilde{\mu}_{a b}\left(y_{0}, y, k\right)=\delta^{a b}+\int_{\mathbb{R}^{2}} G\left(\xi, k_{a b}\right)[\widetilde{Q \mu}]_{a b}\left(y_{0}-\xi_{0}, y_{1}-\xi_{1}, y_{2}, \cdots, y_{n}, k\right) d \xi_{0} d \xi_{1} \tag{2.7}
\end{equation*}
$$

where $\xi=\xi_{0}+i \xi_{1}$ and $\delta^{a b}$ is the Kronecker symbol.
In the original coordinates, we have

$$
\begin{array}{r}
\mu_{a b}\left(x_{0}, x, k\right)=\delta_{a b}+\int_{\mathbb{R}^{2}} G\left(\xi, k_{a b}\right)[Q \mu]_{a b}\left(x_{0}-2 \xi_{0}, x_{1}-J_{1}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi), \cdots,\right.  \tag{2.8}\\
\left.x_{n}-J_{n}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi), k\right) d \xi_{0} d \xi_{1}
\end{array}
$$

In summary, if $\mu$ is a bounded continuous (generalized) solution of (1.3) with boundary conditions (1.4), then $\mu$ satisfies

$$
\begin{equation*}
\mu=I+\mathbf{N}_{Q, k} \mu \tag{2.9}
\end{equation*}
$$

where $\mathrm{N}_{Q, k}: C_{N \times N}^{b}\left(\mathbb{R}^{n+1}\right) \longrightarrow C_{N \times N}^{b}\left(\mathbb{R}^{n+1}\right)$ is defined by

$$
\begin{array}{r}
{\left[\mathbf{N}_{Q, k}(\phi)\right]_{a b}=\int_{\mathbb{R}^{2}} G\left(\xi, k_{a b}\right)[Q \phi]_{a b}\left(x_{0}-2 \xi_{0}, x_{1}-J_{1}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi), \cdots\right.}  \tag{2.10}\\
\left.x_{n}-J_{n}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi)\right) d \xi_{0} d \xi_{1}
\end{array}
$$

Here $C_{N \times N}^{b}\left(\mathbb{R}^{n+1}\right)$ is the Banach space of bounded continuous $N \times N$-matrix-valued functions on $\mathbb{R}^{n+1}$ equipped with the norm defined by

$$
\|\phi\|_{\infty}=\max _{1 \leq a, b \leq N_{\mathbb{R}^{n+1}}} \sup \left|\phi_{a b}\left(x_{0}, x\right)\right|
$$

Conversely, if $\mu$ is a solution of (2.9) in $C_{N \times N}^{b}\left(\mathbb{R}^{n+1}\right)$, then $\mu$ is a generalized solution of (1.3). Moreover, the decay of $Q\left(x_{0}, x\right)$ and (2.6) imply that $\mu$ will also satisfy the boundary condition (1.4).

Proposition 2.1. (Existence and uniqueness of the solution of the direct problem.) If $Q$ satisfies

$$
\begin{align*}
&\|Q\|_{\infty} \cdot \max _{1 \leq a, b \leq N} \sup _{\mathbb{R}^{n+1}} \int_{\mathbb{R}^{2}} \mid Q_{a b}\left(x_{0}-2 \xi_{0}, x_{1}-J_{1}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi), \cdots\right.,  \tag{2.11}\\
&\left.x_{n}-J_{n}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi)\right) \left\lvert\, d \xi_{0} d \xi_{1}<\frac{\pi}{8(N-1)^{2}}\right.
\end{align*}
$$

then equation (2.9) has a unique solution in $C_{N \times N}^{b}\left(\mathbb{R}^{n+1}\right)$.
Proof. For each ( $a, b$ ),

$$
\begin{array}{r}
\sup _{\mathbb{R}^{n+1}}\left|\left[\mathbf{N}_{Q, k} \phi\right]_{a b}\right| \leq\|\phi\|_{\infty} \sum_{j=1}^{N} \int_{\mathbb{R}^{2}} \mid G\left(\xi, k_{a b}\right) Q_{a j}\left(x_{0}-2 \xi_{0}, x_{1}-J_{1}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi), \cdots\right. \\
\left.x_{n}-J_{n}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi)\right) \mid d \xi_{0} d \xi_{1}
\end{array}
$$

Note that there are only $(N-1)$ terms on the right-hand side of the inequality because $Q\left(x_{0}, x\right)$ is off-diagonal. For simplicity of expression, we shall suppress the arguments of the integrand $Q_{a j}$. From (2.5), we have

$$
\begin{aligned}
\int_{\mathbb{R}^{2}}\left|G\left(\xi, k_{a b}\right) Q_{a j}\right| d \xi_{0} d \xi_{1} & \leq \int_{|\xi| \leq r} \frac{\left|Q_{a j}\right|}{\pi|\xi|} d \xi_{0} d \xi_{1}+\int_{|\xi| \geq r} \frac{\left|Q_{a j}\right|}{\pi|\xi|} d \xi_{0} d \xi_{1} \\
& \leq 2 A \cdot r+\frac{B}{\pi r}
\end{aligned}
$$

where

$$
\begin{aligned}
& A=\|Q\|_{\infty} \text { and } \\
& B=\max _{1 \leq a, b \leq N}\left[\sup _{\mathbb{R}^{n+1}} \int_{\mathbb{R}^{2}} \mid Q_{a b}\left(x_{0}-2 \xi_{0}, x_{1}-J_{1}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi), \cdots\right.\right. \\
& \left.\left.x_{n}-J_{n}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi)\right) \mid d \xi_{0} d \xi_{1}\right]
\end{aligned}
$$

The minimum of $2 A r+\frac{B}{\pi r}$ is attained at $r=\sqrt{B / 2 A \pi}$. For this choice of $r$, we have $\int_{\mathbb{R}^{2}}\left|G\left(\xi, k_{a b}\right) Q_{a j}\right| d \xi_{0} d \xi_{1} \leq \sqrt{8 A B / \pi}$ and the proposition follows from the contraction mapping theorem.

From now on we assume that (2.11) holds. Therefore there exists a number $\tau$ such that

$$
\begin{equation*}
\left\|\mathbf{N}_{Q, k}\right\| \leq \tau<1 \quad \text { for all } k \in \mathbb{C}^{n} \tag{2.12}
\end{equation*}
$$

So far $k$ is acting as a parameter, but we can also consider $\mu\left(x_{0}, x, k\right)$ as the unique solution in $C_{N \times N}^{b}\left(\mathbb{R}^{n+1} \times \mathbb{C}^{n}\right)$ of

$$
\begin{equation*}
\mu=I+\mathbf{N}_{Q} \mu \tag{2.13}
\end{equation*}
$$

where $\mathbf{N}_{Q}: C_{N \times N}^{b}\left(\mathbb{R}^{n+1} \times \mathbb{C}^{n}\right) \rightarrow C_{N \times N}^{b}\left(\mathbb{R}^{n+1} \times \mathbb{C}^{n}\right)$ is defined by $\left(\mathbf{N}_{Q} \phi\right)\left(x_{0}, x, k\right)=$ $\left[\mathbf{N}_{Q, k} \phi(\cdot, \cdot, k)\right]\left(x_{0}, x\right)$. In view of (2.12), $\mathbf{N}_{Q}$ is also a contraction on $C_{N \times N}^{b}\left(\mathbb{R}^{n+1} \times \mathbb{C}^{n}\right)$. In fact, $\mathbf{N}_{Q} \phi$ makes sense for a wide range of spaces.
Definition 2.1. For each nonnegative integer $\ell$, let $X_{N \times N}^{\ell}=\{\phi: \phi$ is an $N \times N$ matrix-valued function on $\mathbb{R}^{n+1} \times \mathbb{C}^{n}$ such that (i) $\phi$ is uniformly continuous on $K \times \mathbb{C}^{n}$ for any compact subset $K$ of $\mathbb{R}^{n+1}$ and (ii) $\left\{\sup _{\mathbb{R}^{n+1} \times \mathbb{C}^{n}}\left[\left|\phi_{a b}\left(x_{0}, x, k\right)\right|\right.\right.$ $\left.\left.\cdot\left(1+\left|x_{0}\right|+|x|\right)^{-\ell}\right]<\infty\right\}$ for $1 \leq a, b \leq N$. The norm on $X_{N \times N}^{\ell}$ is defined by $\|\phi\| \ell=\max _{1 \leq a, b \leq N} \sup _{\mathbb{R}^{n+1} \times \mathbb{C}^{n}}\left[\left|\phi_{a b}\left(x_{0}, x, k\right)\right|\left(1+\left|x_{0}\right|+|x|\right)^{-\ell]}\right.$.

Remark 2.1. It is easy to see that (i) $X_{N \times N}^{\ell}$ is a Banach space, (ii) $X_{N \times N}^{0}$ is a closed subspace of $C_{N \times N}^{b}$, (iii) $X_{N \times N}^{0}$ contains $I$ and hence $\mu$ (see Lemma 2.1 below), and (iv) the natural embedding of $X_{N \times N}^{\ell}$ into $X_{N \times N}^{\ell+1}$ is bounded.

Moreover, if a bounded sequence $\left\{\phi_{n}\right\}$ in $X_{N \times N}^{\ell}$ converges uniformly to $\phi$ on sets of the form $K \times \mathbb{C}^{n}$ where $K$ is a compact subset of $\mathbb{R}^{n+1}$, then $\phi \in X_{N \times N}^{\ell}$ and $\lim _{n \rightarrow \infty} \phi_{n}=\phi$ in $X_{N \times N}^{\ell+1}$.

Lemma 2.1.
(i) $\mathrm{N}_{W}$ is a bounded map from $X_{N \times N}^{\ell}$ into $X_{N \times N}^{0}$ for any $W \in S_{N \times N}^{o}$.
(ii) $p\left(x_{0}, x\right) \mathbf{N}_{W} \phi \in X_{N \times N}^{0}$ for any $W \in S_{N \times N}^{o}, \phi \in X_{N \times N}^{\ell}$ and polynomial $p$ with degree $\leq 1$.
(iii) $\left(\mathbf{I}-\mathbf{N}_{Q}\right): X_{N \times N}^{\ell} \rightarrow X_{N \times N}^{\ell}$ is invertible and $\left(\mathbf{I}-\mathbf{N}_{Q}\right)^{-1} \phi=\sum_{m=0}^{\infty} \mathbf{N}_{Q}^{m} \phi$.

Proof. (i) and (ii) follow from the decay of $W$ and the definition of $G\left(\xi, k_{a b}\right)$. Since $\mathbf{N}_{Q} \phi$ is in $X_{N \times N}^{0}$ by (i), $\sum_{m=1}^{\infty} \cdot \mathbf{N}_{Q}^{m} \phi$ converges in $X_{N \times N}^{0}$. Therefore $\sum_{m=1}^{\infty}$
$\mathbf{N}_{Q}^{m} \phi$, and hence $\sum_{m=0}^{\infty} \mathbf{N}_{Q}^{m} \phi$ also converges in $X_{N \times N}^{\ell}$. It is then straightforward to show that $\left(\mathbf{I}-\mathbf{N}_{Q}\right) \sum_{m=0}^{\infty} \mathbf{N}_{Q}^{m} \phi=\phi=\sum_{m=0}^{\infty} \mathbf{N}_{Q}^{m}\left[\left(\mathbf{I}-\mathbf{N}_{Q}\right) \phi\right]$.

Lemma 2.2. Let $W_{j} \in S_{N \times N}^{o}, \partial^{\alpha} \phi_{j} \in X_{N \times N}^{\ell-1}(\ell \geq 1)$ for $|\alpha| \leq 1$, and $p_{j}\left(x_{0}, x\right)$ be a polynomial of degree $\leq \ell$ for $1 \leq j \leq m$. Suppose that $\theta \in X_{N \times N}^{\ell-1}$ satisfies

$$
\begin{equation*}
\theta=\sum_{j=1}^{m} p_{j} \mathbf{N}_{W_{j}} \phi_{j}+\mathbf{N}_{Q} \theta \tag{2.14}
\end{equation*}
$$

then the following statements hold.
(i) $\theta$ is $C^{1}$ on $\mathbb{R}^{n+1} \times \mathbb{C}^{n}$.
(ii) If $\chi$ is a first-order derivative of $\theta$ in the $\left(x_{0}, x\right)$ variables, then $\chi \in X_{N \times N}^{\ell-1}$ and it satisfies an equation of the form

$$
\begin{equation*}
\chi=\sum_{j=1}^{m^{\prime}} p_{j}^{\prime} \mathbf{N}_{W_{j}^{\prime}} \phi_{j}^{\prime}+\mathbf{N}_{Q} \chi \tag{2.15}
\end{equation*}
$$

where $W_{j}^{\prime} \in S_{N \times N}^{o}, \phi_{j}^{\prime} \in X_{N \times N}^{\ell-1}$ is either $\theta$ or a derivative of the $\phi_{j}$ 's of order $\leq 1$, and $\operatorname{deg} p_{j}^{\prime} \leq \ell$.
(iii) If $\psi$ is a first-order derivative of $\theta$ in the $k$ variables, then $\psi \in X_{N \times N}^{\ell}$ and it satisfies an equation of the form

$$
\begin{equation*}
\psi=\sum_{j=1}^{\tilde{m}} \tilde{p}_{j} \mathbf{N}_{\tilde{W}_{j}} \tilde{\phi}_{j}+\mathbf{N}_{Q} \psi \tag{2.16}
\end{equation*}
$$

where $\tilde{W}_{j} \in S_{N \times N}^{o}, \tilde{\phi}_{j} \in X_{N \times N}^{\ell-1}$ is either $\theta$ or a derivative of the $\phi_{j}$ 's of order $\leq 1$, and $\operatorname{deg} \tilde{p}_{j} \leq \ell+1$.

Proof. We will only discuss the case of the $k_{1_{R}}$-derivative of $\theta$. The same argument can be applied to the other derivatives.

Let $\delta_{\epsilon} F=\frac{1}{\epsilon}\left[F\left(x_{0}, x, k+\epsilon e_{1}\right)-F\left(x_{0}, x, k\right)\right]$ for any function $F\left(x_{0}, x, k\right)$, where $e_{1}=(1,0, \cdots, 0) \in \mathbb{C}^{n}$. From (2.14), we have

$$
\delta_{\epsilon} \theta=\sum_{j=1}^{m} p_{j} \delta_{\epsilon}\left(\mathbf{N}_{W_{j}} \phi_{j}\right)+\frac{1}{\epsilon}\left(\mathbf{N}_{Q, k+\epsilon e_{1}}-\mathbf{N}_{Q, k}\right) \theta\left(x_{0}, x, k+\epsilon e_{1}\right)+\mathbf{N}_{Q} \delta_{\epsilon} \theta
$$

Therefore,

$$
\begin{equation*}
\delta_{\epsilon} \theta=\left(\mathbf{I}-\mathbf{N}_{Q}\right)^{-1} \Psi_{\epsilon} \tag{2.17}
\end{equation*}
$$

where $\Psi_{\epsilon}=\left[\sum_{j=1}^{m} p_{j} \delta_{\epsilon}\left(\mathbf{N}_{W_{j}} \phi_{j}\right)+\frac{1}{\epsilon}\left(\mathbf{N}_{Q, k+\epsilon e_{1}}-\mathbf{N}_{Q, k}\right) \theta\left(x_{0}, x, k+\epsilon e_{1}\right)\right]$.
By the decay of $W_{j}$ and $Q,\left\{\Psi_{\epsilon}:|\epsilon| \leq 1\right\}$ is a bounded subset of $X_{N \times N}^{\ell}$. Let $K$ be a compact subset of $\mathbb{R}^{n+1}$. From (2.5), the decay of $W_{j}$ and $Q$, and the assumptions on $\phi_{j}$ and its first-order derivatives, it follows that $\Psi_{\epsilon}$ converges uniformly on $K \times \mathbb{C}^{n}$ as $\epsilon \rightarrow 0$ to a sum of the form $\sum_{j=1}^{\tilde{m}} \tilde{p}_{j} \mathbf{N}_{\tilde{W}_{j}} \tilde{\phi}_{j}$. Each $\tilde{W}_{j}$ is the product of one of the $W_{\ell}$ 's with a polynomial in $\left(x_{0}, x_{1}\right)$ of degree $\leq 1, \tilde{\phi}_{j}$ is either $\theta$ or a derivative of the $\phi_{\ell}$ 's of order $\leq 1$, and $\operatorname{deg} \tilde{p}_{j} \leq \ell+1$. Therefore, $\Psi_{\epsilon}$ converges to $\sum_{j=1}^{\tilde{m}} \tilde{p}_{j} \mathbf{N}_{\tilde{W}_{j}} \tilde{\phi}_{j}$ in $X_{N \times N}^{\ell+1}$ by Remark 2.2. Part (iii) of Lemma 2.1 and (2.17)
then implies that $\delta_{\epsilon} \theta$ converges to $\left(\mathbf{I}-\mathbf{N}_{Q}\right)^{-1}\left(\sum_{j=1}^{\tilde{m}} \tilde{p}_{j} \mathbf{N}_{\tilde{W}_{j}} \tilde{\phi}_{j}\right)$ in $X_{N \times N}^{\ell+1}$. Hence $\partial \theta / \partial k_{1_{R}}$ exists and is continuous on $\mathbb{R}^{n+1} \times \mathbb{C}^{n}$. Since $\sum_{j=1}^{\tilde{m}} \tilde{p}_{j} N_{\tilde{W}_{j}} \tilde{\phi}_{j} \in X_{N \times N}^{\ell}$ by part (ii) of Lemma 2.3, $\partial \theta / \partial k_{1_{R}}$ actually belongs to $X_{N \times N}^{\ell}$. Moreover, $\partial \theta / \partial k_{1_{R}}$ satisfies

$$
\frac{\partial \theta}{\partial k_{1_{R}}}=\sum_{j=1}^{\tilde{m}} \tilde{p}_{j} \mathbf{N}_{\tilde{W}_{j}} \tilde{\phi}_{j}+\mathbf{N}_{Q} \frac{\partial \theta}{\partial k_{1_{R}}}
$$

We are now ready to prove results for the regularity and growth of $\mu\left(x_{0}, x, k\right)$.
Proposition 2.2. (Regularity and growth of $\mu$.) Let $\mu$ solve (2.13), where $Q$ satisfies (2.11). Then
(i) $\mu$ is $C^{\infty}$ on $\mathbb{R}^{n+1} \times \mathbb{C}^{n}$, and
(ii) $\partial_{\left(x_{0}, x\right)}^{\alpha} \partial_{k}^{\beta} \mu \in X_{N \times N}^{\max (|\beta|-1,0)}$.

Proof. We can rewrite (2.13) as

$$
(\mu-I)=\mathbf{N}_{Q} I+\mathbf{N}_{Q}(\mu-I) .
$$

Lemma 2.2 implies that $\mu-I \in X_{N \times N}^{0}$. Repeated applications of Lemma 2.2 yield that $\partial_{\left(x_{0}, x\right)}^{\alpha} \partial_{k}^{\beta} \mu \in X_{N \times N}^{\max (|\beta|-1,0)}$ and it satisfies an equation of the form

$$
\begin{equation*}
\partial_{\left(x_{0}, x\right)}^{\alpha} \partial_{k}^{\beta} \mu=\sum_{j=1}^{m} p_{j} \mathbf{N}_{W_{j}} \phi_{j}+\mathbf{N}_{Q}\left(\partial_{\left(x_{0}, x\right)}^{\alpha} \partial_{k}^{\beta} \mu\right) \tag{2.18}
\end{equation*}
$$

where $\operatorname{deg} p_{j} \leq|\beta|, W_{j} \in S_{N \times N}^{o}$ is the product of a polynomial in $\left(x_{0}, x_{1}\right)$ of degree $\leq|\beta|$ with a derivative of $Q$ of order $\leq|\alpha|+|\beta|$ and $\phi_{j}$ is either $I$ or a derivative of $\mu$ of order $\leq|\alpha|+|\beta|-1$.

Remark 2.2. By tracing the dependence of $\partial_{\left(x_{0}, x\right)}^{\alpha} \partial_{k}^{\beta} \mu$ on $Q$ (cf. (2.18)), it is easy to see that $\left\|\partial_{\left(x_{0}, x\right)}^{\alpha} \partial_{k}^{\beta} \mu\right\|_{\max (|\beta|-1,0)}$ only depends on finitely many seminorms of $Q$ of the form $\sup _{\mathbb{R}^{n+1}}\left[\left(1+\left|x_{0}\right|+|x|\right)^{m}\left|\partial^{\gamma} Q\left(x_{0}, x\right)\right|\right]$.

Proposition 2.3. (Asymptotics of $\mu$ for large $k$.) For fixed ( $x_{0}, x$ ) and ( $k_{1}, \cdots$, $\left.k_{p-1}, k_{p+1}, \cdots, k_{n}\right)$, we have

$$
\begin{gather*}
\lim _{k_{p} \rightarrow \infty} \frac{\partial \mu}{\partial x_{\ell}}\left(x_{0}, x, k\right)=0, \quad 0 \leq \ell \leq n  \tag{2.20}\\
\mu\left(x_{0}, x, k\right)=I+\frac{1}{k_{p}} \mu_{p}+o\left(\frac{1}{\left|k_{p}\right|}\right)
\end{gather*}
$$

where $\left(\mu_{p}\right)_{a b}=\left[Q_{a b}\left(x_{0}, x\right)\right] /\left[i \sigma\left(J_{p}^{a}-J_{p}^{b}\right)\right]$ for $a \neq b$.
Proof. Recall that $\mu=\sum_{j=0}^{\infty} \mathbf{N}_{Q}^{j} I$ and the convergence is uniform on $\mathbb{R}^{n+1} \times \mathbb{C}^{n}$. To prove (2.19) it therefore suffices to show that $\lim _{k_{p} \rightarrow \infty} \mathbf{N}_{Q}^{j} I=0$ for $j \geq 1$.

By (2.10) and the Riemann-Lebesgue lemma, $\lim _{k_{p} \rightarrow \infty} \mathbf{N}_{Q} I=0$. The other limits follow inductively from the Lebesgue dominated convergence theorem.

The limit (2.20) can be proved similarly.

We now prove (2.21). From (2.8) we have, for $a \neq b$,

$$
\begin{aligned}
& k_{p}[\mu-I]_{a b} \\
&= \frac{k_{p}}{i \sigma k_{a b}} \int_{\mathbb{R}^{2}} i \sigma k_{a b} G\left(\xi, k_{a b}\right)[Q \mu]_{a b} d \xi_{0} d \xi_{1} \\
&= \frac{k_{p}}{i \sigma k_{a b}}\left\{\int_{\mathbb{R}^{2}}\left[\left(\frac{\partial}{\partial \bar{\xi}}+i \sigma k_{a b}\right) G\left(\xi, k_{a b}\right)\right][Q \mu]_{a b} d \xi_{0} d \xi_{1}\right. \\
&\left.\quad+\int_{\mathbb{R}^{2}} G\left(\xi, k_{a b}\right) \frac{\partial}{\partial \bar{\xi}}\left([Q \mu]_{a b}\right) d \xi_{0} d \xi_{1}\right\} \\
&= \frac{k_{p}}{i \sigma k_{a b}}[Q \mu]_{a b}\left(x_{0}, x, k\right)+\frac{k_{p}}{i \sigma k_{a b}} \int_{\mathbb{R}^{2}} G\left(\xi, k_{a b}\right) \frac{\partial}{\partial \bar{\xi}}\left([Q \mu]_{a b}\right) d \xi_{0} d \xi_{1} .
\end{aligned}
$$

It is obvious that $\lim _{k_{p} \rightarrow \infty}\left(k_{p} / i \sigma k_{a b}\right)[Q \mu]_{a b}\left(x_{0}, x, k\right)=\left[Q_{a b}\left(x_{0}, x\right)\right] /\left[i \sigma\left(J_{p}^{a}-J_{p}^{b}\right)\right]$. (Recall that $k_{a b}=\sum_{\ell=1}^{n} k_{\ell}\left(J_{\ell}^{a}-J_{\ell}^{b}\right)$.) On the other hand, the integral

$$
\begin{aligned}
& \int_{\mathbb{R}^{2}} G\left(\xi, k_{a b}\right) \frac{\partial}{\partial \bar{\xi}}\left([Q \mu]_{a b}( \right. x_{0}-2 \xi_{0}, x_{1}-J_{1}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi) \\
&\left.\left.\cdots, x_{n}-J_{n}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi)\right)\right) d \xi_{0} d \xi_{1}
\end{aligned}
$$

converges to zero as $k_{p} \rightarrow \infty$, by (2.19), (2.20), and the Riemann-Lebesgue lemma. Hence we have

$$
[\mu-I]_{a b}=\frac{1}{k_{p}} \frac{Q_{a b}\left(x_{0}, x\right)}{i \sigma\left(J_{p}^{a}-J_{p}^{b}\right)}+o\left(\frac{1}{\left|k_{p}\right|}\right) .
$$

The asymptotic expansion (2.21) now follows from (2.8) and the fact that $Q\left(x_{0}, x\right)$ is off-diagonal.

We next introduce the inverse data for problem (1.3)-(1.4) by relating $\partial \mu / \partial \bar{k}_{p}$ and $\mu$.

By differentiating (2.13), we have

$$
\begin{equation*}
\frac{\partial \mu}{\partial \bar{k}_{p}}=H_{p}+\mathbf{N}_{Q} \frac{\partial \mu}{\partial \bar{k}_{p}} \tag{2.22}
\end{equation*}
$$

where

$$
\frac{\partial}{\partial \bar{k}_{p}}=\frac{1}{2}\left[\frac{\partial}{\partial k_{p_{R}}}+i \frac{\partial}{\partial k_{p_{I}}}\right]
$$

and

$$
\begin{aligned}
& {\left[H_{p}\right]_{a b}=\frac{1}{i} \frac{\bar{\sigma}\left(J_{p}^{a}-J_{p}^{b}\right)}{\pi} \int_{\mathbb{R}^{2}} \exp [ }\left.-i\left(\sigma k_{a b} \bar{\xi}+\bar{\sigma} \bar{k}_{a b} \xi\right)\right] \\
& \cdot {[Q \mu]_{a b}\left(x_{0}-2 \xi_{0}, x_{1}-J_{1}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi), \cdots\right.} \\
&\left.x_{n}-J_{n}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi), k\right) d \xi_{0} d \xi_{1}
\end{aligned}
$$

By a change of variables, we can rewrite $\left[H_{p}\right]_{a b}$ in the following form.

$$
\begin{align*}
{\left[H_{p}\right]_{a b}=} & \gamma^{a}\left(J_{p}^{a}-J_{p}^{b}\right) \int_{\mathbb{R}^{2}} \exp \left[i \beta^{a}\left(x_{0}-\xi_{0}, x_{1}-\xi_{1}, k_{a b}\right)\right]  \tag{2.23}\\
& \cdot[Q \mu]_{a b}\left(\xi_{0}, \xi_{1}, x_{2}-\frac{J_{2}^{a}}{J_{1}^{a}}\left(x_{1}-\xi_{1}\right), \cdots, x_{n}-\frac{J_{n}^{a}}{J_{1}^{a}}\left(x_{1}-\xi_{1}\right), k\right) d \xi_{0} d \xi_{1},
\end{align*}
$$

where

$$
\begin{equation*}
\beta^{a}\left(x_{0}, x_{1}, \kappa\right)=\frac{1}{\sigma_{I}}\left[|\sigma|^{2} \kappa_{I} x_{0}-\frac{(\sigma \kappa)_{I}}{J_{1}^{a}} x_{1}\right] \quad \text { and } \quad \gamma^{a}=\frac{\bar{\sigma}}{4 \pi i J_{1}^{a}\left|\sigma_{I}\right|} \tag{2.24}
\end{equation*}
$$

As a consequence of Proposition 2.2, $[Q \mu]$ is rapidly decreasing in $\left(x_{0}, x\right)$ for fixed $k$. Therefore, by the Fourier inversion formula, $\left[H_{p}\right]_{a b}$ can be represented as

$$
\begin{align*}
{\left[H_{p}\right]_{a b}=} & \frac{\gamma^{a}\left(J_{p}^{a}-J_{p}^{b}\right)}{(2 \pi)^{n-1}} \int_{\mathbb{R}^{n-1}} \int_{\mathbb{R}^{n+1}} \exp \left[i \beta^{a}\left(x_{0}-\xi_{0}, x_{1}-\xi_{1}, k_{a b}\right)\right.  \tag{2.25}\\
& \left.\quad+i \alpha^{a}\left(x_{1}-\xi_{1}, x^{(2)}-\eta, m\right)\right] \cdot[Q \mu]_{a b}\left(\xi_{0}, \xi_{1}, \eta, k\right) d \xi_{0} d \xi_{1} d \eta d m
\end{align*}
$$

where $m=\left(m_{2}, \cdots, m_{n}\right), x^{(2)}=\left(x_{2}, \cdots, x_{n}\right), \eta=\left(\eta_{2}, \cdots, \eta_{n}\right), d \eta=d \eta_{2} \cdots d \eta_{n}$, $d m=d m_{2} \cdots d m_{n}$, and

$$
\begin{equation*}
\alpha^{a}\left(x_{1}, x^{(2)}, m\right)=\sum_{\ell=2}^{n} m_{\ell}\left(x_{\ell}-x_{1} \frac{J_{\ell}^{a}}{J_{1}^{a}}\right) \tag{2.26}
\end{equation*}
$$

Definition 2.2. (Inverse data.) $T$ is an off-diagonal $N \times N$ matrix-valued function defined on $\mathbb{C}^{n} \times \mathbb{R}^{n-1}$ such that

$$
\begin{align*}
& T_{a b}(k, m)=\int_{\mathbb{R}^{n+1}} \exp \left[-i \beta^{a}\left(\xi_{0}, \xi_{1}, k_{a b}\right)-i \alpha^{a}\left(\xi_{1}, \eta, m\right)\right]  \tag{2.27}\\
& \cdot[Q \mu]_{a b}\left(\xi_{0}, \xi_{1}, \eta, k\right) d \xi_{0} d \xi_{1} d \eta \quad \text { for } a \neq b
\end{align*}
$$

where $\beta^{a}, \alpha^{a}$ are defined in (2.24) and (2.26).
Remark 2.3. In view of the decay of $Q$ and Proposition 2.2, $T(k, m)$ is $C^{\infty}$ on $\mathbb{C}^{n} \times \mathbb{R}^{n-1}$. For each multi-index $\alpha$ with $3 n-1$ components, $\sup _{\mathbb{C}^{n} \times \mathbb{R}^{n-1}}\left[\left(1+\left|k_{a b}\right|+\right.\right.$ $\left.|m|)^{j}\left|\partial^{\alpha} T_{a b}(k, m)\right|\right]<\infty$ for $j=0,1,2, \cdots$ and $1 \leq a, b \leq N$.

Proposition 2.4. ( $\bar{\partial}$ equation associated with inverse data.) For $1 \leq p \leq n$,

$$
\begin{align*}
\frac{\partial \mu}{\partial \bar{k}_{p}}\left(x_{0}, x, k\right)= & \sum_{a, b=1}^{N} \frac{\gamma^{a}\left(J_{p}^{a}-J_{p}^{b}\right)}{(2 \pi)^{n-1}} \exp \left[i \beta^{a}\left(x_{0}, x_{1}, k_{a b}\right)\right] \\
& \cdot \int_{\mathbb{R}^{n-1}} \exp \left[i \alpha^{a}(x, m)\right] T_{a b}(k, m) \mu\left(x_{0}, x, \lambda^{a b}(k, m)\right) E^{a b} d m \tag{2.28}
\end{align*}
$$

where

$$
\begin{equation*}
\lambda_{1}^{a b}(k, m)=k_{1}-\left[\frac{\left(\sigma k_{a b}\right)_{I}}{\sigma_{I} J_{1}^{a}}+\sum_{\ell=2}^{n} m_{\ell} \frac{J_{\ell}^{a}}{J_{1}^{a}}\right] \tag{2.29}
\end{equation*}
$$

$$
\begin{equation*}
\lambda_{\ell}^{a b}(k, m)=k_{\ell}+m_{\ell} \quad \text { for } 2 \leq \ell \leq n \tag{2.30}
\end{equation*}
$$

Proof. By using (2.25) and the definition of $T_{a b},[H]_{a b}$ can be expressed in the following simple form:

$$
\begin{equation*}
[H]_{a b}=\frac{\gamma^{a}\left(J_{p}^{a}-J_{p}^{b}\right)}{(2 \pi)^{n-1}} \int_{\mathbb{R}^{n-1}} \exp \left[i \beta^{a}\left(x_{0}, x_{1}, k_{a b}\right)+i \alpha^{a}(x, m)\right] T_{a b}(k, m) d m \tag{2.31}
\end{equation*}
$$

From (2.22), we have

$$
\begin{equation*}
\frac{\partial \mu}{\partial \bar{k}_{p}}=\left(\mathbf{I}-\mathbf{N}_{Q}\right)^{-1} H=\sum_{a, b}\left(\mathbf{I}-\mathbf{N}_{Q}\right)^{-1}\left(H_{a b} E^{a b}\right) \tag{2.32}
\end{equation*}
$$

where $E^{a b}$ is the $N \times N$ matrix with zeros in all its entries except the $a b t h$, which equals 1 . Note that the summation is actually only over $a \neq b$, since $H_{a a}=0$.

Since $\left(\mathbf{I}-\mathbf{N}_{Q}\right)^{-1}$ is a linear operator in the $\left(x_{0}, x, k\right)$ variable, it commutes with integration in $m$. Therefore, in order to compute $H_{a b}$, it suffices to find $F^{a b}=$ $\left(\mathbf{I}-\mathbf{N}_{Q}\right)^{-1}\left(\exp \left[i \beta^{a}\left(x_{0}, x_{1}, k_{a b}\right)+i \alpha^{a}(x, m)\right] E^{a b}\right)$, which is the unique solution of the following equation.

$$
\begin{equation*}
F^{a b}=\exp \left[i \beta^{a}\left(x_{0}, x_{1}, k_{a b}\right)+i \alpha^{a}(x, m)\right] E^{a b}+\mathbf{N}_{Q} F^{a b} \tag{2.33}
\end{equation*}
$$

Note that the integral equation (2.33) is equivalent to the following boundary value problem:

$$
\begin{gather*}
\left(F^{a b}\right)_{x_{0}}+\sigma \sum_{\ell=1}^{n}\left\{J_{\ell}\left(F^{a b}\right)_{x_{\ell}}+i k_{\ell}\left[J_{\ell}, F^{a b}\right]\right\}=Q \mu,  \tag{2.34}\\
\lim _{\left|x_{0}\right|+|x| \rightarrow \infty} \exp \left[-i \beta^{a}\left(x_{0}, x, k_{a b}\right)-i \alpha^{a}(x, m)\right] F^{a b}\left(x_{0}, x, k\right)=E^{a b} \tag{2.35}
\end{gather*}
$$

Since $F^{a b}$ satisfies the same equation as $\mu$ but with a different boundary condition, it is natural to look for a solution in the form

$$
\begin{equation*}
F^{a b}=\exp \left[i \beta^{a}\left(x_{0}, x_{1}, k_{a b}\right)+i \alpha^{a}(x, m)\right] \mu\left(x_{0}, x, \lambda^{a b}(k, m)\right) E^{a b} \tag{2.36}
\end{equation*}
$$

where the function $\lambda^{a b}(k, m)$ will compensate for the oscillatory factor $\exp \left[i\left(\beta^{a}+\right.\right.$ $\left.\left.\alpha^{a}\right)\right]$. Note that the boundary conditions (2.33) are automatically satisfied since $\lim _{\left|x_{0}\right|+|x| \rightarrow \infty} \mu=I$.

Observe that the only nonzero column in $\mu\left(x_{0}, x, \lambda^{a b}(k, m)\right) E^{a b}$ is the $b$ th one with entries identical to those of the $a$ th column of $\mu\left(x_{0}, x, \lambda^{a b}(k, m)\right)$. If we substitute (2.36) into (2.34) and use (1.3), we see that (2.34) is reduced to

$$
\begin{gather*}
\left\{\frac{\partial}{\partial x_{0}} \beta^{a}\left(x_{0}, x_{1}, k_{a b}\right)+\sigma \sum_{\ell=1}^{n} J_{\ell}^{r} \frac{\partial}{\partial x_{\ell}}\left[\beta^{a}\left(x_{0}, x_{1}, k_{a b}\right)+\alpha^{a}(x, m)\right]\right. \\
\left.+\sigma \sum_{\ell=1}^{n} k_{\ell}\left(J_{\ell}^{r}-J_{\ell}^{b}\right)-\sigma \sum_{\ell=1}^{n} \lambda_{\ell}^{a b}(k, m)\left(J_{\ell}^{r}-J_{\ell}^{a}\right)\right\}  \tag{2.37}\\
\cdot \mu_{r a}\left(x_{0}, x, \lambda^{a b}(k, m)\right)=0 \text { for } 1 \leq r \leq N .
\end{gather*}
$$

From (2.24) and (2.26) we obtain

$$
\begin{aligned}
& \frac{\partial}{\partial x_{0}} \beta^{a}\left(x_{0}, x_{1}, k_{a b}\right)+\sigma \sum_{\ell=1}^{n} J_{\ell}^{r} \frac{\partial}{\partial x_{\ell}}\left[\beta^{a}\left(x_{0}, x_{1}, k_{a b}\right)+\alpha^{a}(x, m)\right] \\
& =\frac{1}{\sigma_{I}}|\sigma|^{2}\left(k_{a b}\right)_{I}-\sigma\left[\frac{\left(\sigma k_{a b}\right)_{I}}{\sigma_{I} J_{1}^{a}}+\sum_{\ell=2}^{n} m_{\ell} \frac{J_{\ell}^{a}}{J_{1}^{a}}\right] J_{1}^{r}+\sigma \sum_{\ell=2}^{n} m_{\ell} J_{\ell}^{r} \\
& =\sigma\left\{\frac{\bar{\sigma}}{\sigma_{I}}\left(k_{a b}\right)_{I}-\left[\frac{\left(\sigma k_{a b}\right)_{I}}{\sigma_{I} J_{1}^{a}}+\sum_{\ell=2}^{n} m_{\ell} \frac{J_{\ell}^{a}}{J_{1}^{a}}\right] J_{1}^{a}+\sum_{\ell=2}^{n} m_{\ell} J_{\ell}^{a}\right. \\
& \left.-\left[\frac{\left(\sigma k_{a b}\right)_{I}}{\sigma_{I} J_{1}^{a}}+\sum_{\ell=2}^{n} m_{\ell} \frac{J_{\ell}^{a}}{J_{1}^{a}}\right]\left(J_{1}^{r}-J_{1}^{a}\right)+\sum_{\ell=2}^{n} m_{\ell}\left(J_{\ell}^{r}-J_{\ell}^{a}\right)\right\} \\
& =\sigma\left\{\frac{\bar{\sigma}}{\sigma_{I}}\left(k_{a b}\right)_{I}-\frac{\left(\sigma k_{a b}\right)_{I}}{\sigma_{I}}-\left[\frac{\left(\sigma k_{a b}\right)_{I}}{\sigma_{I} J_{1}^{a}}+\sum_{\ell=2}^{n} m_{\ell} \frac{J_{\ell}^{a}}{J_{1}^{a}}\right]\left(J_{1}^{r}-J_{1}^{a}\right)+\sum_{\ell=2}^{n} m_{\ell}\left(J_{\ell}^{r}-J_{\ell}^{a}\right)\right\} \\
& =\sigma\left\{-k_{a b}-\left[\frac{\left(\sigma k_{a b}\right)_{I}}{\sigma_{I} J_{1}^{a}}+\sum_{\ell=2}^{n} m_{\ell} \frac{J_{\ell}^{a}}{J_{1}^{a}}\right]\left(J_{1}^{r}-J_{1}^{a}\right)+\sum_{\ell=2}^{n} m_{\ell}\left(J_{\ell}^{r}-J_{\ell}^{a}\right)\right\} .
\end{aligned}
$$

Recall that $k_{a b}=\sum_{\ell=1}^{n} k_{\ell}\left(J_{\ell}^{a}-J_{\ell}^{b}\right)$. Therefore $-k_{a b}+\sum_{\ell=1}^{n} k_{\ell}\left(J_{\ell}^{r}-J_{\ell}^{b}\right)=$ $\sum_{\ell=1}^{n} k_{\ell}\left(J_{\ell}^{r}-J_{\ell}^{a}\right)$. At this point, we see that (2.37) follows from (2.29) and (2.30).

We have just proved that

$$
\begin{align*}
\left(\mathbf{I}-\mathbf{N}_{Q}\right)^{-1} & \left(\exp \left[i \beta^{a}\left(x_{0}, x_{1}, k_{a b}\right)+i \alpha^{a}(x, m)\right] E^{a b}\right)  \tag{2.38}\\
& =\exp \left[i \beta^{a}\left(x_{0}, x_{1}, k_{a b}\right)+i \alpha^{a}(x, m)\right] \mu\left(x_{0}, x, \lambda^{a b}(k, m)\right) E^{a b}
\end{align*}
$$

Equation (2.28) now follows from (2.31), (2.32), and (2.38).
From Proposition 2.4, Remark 2.3, and (1.4), we have the following two corollaries.
Corollary 2.1. $\partial \mu / \partial \bar{k}_{p}$ is rapidly decreasing in $k_{p}$, with all the other variables fixed.

Corollary 2.2. ( $T$ as asymptotics of $\mu$ in large $x_{0}$.) For $1 \leq a, b \leq N$ and $a \neq b$,

$$
\begin{align*}
\lim _{x_{0} \rightarrow \infty} & \left\{\exp \left[-i \beta^{a}\left(x_{0}, 0, k_{a b}\right)\right] \frac{\partial \mu_{a b}}{\partial \bar{k}_{p}}\left(x_{0}, 0, x_{2}, \cdots, x_{n}, k\right)\right\} \\
& =\frac{\gamma^{a}\left(J_{p}^{a}-J_{p}^{b}\right)}{(2 \pi)^{n-1}} \int_{\mathbb{R}^{n-1}} \exp \left(\sum_{\ell=2}^{n} m_{\ell} x_{\ell}\right) T_{a b}(k, m) d m \tag{2.39}
\end{align*}
$$

Corollary 2.3. (Reconstruction of $Q$.)

$$
\begin{equation*}
Q\left(x_{0}, x\right)=\frac{i \sigma}{\pi}\left\{J_{p}, \int_{\mathbb{R}^{2}} \frac{\partial \mu}{\partial \bar{k}_{p}}\left(x_{0}, x, k_{1}, \cdots, k_{p-1}, k_{p}, k_{p+1}, \cdots, k_{n}\right) d k_{p_{R}} d k_{p_{I}}\right\} \tag{2.40}
\end{equation*}
$$

for $p=1, \cdots, n$.
Proof. From Corollary 2.1 and the inversion formula for the $\bar{\partial}$ operator, we have

$$
\begin{align*}
& \mu\left(x_{0}, x, k\right)  \tag{2.41}\\
& =I+\frac{1}{\pi} \int_{\mathbb{R}^{2}} \frac{\left(\partial \mu / \partial \bar{k}_{p}\right)\left(x_{0}, x, k_{1}, \cdots, k_{p-1}, k_{p}^{\prime}, k_{p+1}, \cdots, k_{n}\right)}{k_{p}-k_{p}^{\prime}} d k_{p_{R}}^{\prime} d k_{p_{I}}^{\prime} \\
& =I \\
& +\frac{1}{k_{p}}\left[\frac{1}{\pi} \int_{\mathbb{R}^{2}} \frac{\partial \mu}{\partial \bar{k}_{p}}\left(x_{0}, x, k_{1}, k_{p-1}, \cdots, k_{p}^{\prime}, k_{p+1}, \cdots, k_{n}\right) d k_{p_{R}}^{\prime} d k_{p_{I}}^{\prime}\right] \\
& \quad+o\left(\frac{1}{\left|k_{p}\right|}\right) .
\end{align*}
$$

Equation (2.40) follows by comparing (2.41) with (2.21).
Proposition 2.5. (Characterization of $T$.) For any $(a, b)$ such that $1 \leq a, b, \leq N$ and $a \neq b$, we have

$$
\begin{equation*}
\mathbf{L}_{r}^{a b} T_{a b}=\mathbf{L}_{p}^{a b} T_{a b}, \quad 1 \leq r, \quad p \leq n \tag{2.42}
\end{equation*}
$$

where

$$
\left(\mathbf{L}_{\ell}^{a b} T_{a b}\right)(k, m)
$$

$$
\begin{gather*}
=\frac{1}{J_{\ell}^{a}-J_{\ell}^{b}} \frac{\partial T_{a b}}{\partial \bar{k}_{\ell}}(k, m)-\sum_{j=1}^{N} \frac{\gamma^{j}}{(2 \pi)^{n-1}} \int_{\mathbb{R}^{n-1}}\left(\frac{J_{\ell}^{j}-J_{\ell}^{b}}{J_{\ell}^{a}-J_{\ell}^{b}}\right)  \tag{2.43}\\
\cdot T_{j b}(k, M) T_{a j}\left(\lambda^{j b}(k, m), m-M\right) d M .
\end{gather*}
$$

Proof. Define

$$
\begin{equation*}
\mathbf{L}_{r p}^{a b}=\left(J_{p}^{a}-J_{p}^{b}\right) \frac{\partial}{\partial \bar{k}_{r}}-\left(J_{r}^{a}-J_{r}^{b}\right) \frac{\partial}{\partial \bar{k}_{p}} \tag{2.44}
\end{equation*}
$$

and

$$
\begin{align*}
\varepsilon^{a b}\left(x_{0}, x, k, m\right) & =\beta^{a}\left(x_{0}, x_{1}, k_{a b}\right)+\alpha^{a}(x, m) \\
& =\frac{1}{\sigma_{I}}\left[|\sigma|^{2}\left(k_{a b}\right)_{I} x_{0}-\frac{\left(\sigma k_{a b}\right)_{I}}{J_{1}^{a}} x_{1}\right]+\sum_{\ell=2}^{n} m_{\ell}\left(x_{\ell}-x_{1} \frac{J_{\ell}^{a}}{J_{1}^{a}}\right) . \tag{2.45}
\end{align*}
$$

It follows from (2.29), (2.30), and the definition of $k_{a b}$ that

$$
\begin{equation*}
\mathbf{L}_{r p}^{a b} \varepsilon^{a b}=0 \tag{2.46}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{L}_{r p}^{a b}\left[\mu\left(x_{0}, x, \lambda^{a b}(k, m)\right)\right]=\left[\mathbf{L}_{r p}^{a b} \mu\right]\left(x_{0}, x, \lambda^{a b}(k, m)\right) \tag{2.47}
\end{equation*}
$$

Applying (2.28), (2.46), and (2.47), we have

$$
\begin{aligned}
& 0= \frac{\partial}{\partial \bar{k}_{r}}\left(\frac{\partial \mu}{\partial \bar{k}_{p}}\right)-\frac{\partial}{\partial \bar{k}_{p}}\left(\frac{\partial \mu}{\partial \bar{k}_{r}}\right) \\
&=\sum_{a, b} \frac{\gamma^{a}}{(2 \pi)^{n-1}} \int_{\mathbb{R}^{n-1}} \exp \left[i \varepsilon^{a b}\left(x_{0}, x, k, m\right)\right] \\
& \quad \cdot\left[\left(\mathbf{L}_{r p}^{a b} T_{a b}\right)(k, m) \mu\left(x_{0}, x, \lambda^{a b}(k, m)\right)\right. \\
&\left.\quad+T_{a b}(k, m)\left(\mathbf{L}_{r p}^{a b} \mu\right)\left(x_{0}, x, \lambda^{a b}(k, m)\right)\right] E^{a b} d m .
\end{aligned}
$$

Therefore, (2.28) implies that

$$
\begin{aligned}
& 0= \sum_{a, b} \frac{\gamma^{a}}{(2 \pi)^{n-1}} \int_{\mathbb{R}^{n-1}} \exp \left[i \varepsilon^{a b}\left(x_{0}, x, k, m\right)\right]\left(\mathbf{L}_{r p}^{a b} T_{a b}\right)(k, m) \\
&+\sum_{a, b} \frac{\gamma^{a}}{(2 \pi)^{n-1}} \int_{\mathbb{R}^{n-1}} \exp \left[i \varepsilon^{a b}\left(x_{0}, x, x, \lambda^{a b}(k, m)\right) E^{a b} d m\right. \\
& \cdot\left\{\sum_{a b} \sum_{j=1}^{n} \frac{\gamma^{j}}{(2 \pi)^{n-1}}\left[\left(J_{p}^{a}-J_{p}^{b}\right)\left(J_{r}^{j}-J_{r}^{a}\right)-\left(J_{r}^{a}-J_{r}^{b}\right)\left(J_{p}^{j}-J_{p}^{a}\right)\right]\right. \\
& \cdot \int_{\mathbb{R}^{n-1}} \exp \left[i \varepsilon^{j a}\left(x_{0}, x, \lambda^{a b}(k, m), M\right)\right] T_{j a}\left(\lambda^{a b}(k, m), M\right) \\
&\left.\cdot \mu\left(x_{0}, x, \lambda^{j a}\left(\lambda^{a b}(k, m), M\right)\right) E^{j b} d M d m\right\} .
\end{aligned}
$$

It is straightforward (cf. [5]) to show that

$$
\begin{gather*}
\lambda^{j a}\left(\lambda^{a b}(k, m), M\right)=\lambda^{j b}(k, m+M),  \tag{2.49}\\
\varepsilon^{a b}\left(x_{0}, x, k, m\right)+\varepsilon^{j a}\left(x_{0}, x, \lambda^{a b}(k, m), M\right)=\varepsilon^{j b}\left(x_{0}, x, k, m+M\right) . \tag{2.50}
\end{gather*}
$$

If we multiply $(2.48)$ by $(2 \pi)^{n-1}\left(\gamma^{a}\right)^{-1} \exp \left[-i|\sigma|^{2} \sigma_{I}^{-1}\left(k_{a b}\right)_{I} x_{0}\right]$ and then let $x_{1}=0$ and $x_{0} \rightarrow \infty$ in the resulting equation, we have by looking at the abth component the following equation:

$$
\begin{align*}
& 0= \int_{\mathbb{R}^{n-1}} \exp \left[i \sum_{\ell=2}^{n} m_{\ell} x_{\ell}\right]\left(\mathbf{L}_{r p}^{a b} T_{a b}\right)(k, m) d m \\
&+\sum_{j=1}^{N} \frac{\gamma^{j}}{(2 \pi)^{n-1}}\left[\left(J_{r}^{a}-J_{r}^{j}\right)\left(J_{p}^{j}-J_{p}^{b}\right)-\left(J_{p}^{a}-J_{p}^{j}\right)\left(J_{\gamma}^{j}-J_{\gamma}^{b}\right)\right]  \tag{2.51}\\
& \cdot \int_{\mathbb{R}^{n-1}} \int_{\mathbb{R}^{n-1}} \exp \left[i \sum_{\ell=2}^{n}\left(m_{\ell}+M_{\ell}\right) x_{\ell}\right] T_{j b}(k, m) \\
& \cdot T_{a j}\left(\lambda^{j b}(k, m), M\right) d M d m
\end{align*}
$$

We have used (2.45), (2.49), (2.50), and the boundary conditions (1.4) in deriving (2.51). From the Fourier inversion formula and (2.51), we obtain

$$
\begin{align*}
0=\left(\mathbf{L}_{r p}^{a b}\right. & \left.T_{a b}\right)(k, m) \\
& +\sum_{j=1}^{N} \frac{\gamma^{j}}{(2 \pi)^{n-1}}\left[\left(J_{r}^{a}-J_{r}^{j}\right)\left(J_{p}^{j}-J_{p}^{b}\right)-\left(J_{p}^{a}-J_{p}^{j}\right)\left(J_{r}^{j}-J_{r}^{b}\right)\right]  \tag{2.52}\\
& \cdot \int_{\mathbb{R}^{n-1}} T_{j b}(k, M) T_{a j}\left(\lambda^{j b}(k, M), m-M\right) d M .
\end{align*}
$$

Since

$$
\begin{aligned}
& \frac{1}{\left(J_{p}^{a}-J_{p}^{b}\right)\left(J_{r}^{a}-J_{r}^{b}\right)} \sum_{j=1}^{N}\left[\left(J_{r}^{a}-J_{r}^{j}\right)\left(J_{p}^{j}-J_{p}^{b}\right)-\left(J_{p}^{a}-J_{p}^{j}\right)\left(J_{r}^{j}-J_{r}^{b}\right)\right] \\
& \quad=\sum_{\ell=1}^{N}\left[\frac{J_{p}^{\ell}-J_{p}^{b}}{J_{p}^{a}-J_{p}^{b}}-\frac{J_{r}^{\ell}-J_{r}^{b}}{J_{r}^{a}-J_{r}^{b}}\right],
\end{aligned}
$$

equation (2.52) is equivalent to (2.42).
Definition 2.3. Let $D_{N \times N}^{o}$ be the space of off-diagonal $N \times N$-matrix-valued functions $\Phi(k, m)$ that satisfy the following conditions.
(i) $\Phi(k, m)$ is $C^{\infty}$ on $\mathbb{C}^{n} \times \mathbb{R}^{n-1}$.
(ii) For each multi-index $\alpha$ with $3 n-1$ components, $\sup _{\mathbb{C}^{n} \times \mathbb{R}^{n-1}}\left(1+\left|k_{a b}\right|+\right.$ $|m|)^{j} \cdot\left|\partial^{\alpha} \Phi_{a b}(k, m)\right|<\infty$ for $j=0,1,2, \cdots$ and $1 \leq a, b \leq N$.
(iii) $\mathbf{L}_{r}^{a b} \Phi_{a b}=\mathbf{L}_{p}^{a b} \Phi_{a b}, \quad 1 \leq r, p \leq n$.
$D_{N \times N}^{o}$ becomes a Fréchet space if we equip it with the seminorms

$$
|\Phi|_{(a, b, \alpha, j)}=\sup _{\mathbb{C}^{n} \times \mathbb{R}^{n-1}}\left(1+\left|k_{a b}\right|+|m|\right)^{j} \cdot\left|\partial^{\alpha} \Phi_{a b}(k, m)\right|
$$

Definition 2.4. (Scattering map.)

$$
\begin{equation*}
\mathbf{S}(Q)=T \tag{2.53}
\end{equation*}
$$

Remark 2.4. S is defined on a neighborhood of $0 \in S_{N \times N}^{o}$. In view of Remark 2.3 and Proposition 2.5, the range of $\mathbf{S}$ is a subset of $D_{N \times N}^{o}$. By (2.27) and Remark 2.2, S is continuous with respect to the Fréchet space topologies on $S_{N \times N}^{o}$ and $D_{N \times N}^{o}$.

The results of this section are summarized in the following theorem.
Theorem 2.1. The direct problem is uniquely solvable if $Q$ satisfies (2.11). If the inverse data $T$ is defined by (2.27), then $T \in D_{N \times N}^{o}$ (cf. Definition 2.3) and the $\bar{\partial}$ equation (2.28) is valid. The scattering map $\mathbf{S}$ that takes $Q$ to $T$ is a continuous map from a neighborhood of $0 \in S_{N \times N}^{o}$ into $D_{N \times N}^{o}$. Both the potential $Q$ and the inverse data $T$ can be expressed directly in terms of the Jost function $\mu$ via (2.39) and (2.40).

Remark 2.5. $\mathbf{S}$ is actually infinitely Fréchet differentiable.
3. The inverse problem. Let $T \in D_{N \times N}^{o}$. The fundamental equations ( $1 \leq$ $p \leq n$ ) for the inverse problem are

$$
\begin{align*}
\frac{\partial \mu_{p}}{\partial \bar{k}_{p}}\left(x_{0}, x, k\right)=\sum_{a, b} \frac{\gamma^{a}\left(J_{p}^{a}-J_{p}^{b}\right)}{(2 \pi)^{n-1}} \int_{\mathbb{R}^{n-1}} \exp \left[i \varepsilon^{a b}\left(x_{0}, x, k, m\right)\right]  \tag{3.1}\\
\cdot T_{a b}(k, m) \mu_{p}\left(x_{0}, x, \lambda^{a b}(k, m)\right) E^{a b} d m
\end{align*}
$$

with boundary conditions

$$
\begin{equation*}
\lim _{k_{p} \rightarrow \infty} \mu_{p}\left(x_{0}, x, k\right)=I \quad \text { for fixed }\left(x_{0}, x, k_{1}, \cdots, k_{p-1}, k_{p+1}, \cdots, k_{n}\right) \tag{3.2}
\end{equation*}
$$

Note that $\varepsilon^{a b}$ is defined in (2.45). It is useful to observe that any first-order derivative of $\varepsilon^{a b}$ in the $\left(x_{0}, x\right)$ variables is a linear combination of $\left\{\left(k_{a b}\right)_{R},\left(k_{a b}\right)_{I}\right.$, $\left.m_{2}, \cdots, m_{n}\right\}$ and that each of the $\left(x_{0}, x\right)$ variables can be represented as a linear combination of $\left\{\left(\partial \varepsilon^{a b} / \partial k_{p_{R}}\right),\left(\partial \varepsilon^{a b} / \partial k_{p_{I}}\right),\left(\partial \varepsilon^{a b} / \partial m_{2}\right), \cdots,\left(\partial \varepsilon^{a b} / \partial m_{n}\right)\right\}$.

Let the differential-integral operator $\mathbf{L}_{\left(x_{0}, x\right)}^{p}$ be defined by

$$
\begin{gather*}
{\left[\mathbf{L}_{\left(x_{0}, x\right)}^{p} \nu\right](k)=\frac{\partial \nu}{\partial \bar{k}_{p}}(k)-\sum_{a, b} \frac{\gamma^{a}\left(J_{P}^{a}-J_{p}^{b}\right)}{(2 \pi)^{n-1}} \int_{\mathbb{R}^{n-1}} \exp \left[i \varepsilon^{a b}\left(x_{0}, x, k, m\right)\right]}  \tag{3.3}\\
\cdot T_{a b}(k, m) \nu\left(\lambda^{a b}(k, m)\right) E^{a b} d m
\end{gather*}
$$

so that (3.1) can be written in the simple form $\mathbf{L}_{\left(x_{0}, x\right)}^{p} \mu\left(x_{0}, x, \cdot\right)=0$.
The goal of the inverse problem is to find a potential whose scattering data is $T$. We start with the solvability of (3.1)-(3.2).

Henceforth we shall denote $\left(k_{1}, \cdots, k_{p-1}, k_{p}^{\prime}, k_{p+1}, \cdots, k_{n}\right)$ by $k_{(p)}^{\prime}$. The following lemma is a direct consequence of the inversion formula for the $\bar{\partial}$ operator and Liouville's theorem.

Lemma 3.1. $\mu_{p}\left(x_{0}, x, k\right)$ is a bounded continuous generalized solution of (3.1) and (3.2) if and only if it is a solution of the following integral equation:

$$
\begin{align*}
& \mu_{p}=I+\sum_{a, b} \frac{\gamma^{a}\left(J_{p}^{a}-J_{p}^{b}\right)}{\pi(2 \pi)^{n-1}} \int_{\mathbb{R}^{n+1}} \frac{1}{k_{p}-k_{p}^{\prime}} \exp \left[i \varepsilon^{a b}\left(x_{0}, x, k_{(p)}^{\prime}, m\right)\right]  \tag{3.4}\\
& \cdot T_{a b}\left(k_{(p)}^{\prime}, m\right) \mu_{p}\left(x_{0}, x, \lambda^{a b}\left(k_{(p)}^{\prime}, m\right)\right) E^{a b} d m d k_{p_{R}}^{\prime} d k_{p_{I}}^{\prime}
\end{align*}
$$

Let $\mathbf{P}_{\left(x_{0}, x\right)}^{p}$ be the operator on $C_{N \times N}^{b}\left(\mathbb{C}^{n}\right)$ defined by

$$
\begin{array}{r}
{\left[\mathbf{P}_{\left(x_{0}, x\right)}^{p} \nu\right](k)=\sum_{a, b} \frac{\gamma^{a}\left(J_{p}^{a}-J_{p}^{b}\right)}{\pi(2 \pi)^{n-1}} \int_{\mathbb{R}^{n+1}} \frac{1}{k_{p}-k_{p}^{\prime}} \exp \left[i \varepsilon^{a b}\left(x_{0}, x, k_{(p)}^{\prime}, m\right)\right]}  \tag{3.5}\\
\cdot \\
T_{a b}\left(k_{(p)}^{\prime}, m\right) \nu\left(\lambda^{a b}\left(k_{(p)}^{\prime}, m\right)\right) E^{a b} d m d k_{p_{R}}^{\prime} d k_{p_{I}}^{\prime}
\end{array}
$$

Remark 3.1. Equation (3.4) is therefore just $\mu_{p}=I+\mathbf{P}_{\left(x_{0}, x\right)}^{p} \mu_{p}$. Note that by property (ii) of Definition 2.3, $\mathbf{P}_{\left(x_{0}, x\right)}^{p}$ is also defined on any continuous function $\nu(k)$ with polynomial growth. Moreover, for such $\nu$ we have

$$
\begin{align*}
\frac{\partial}{\partial \bar{k}_{p}}\left(\mathbf{P}_{\left(x_{0}, x\right)}^{p} \nu\right)(k)= & \sum_{a, b} \frac{\gamma^{a}\left(J_{p}^{a}-J_{p}^{b}\right)}{(2 \pi)^{n-1}} \exp \left[i \beta^{a}\left(x_{0}, x_{1}, k_{a b}\right)\right] \\
& \cdot \int_{\mathbb{R}^{n-1}} \exp \left[i \alpha^{a}(x, m)\right] T_{a b}(k, m) \nu\left(\lambda^{a b}(k, m)\right) E^{a b} d m \tag{3.6}
\end{align*}
$$

and

$$
\begin{equation*}
\lim _{k_{j} \rightarrow \infty} \mathbf{P}_{\left(x_{0}, x\right)}^{p} \nu=0(1 \leq p \leq n) \tag{3.7}
\end{equation*}
$$

for fixed ( $x_{0}, x, k_{1}, \cdots, k_{j-1}, k_{j+1}, \cdots, k_{n}$ ).
A sufficient condition for (3.4) (equivalently (3.1)-(3.2)) to be uniquely solvable is stated in the next proposition whose proof is omitted due to its similarity to the proof of Proposition 2.1.

Proposition 3.1. (Contracting property of $\mathbf{P}_{\left(x_{0}, x\right) .}^{p}$.) Assume that $T \in D_{N \times N}^{o}$ and that it satisfies

$$
\begin{align*}
& \int_{\mathbb{R}^{n-1}} \sup _{\mathbb{C}^{n}}|T(k, m)| d m \cdot \int_{\mathbb{R}^{n-1}}\left[\int_{\mathbb{R}^{2}} \sup _{\mathbb{C}^{n-1}}|T(k, m)| d k_{p_{R}} d k_{p_{I}}\right] d m  \tag{3.8}\\
& \quad<\frac{\pi}{8 \omega_{p}^{2}(N-1)^{2}}
\end{align*}
$$

where $\omega_{p}=\max _{a, b}\left(\left|\gamma^{a}\right|\left|J_{p}^{a}-J_{p}^{b}\right|\right) /(2 \pi)^{n-1}$ and $|T(k, m)|=\max _{1 \leq a, b \leq N}\left|T_{a b}(k, m)\right|$. Then $\mathbf{P}_{\left(x_{0}, x\right)}^{p}$ is a contraction on $C_{N \times N}^{b}\left(\mathbb{C}^{n}\right)$ with

$$
\begin{equation*}
\left\|\mathbf{P}_{\left(x_{0}, x\right)}^{p}\right\| \leq \tau_{p}<1 \quad \forall\left(x_{0}, x\right) \in \mathbb{R}^{n+1} \tag{3.9}
\end{equation*}
$$

From now on we shall assume that (3.8) holds for $1 \leq p \leq n$ and denote by $\mu_{p}\left(x_{0}, x, k\right)$ the unique solution in $C_{N \times N}^{b}\left(\mathbb{C}^{n}\right)$ of

$$
\begin{equation*}
\mu_{p}=I+\mathbf{P}_{\left(x_{0}, x\right)}^{p} \mu_{p} \tag{3.10}
\end{equation*}
$$

Since the operator $\mathbf{P}_{\left(x_{0}, x\right)}^{p}$ depends continuously on $\left(x_{0}, x\right), \mu_{p}$ is bounded and continuous on $\mathbb{R}^{n+1} \times \mathbb{C}^{n}$. It is a solution of (3.1) in the sense of distribution, and we also have by (3.6)

$$
\begin{equation*}
\lim _{k_{j} \rightarrow \infty} \mu_{p}\left(x_{0}, x, k\right)=I, \quad 1 \leq p \leq n \tag{3.11}
\end{equation*}
$$

for fixed $\left(x_{0}, x, k_{1}, \cdots, k_{j-1}, k_{j+1}, \cdots, k_{n}\right)$.

By the same argument in the proof of (2.19), we obtain

$$
\begin{equation*}
\lim _{\left|x_{0}\right|+|x| \rightarrow \infty} \mu_{p}\left(x_{0}, x, k\right)=I \tag{3.12}
\end{equation*}
$$

for fixed $k$.
Proposition 3.2. (Properties of $\mu_{1}$.) $\mu_{1} \in C^{\infty}\left(\mathbb{R}^{n+1} \times \mathbb{C}^{n}\right)$. All the derivatives of $\mu_{1}$ that only involve the ( $x_{0}, x$ ) variables are bounded on $\mathbb{R}^{n+1} \times \mathbb{C}^{n}$. All the derivatives that involve the $k$ variables are bounded on $\mathbb{C}^{n}$ for fixed $\left(x_{0}, x\right)$. All the first-order derivatives of $\mu_{1} \rightarrow 0$ as $k_{p} \rightarrow \infty$ with all the other variables fixed.

Proof. We will employ techniques similar to those in the proof of Lemma 2.2 and Proposition 2.2. But special care must be taken for the $k_{1}$-derivatives because of the function $\lambda_{1}^{a b}(k, m)$ (cf. (2.29)) that appears in the definition of $P_{\left(x_{0}, x\right)}^{1}$.

Starting with (3.1) for $p=1$, it is easy to show by induction that

$$
\begin{equation*}
\left(\frac{\partial}{\partial \bar{k}_{1}}\right)^{\ell} \mu_{1}\left(x_{0}, x, k\right) \quad \text { is continuous on } \mathbb{R}^{n+1} \times \mathbb{C}^{n} \tag{3.13}
\end{equation*}
$$

for $\ell=1,2, \cdots$, and

$$
\begin{equation*}
\left(\frac{\partial}{\partial \bar{k}_{1}}\right)^{\ell} \mu_{1}\left(x_{0}, x, k\right) \in C_{N \times N}^{b}\left(\mathbb{C}^{n}\right) \tag{3.14}
\end{equation*}
$$

for $\ell=1,2, \cdots$ and fixed $\left(x_{0}, x\right)$. Here the derivatives are taken in the sense of distributions.

By elliptic regularity (cf. [8]), $\partial \mu_{1} / \partial k_{1_{R}}$ and $\partial \mu_{1} / \partial k_{1_{I}}$ exist in the classical sense. Let $\tilde{\mathbf{L}}=\sigma_{R}\left(\partial / \partial k_{1_{R}}\right)-\sigma_{I}\left(\partial / \partial k_{1_{I}}\right)$. It follows from (2.29) that

$$
\begin{equation*}
\tilde{\mathbf{L}}\left[\mu_{1}\left(x_{0}, x, \lambda^{a b}(k, m)\right)\right]=\left(\tilde{\mathbf{L}} \mu_{1}\right)\left(x_{0}, x, \lambda^{a b}(k, m)\right) \tag{3.15}
\end{equation*}
$$

By the technique in the proof of Lemma 2.2, $\tilde{\mathbf{L}} \mu_{1}$ is the solution in $C_{N \times N}^{b}\left(\mathbb{C}^{n}\right)$ of

$$
\begin{equation*}
\tilde{\mathbf{L}} \mu_{1}=W+\mathbf{P}_{\left(x_{0}, x\right)}^{1}\left(\tilde{\mathbf{L}} \mu_{1}\right) \tag{3.16}
\end{equation*}
$$

where

$$
\begin{gathered}
W=\sum_{a, b} \frac{\gamma^{a}\left(J_{1}^{a}-J_{1}^{b}\right)}{(2 \pi)^{n-1}} \int_{\mathbb{R}^{n+1}} \tilde{\mathbf{L}}\left\{\exp \left[i \varepsilon^{a b}\left(x_{0}, x, k_{1}-k_{1}^{\prime}, k_{2}, \cdots, k_{n}, m\right)\right]\right. \\
\left.\cdot T_{a b}\left(k_{1}-k_{1}^{\prime}, k_{2}, \cdots, k_{n}, m\right)\right\} \\
\cdot \frac{1}{k_{1}^{\prime}} \mu_{1}\left(x_{0}, x, \lambda^{a b}\left(k_{1}-k_{1}^{\prime}, k_{2}, \cdots, k_{n}, m\right)\right) E^{a b} d m d k_{1_{R}}^{\prime} d k_{1_{I}}^{\prime}
\end{gathered}
$$

Since $W$ depends continuously on $\left(x_{0}, x\right)$, it follows from (3.16) that $\tilde{\mathbf{L}} \mu_{1}$ is continuous on $\mathbb{R}^{n+1} \times \mathbb{C}^{n}$. As $\partial \mu_{1} / \partial k_{1_{R}}$ and $\partial \mu_{1} / \partial k_{1_{I}}$ can be represented as linear combinations of $\partial \mu_{1} / \partial \bar{k}_{1}$ and $\tilde{\mathbf{L}} \mu_{1}$, we see that both $\partial \mu_{1} / \partial k_{1_{R}}$ and $\partial \mu_{1} / \partial k_{1_{I}}$ are continuous on $\mathbb{R}^{n+1} \times \mathbb{C}^{n}$ and bounded on $\mathbb{C}^{n}$ for fixed ( $x_{0}, x$ ).

The other first-order derivatives can now be handled easily. The same arguments are then applied inductively as in the proof of Proposition 2.2 to higher-order derivatives.

Let $\zeta$ be one of the first-order derivatives of $\mu_{1}$. Then $\zeta$ satisfies an equation of the form

$$
\zeta=K+\mathbf{P}_{\left(x_{0}, x\right)}^{1} \zeta
$$

where by property (ii) of Definition $2.3, \lim _{k_{p} \rightarrow \infty} K=0$ with ( $x_{0}, x, k_{1}, \cdots, k_{p-1}$, $k_{p+1}, \cdots, k_{n}$ ) fixed. Since $\zeta$ is bounded on $\mathbb{C}^{n}$ for fixed ( $x_{0}, x$ ), we also have in view of (3.7) that $\lim _{k_{p} \rightarrow \infty} P_{\left(x_{0}, x\right)}^{1} \zeta=0$ for fixed ( $x_{0}, x, k_{1}, \cdots, k_{p-1}, k_{p+1}, \cdots, k_{n}$ ). Hence $\lim _{k_{p} \rightarrow \infty} \zeta=0$.

Our next goal is to prove that $\mu_{1}=\mu_{2}=\cdots=\mu_{n}$, actually.
Lemma 3.2. If $\nu(k) \in C^{2}\left(\mathbb{C}^{n}\right)$ and $\partial^{\alpha} \nu$ is bounded on $\mathbb{C}^{n}$ for $|\alpha| \leq 1$, then

$$
\begin{equation*}
\left[\mathbf{L}_{\left(x_{0}, x\right)}^{p}, \mathbf{L}_{\left(x_{0}, x\right)}^{r}\right] \nu=0 \tag{3.17}
\end{equation*}
$$

Proof. The commutativity of $\mathbf{L}_{\left(x_{0}, x\right)}^{p}$ and $\mathbf{L}_{\left(x_{0}, x\right)}^{r}$ is the consequence of the constraint $\mathbf{L}_{r}^{a b} T_{a b}=\mathbf{L}_{p}^{a b} T_{a b}$ in the definition of the space $D_{N \times N}^{o}$ (cf. (iii) of Definition 2.3). The following computations are similar to those in the proof of Proposition 2.5 and we shall use the notation introduced there.

From (2.46) and (2.47), we have

$$
\begin{aligned}
& {\left[\mathbf{L}_{\left(x_{0}, x\right)}^{p} \mathbf{L}_{\left(x_{0}, x\right)}^{r}\right] \nu} \\
& =\mathbf{L}_{\left(x_{0}, x\right)}^{p} \mathbf{L}_{\left(x_{0}, x\right)}^{r} \nu-\mathbf{L}_{\left(x_{0}, x\right)}^{r} \mathbf{L}_{\left(x_{0}, x\right)}^{p} \nu \\
& =\sum_{a, b} \frac{\gamma^{a}}{(2 \pi)^{n-1}} \int_{\mathbb{R}^{n-1}} \exp \left[i \varepsilon^{a b}\left(x_{0}, x, k, m\right)\right]\left[\mathbf{L}_{r p}^{a b} T_{a b}\right] \nu\left(\lambda^{a b}(k, m)\right) E^{a b} d m \\
& \quad+\sum_{a, b}\left\{\sum_{j} \frac{\gamma^{j+a}}{(2 \pi)^{2 n-2}}\left[\left(J_{p}^{j}-J_{p}^{b}\right)\left(J_{r}^{a}-J_{r}^{j}\right)-\left(J_{r}^{j}-J_{r}^{b}\right)\left(J_{p}^{a}-J_{p}^{j}\right)\right]\right. \\
& \\
& \quad \cdot \int_{\mathbb{R}^{2 n-2}} \exp \left[i \varepsilon^{j b}\left(x_{0}, x, k, M+i \varepsilon^{a j}\left(x_{0}, x, \lambda^{j b}(k, M), m\right)\right] T_{j b}(k, M)\right. \\
& \left.\quad \cdot T_{a j}\left(\lambda^{j b}(k, M), m\right) \nu\left(\lambda^{a j}\left(\lambda^{j b}(k, M), m\right)\right) E^{a b} d m d M\right\}
\end{aligned}
$$

Using (2.49) and (2.50), we can rewrite the second sum as

$$
\begin{aligned}
& \sum_{a, b} \frac{\gamma^{a}}{(2 \pi)^{n-1}} \int_{\mathbb{R}^{n-1}} \exp \left[i \varepsilon^{a b}\left(x_{0}, x, k, m\right)\right] \\
& \quad \cdot\left\{\sum_{j} \frac{\gamma^{j}\left[\left(J_{p}^{j}-J_{p}^{b}\right)\left(J_{r}^{a}-J_{r}^{j}\right)-\left(J_{r}^{j}-J_{r}^{b}\right)\left(J_{p}^{a}-J_{p}^{j}\right)\right]}{(2 \pi)^{n-1}} \int_{\mathbb{R}^{n-1}} T_{j b}(k, M)\right. \\
& \left.\quad \cdot T_{a j}\left(\lambda^{j b}(k, M), m-M\right) \nu\left(\lambda^{a b}(k, m)\right) E^{a b} d M\right\} d m
\end{aligned}
$$

The proof of the lemma is then completed by observing that (2.52) holds because $\mathbf{L}_{r}^{a b} T_{a b}=\mathbf{L}_{p}^{a b} T_{a b}$.

Proposition 3.3. (Existence and uniqueness of the solution of the inverse problem.) Assuming that (3.8) holds for $1 \leq p \leq n$, there is a unique $\mu$ which satisfies (3.1) and (3.2) simultaneously for $1 \leq p \leq n$.

Proof. Since $\mathbf{L}_{\left(x_{0}, x\right)}^{1} \mu_{1}=0$, Lemma 3.2 implies that for $2 \leq p \leq n$

$$
\mathbf{L}_{\left(x_{0}, x\right)}^{1}\left[\mathbf{L}_{\left(x_{0}, x\right)}^{p} \mu_{1}\right]=0
$$

For fixed $\left(x_{0}, x, k_{2}, \cdots, k_{n}\right), \lim _{k_{1} \rightarrow \infty} \partial \mu_{1} / \partial \bar{k}_{p}=0$ by Proposition 3.2. Since the integral in the definition of $\mathbf{L}_{\left(x_{0}, x\right)}^{p}$ also tends to zero as $k_{1} \rightarrow \infty$ by the decay of $T$, we have

$$
\lim _{k_{1} \rightarrow \infty} \mathbf{L}_{\left(x_{0}, x\right)}^{p} \mu_{1}=0
$$

for fixed $\left(x_{0}, x, k_{2}, \cdots, k_{n}\right)$.
Therefore the inversion formula for the $\bar{\partial}$ operator and Liouville's theorem imply that

$$
\mathbf{L}_{\left(x_{0}, x\right)}^{p} \mu_{1}=\mathbf{P}_{\left(x_{0}, x\right)}^{1}\left[\mathbf{L}_{\left(x_{0}, x\right)}^{p} \mu_{1}\right] .
$$

Hence $\mathbf{L}_{\left(x_{0}, x\right)}^{p} \mu_{1}=0$ for $2 \leq p \leq n$, by the contraction property of $\mathbf{P}_{\left(x_{0}, x\right)}^{1}$. In view of (3.11), $\mu_{1}$ satisfies the boundary condition (3.2) for $2 \leq p \leq n$ which means that $\mu_{1}$ also satisfies (3.4) for $2 \leq p \leq n$. By the contraction property of $\mathbf{P}_{\left(x_{0}, x\right)}^{p}$, we have $\mu_{1}=\mu_{p}$ for $2 \leq p \leq n$.

Proposition 3.4. (Asymptotics of $\mu$ for large $k$.) For fixed $\left(x_{0}, x, k_{1}, \cdots, k_{p-1}\right.$, $k_{p+1}, \cdots, k_{n}$ ) and $1 \leq p \leq n$,

$$
\begin{equation*}
\mu\left(x_{0}, x, k\right)=I+\frac{1}{\pi k_{p}} \int_{\mathbb{R}^{2}} \frac{\partial \mu}{\partial \bar{k}_{p}}\left(x_{0}, x, k\right) d k_{p_{R}} d k_{p_{I}}+o\left(\frac{1}{\left|k_{p}\right|}\right) . \tag{3.18}
\end{equation*}
$$

Proof. We have

$$
\begin{aligned}
k_{p}(\mu-I) & \\
= & \sum_{a, b} \frac{\gamma^{a}\left(J_{p}^{a}-J_{p}^{b}\right)}{\pi(2 \pi)^{n-1}} \int_{\mathbb{R}^{n+1}} \exp \left[i \varepsilon^{a b}\left(x_{0}, x, k_{(p)}^{\prime}, m\right)\right] \\
& \cdot T_{a b}\left(k_{(p)}^{\prime}, m\right) \mu\left(x_{0}, x, \lambda^{a b}\left(k_{(p)}^{\prime}, m\right)\right) E^{a b} d m d k_{p_{R}}^{\prime} d k_{p_{I}}^{\prime} \\
& +\sum_{a, b} \frac{\gamma^{a}\left(J_{p}^{a}-J_{p}^{b}\right)}{\pi(2 \pi)^{n-1}} \int_{\mathbb{R}^{n+1}} \frac{k_{p}^{\prime}}{k_{p}-k_{p}^{\prime}} \exp \left[i \varepsilon^{a b}\left(x_{0}, x, k_{(p)}^{\prime}, m\right)\right] \\
& \cdot T_{a b}\left(k_{(p)}^{\prime}, m\right) \mu\left(x_{0}, x, \lambda^{a b}\left(k_{(p)}^{\prime}, m\right)\right) E^{a b} d m d k_{p_{R}} d k_{p_{I}}
\end{aligned}
$$

The second sum goes to zero as $k_{p} \rightarrow \infty$, by the decay of $T$. In view of (3.1), the first sum is just $(1 / \pi) \int_{\mathbb{R}^{2}}\left(\partial \mu / \partial \bar{k}_{p}\right)\left(x_{0}, x, k\right) d k_{p_{R}} d k_{p_{I}}$.

In view of (2.40), it is natural to define the potential $Q$ by

$$
Q=\frac{i \sigma}{\pi}\left[J_{p}, \int_{\mathbb{R}^{2}} \frac{\partial \mu}{\partial \bar{k}_{p}}\left(x_{0}, x, k\right) d k_{p_{R}} d k_{p_{I}}\right] .
$$

The problem with this definition is twofold: (i) it is not clear that $Q$ is a function of ( $x_{0}, x$ ) alone and (ii) $Q$ apparently depends on the choice of $p$. Therefore we begin instead with the matrix-valued functions $Q_{p}(1 \leq p \leq n)$ defined by

$$
\begin{equation*}
Q_{p}=\frac{i \sigma}{\pi}\left[J_{p}, \int_{\mathbb{R}^{2}} \frac{\partial \mu}{\partial \bar{k}_{p}}\left(x_{0}, x, k\right) d k_{p_{R}} d k_{p_{I}}\right] \tag{3.19}
\end{equation*}
$$

or equivalently (using (3.1)),

$$
\begin{align*}
Q_{p}=\frac{i \sigma}{\pi} \sum_{a, b} \frac{\gamma^{a}\left(J_{p}^{a}-J_{p}^{b}\right)}{\pi(2 \pi)^{n-1}}[ & J_{p}, \int_{\mathbb{R}^{n+1}} \exp \left[i \varepsilon^{a b}\left(x_{0}, x, k, m\right)\right]  \tag{3.20}\\
& \left.\cdot T_{a b}(k, m) \mu\left(x_{0}, x, \lambda^{a b}(k, m)\right) E^{a b}\right] d m d k_{p_{R}} d k_{p_{I}}
\end{align*}
$$

Hence $Q_{p}$ is $C^{\infty}$ and bounded on $\mathbb{R}^{n+1} \times \mathbb{C}^{n}$. Note that $Q_{p}$ is independent of $k_{p}$.
Let $\mathbf{L}_{k}$ be the differential operator defined by

$$
\begin{equation*}
\mathbf{L}_{k} \theta=\frac{\partial \theta}{\partial x_{0}}+\sigma \sum_{\ell=1}^{n}\left(J_{\ell} \frac{\partial \theta}{\partial x_{\ell}}+i k_{\ell}\left[J_{\ell}, \theta\right]\right) \tag{3.21}
\end{equation*}
$$

where $\theta$ is an $N \times N$-matrix-valued function defined on $\mathbb{R}^{n+1}$. Note that (1.3) can be rewritten as $\mathbf{L}_{k} \mu=Q \mu$.

Lemma 3.3. Let $\nu \in C^{2}\left(\mathbb{R}^{n+1} \times \mathbb{C}^{n}\right)$ and $\partial_{\left(x_{0}, x\right)}^{\alpha} \nu$ be bounded for $|\alpha| \leq 1$. Then

$$
\begin{equation*}
\left[\mathbf{L}_{\left(x_{0}, x\right)}^{p}, \mathbf{L}_{k}\right] \nu=0 \tag{3.22}
\end{equation*}
$$

Proof. It is clear that $\partial\left(\mathbf{L}_{k} \mu\right) / \partial \bar{k}_{p}=\mathbf{L}_{k}\left(\partial \mu / \partial \bar{k}_{p}\right)$. On the other hand, the decay of $T$ allows differentiation under the integral sign:

$$
\begin{aligned}
& \mathbf{L}_{k}\left\{\sum_{a, b} \frac{\gamma^{a}\left(J_{p}^{a}-J_{p}^{b}\right)}{\pi(2 \pi)^{n-1}} \int_{\mathbb{R}^{n-1}} \exp \left[i \varepsilon^{a b}\left(x_{0}, x, k, m\right)\right]\right. \\
& \left.\quad \cdot T_{a b}(k, m) \nu\left(x_{0}, x, \lambda^{a b}(k, m)\right) E^{a b} d m\right\} \\
& =\sum_{a, b} \frac{\gamma^{a}\left(J_{p}^{a}-J_{p}^{b}\right)}{(2 \pi)^{n-1}} \int_{\mathbb{R}^{n-1}} T_{a b}(k, m) \mathbf{L}_{k}\left\{\exp \left[i \varepsilon^{a b}\left(x_{0}, x, k, m\right)\right]\right. \\
& \\
& \left.\cdot \nu\left(x_{0}, x, \lambda^{a b}(k, m)\right) E^{a b}\right\} d m
\end{aligned}
$$

Recall (cf. proof of Proposition 2.4) that $\lambda^{a b}(k, m)$ is defined so that

$$
\begin{aligned}
& \mathbf{L}_{k}\left\{\exp \left[i \varepsilon^{a b}\left(x_{0}, x, k, m\right)\right] \nu\left(x_{0}, x, \lambda^{a b}(k, m)\right) E^{a b}\right\} \\
& \quad=\exp \left[i \varepsilon^{a b}\left(x_{0}, x, k, m\right)\right]\left(\mathbf{L}_{k} \nu\right)\left(x_{0}, x, \lambda^{a b}(k, m)\right)
\end{aligned}
$$

The proof of the lemma is therefore complete.
Proposition 3.5. (Equivalence of the reconstruction formulas.)

$$
Q_{1}=Q_{2}=\cdots=Q_{n}
$$

Proof. From (3.22) we have $\mathbf{L}_{\left(x_{0}, x\right)}^{p}\left(\mathbf{L}_{k} \mu\right)=0$ for $1 \leq p \leq n$, and it follows from (3.18) that

$$
\begin{equation*}
\lim _{k_{p} \rightarrow \infty} i \sigma \sum_{\ell=1}^{n} k_{\ell}\left[J_{\ell}, \mu\right]=Q_{p} \tag{3.23}
\end{equation*}
$$

for fixed $\left(x_{0}, x, k_{1}, \cdots, k_{p-1}, k_{p+1}, \cdots, k_{n}\right)$. Hence Proposition 3.2 implies that

$$
\begin{equation*}
\lim _{k_{p} \rightarrow \infty} \mathbf{L}_{k} \mu=Q_{p} \tag{3.24}
\end{equation*}
$$

for fixed ( $x_{0}, x, k_{1}, \cdots, k_{p-1}, k_{p+1}, \cdots, k_{n}$ ).
Since $\mathbf{L}_{k} \mu$ has polynomial growth in $k$, we have by Remark 3.1 the inversion formula for the $\bar{\partial}$ operator and Liouville's theorem that

$$
\begin{equation*}
\mathbf{L}_{k} \mu=Q_{p}+\mathbf{P}_{\left(x_{0}, x\right)}^{p}\left(\mathbf{L}_{k} \mu\right) \quad \text { for } 1 \leq p \leq n \tag{3.25}
\end{equation*}
$$

Recall that $Q_{p}$ is independent of $k_{p}$. On the other hand, if we keep $\left(x_{0}, x, k_{1}, \cdots\right.$, $\left.k_{p-1}, k_{p+1}, \cdots, k_{n}\right)$ fixed and then let $k_{p} \rightarrow \infty$ in the equation $\mathbf{L}_{k} \mu=Q_{j}+\mathbf{P}_{\left(x_{0}, x\right)}^{j}$. $\left(\mathbf{L}_{k} \mu\right)$, it follows from (3.7) that

$$
\begin{equation*}
Q_{p}=\lim _{k_{p} \rightarrow \infty} \mathbf{L}_{k} \mu=\lim _{k_{p} \rightarrow \infty} Q_{j} \tag{3.26}
\end{equation*}
$$

Therefore $Q_{p}$ is also independent of $k_{j}$. Since $j$ is arbitrary, $Q_{p}$ is a function of ( $x_{0}, x$ ) alone, for $1 \leq p \leq n$. But then (3.26) implies that $Q_{p}=Q_{j}$ for any $p$ and $j$, i.e., $Q_{1}=Q_{2}=\cdots=Q_{n}$.

Corollary 3.1. (Differential equation relating $Q$ and $\mu$.)

$$
\begin{equation*}
\mu_{x_{0}}+\sigma \sum_{\ell=1}^{n}\left(J_{\ell} \mu_{x_{\ell}}+i k_{\ell}\left[J_{\ell}, \mu\right]\right)=Q \mu \tag{3.27}
\end{equation*}
$$

Proof. Since $Q$ is a function of $\left(x_{0}, x\right)$ alone, it follows from (3.10) that

$$
\begin{equation*}
Q \mu=Q+\mathbf{P}_{\left(x_{0}, x\right)}^{p}(Q \mu) \quad \text { for } 1 \leq p \leq n \tag{3.28}
\end{equation*}
$$

Equation (3.27) then follows by comparing (3.28) with (3.25).
It is clear that $Q$ is off-diagonal and $C^{\infty}$ on $\mathbb{R}^{n+1}$. To study the decay of $Q$, we exploit the following integral equation, which is a consequence of (3.1), (3.4), and (2.30).

$$
\begin{align*}
& \frac{\partial \mu}{\partial \bar{k}_{1}}\left(x_{0}, x, k\right) \\
&=G+\sum_{a, b} \frac{\gamma^{a}\left(J_{1}^{a}-J_{1}^{b}\right)}{\pi(2 \pi)^{n-1}} \int_{\mathbb{R}^{n+1}} \exp \left[i \varepsilon^{a b}\left(x_{0}, x_{1}, k, m\right)\right] \frac{1}{\lambda_{1}^{a b}(k, m)-k_{1}^{\prime}}  \tag{3.29}\\
& \cdot T_{a b}(k, m) \frac{\partial \mu}{\partial \bar{k}_{1}^{\prime}}\left(x_{0}, x, k_{1}^{\prime}, k_{2}+m_{2}, \cdots, k_{n}+m_{n}\right) E^{a b} d k_{1_{R}}^{\prime} d k_{1_{I}}^{\prime} d m
\end{align*}
$$

where

$$
\begin{equation*}
G=\sum_{a, b} \frac{\gamma^{a}\left(J_{1}^{a}-J_{1}^{b}\right)}{\pi(2 \pi)^{n-1}} \int_{\mathbb{R}^{n-1}} \exp \left[i \varepsilon^{a b}\left(x_{0}, x, k, m\right)\right] T_{a b}(k, m) E^{a b} d m \tag{3.30}
\end{equation*}
$$

Definition 3.1. Let $L_{N \times N}^{1}(\mathbb{C})$ be the Banach space of $N \times N$ matrices whose entries belong to $L^{1}(\mathbb{C})$. If $\nu \in L_{N \times N}^{1}(\mathbb{C})$, then $\|\nu\|_{L_{N \times N}^{1}}=\max _{1 \leq a, b \leq N}\left\|\nu_{a b}\right\|_{L^{1}(\mathbb{C})}$. Let $C^{b}\left(\mathbb{C}^{n-1}, L_{N \times N}^{1}(\mathbb{C})\right)$ be the Banach space of bounded continuous func-
tions on $\mathbb{C}^{n-1}$ with value in $L_{N \times N}^{1}(\mathbb{C})$. If $\nu\left(k_{2}, \cdots, k_{n}\right) \in C^{b}\left(\mathbb{C}^{n-1}, L_{N \times N}^{1}(\mathbb{C})\right)$, $\|\|\nu\|\|=\sup _{\mathbb{C}^{n-1}}\left\|\nu\left(k_{2}, \cdots, k_{n}\right)\right\|_{L_{N \times N}^{1}}$. We shall also write $\nu\left(k_{2}, \cdots, k_{n}\right)\left(k_{1}\right)$ as $\nu\left(k_{1}, k_{2}, \cdots, k_{n}\right)$.

Let $\mathbf{R}_{\left(x_{0}, x\right)}$ be the operator on $C^{b}\left(\mathbb{C}^{n-1}, L_{N \times N}^{1}(\mathbb{C})\right)$ defined by

$$
\begin{align*}
& {\left[\mathbf{R}_{\left(x_{0}, x\right)} \nu\right](k)} \\
& \begin{aligned}
&=\sum_{a, b} \frac{\gamma^{a}\left(J_{1}^{a}-J_{1}^{b}\right)}{\pi(2 \pi)^{n-1}} \int_{\mathbb{R}^{n+1}} \exp \left[i \varepsilon^{a b}\left(x_{0}, x, k, m\right)\right] \frac{1}{\lambda_{1}^{a b}(k, m)-k_{1}^{\prime}} T_{a b}(k, m) \\
& \cdot \nu\left(k_{1}^{\prime}, k_{2}+m_{2}, \cdots, k_{n}+m_{n}\right) E^{a b} d k_{1_{R}}^{\prime} d k_{1_{I}}^{\prime} d m .
\end{aligned} \tag{3.31}
\end{align*}
$$

It is clear from (3.1) that $\left(\partial \mu / \partial \bar{k}_{1}\right) \in C^{b}\left(\mathbb{C}^{n-1}, L_{N \times N}^{1}(\mathbb{C})\right)$. We can therefore regard (3.29) as an equation in $C^{b}\left(\mathbb{C}^{n-1}, L_{N \times N}^{1}(\mathbb{C})\right)$ and rewrite it as

$$
\begin{equation*}
\frac{\partial \mu}{\partial \bar{k}_{1}}=G+\mathbf{R}_{\left(x_{0}, x\right)}\left(\frac{\partial \mu}{\partial \bar{k}_{1}}\right) \tag{3.32}
\end{equation*}
$$

Lemma 3.4. $\mathbf{R}_{\left(x_{0}, x\right)}$ is a contraction on $C^{b}\left(\mathbb{C}^{n-1}, L_{N \times N}^{1}(\mathbb{C})\right)$ if (3.8) holds for $p=1$.

Proof. Note that by (2.29),

$$
\begin{equation*}
\left[\lambda_{1}^{a b}\left(k_{1}, 0\right)\right]_{I}=k_{1_{I}} \tag{3.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\lambda_{1}^{a b}\left(k_{1}, 0\right)\right]_{R}=\frac{J_{1}^{b}}{J_{1}^{a}} k_{1_{R}}-\frac{\sigma_{R}\left(J_{1}^{a}-J_{1}^{b}\right)}{\sigma_{I} J_{1}^{a}} k_{1_{I}} \tag{3.34}
\end{equation*}
$$

From (2.24),

$$
\begin{align*}
\omega_{1} & =\max _{a, b} \frac{\left|\gamma^{a}\right|\left|J_{1}^{a}-J_{1}^{b}\right|}{(2 \pi)^{n-1}}  \tag{3.35}\\
& =\max _{a, b} \frac{\left|\gamma^{a}\right|\left|J_{1}^{a}-J_{1}^{b}\right|\left|J_{1}^{a}\right|}{(2 \pi)^{n-1}\left|J_{1}^{b}\right|}
\end{align*}
$$

Using (3.33)-(3.35) and an argument similar to the one in the proof of Proposition 2.1, we find

$$
\begin{aligned}
& \left\|\left[\mathbf{R}_{\left(x_{0}, x\right)} \nu\right]_{a b}\left(\cdot, k_{2}, \cdots, k_{n}\right)\right\|_{L_{N \times N}^{1}} \\
& \quad \leq \sum_{j=1}^{N} \frac{\left|\gamma^{j}\right|\left|J_{1}^{j}-J_{1}^{b}\right|}{\pi(2 \pi)^{n-1}} \int_{\mathbb{R}^{n+3}} \frac{1}{\left|\lambda_{1}^{j b}(k, m)-k_{1}^{\prime}\right|}\left|T_{j b}(k, m)\right| \\
& \quad \cdot\left|\nu_{a j}\left(k_{1}^{\prime}, k_{2}+m_{2}, \cdots, k_{n}+m_{n}\right)\right| d k_{1_{R}}^{\prime} d k_{1_{I}}^{\prime} d m d k_{1_{R}} d k_{1_{I}} \\
& \leq \frac{(N-1) 8^{\frac{1}{2}} \omega_{1}}{\pi^{\frac{1}{2}}}\| \| \nu\| \| \int_{\mathbb{R}^{n-1}}\left[\sup _{\mathbb{C}^{n}}|T(k, m)|\right]^{\frac{1}{2}}\left[\sup _{\mathbb{C}^{n-1}} \int_{\mathbb{R}^{2}}|T(k, m)| d k_{1_{R}} d k_{1_{I}}\right]^{\frac{1}{2}} d m \\
& \leq \frac{(N-1) 8^{\frac{1}{2}} \omega_{1}}{\pi^{\frac{1}{2}}}\| \| \nu\| \|\left[\int_{\mathbb{R}^{n-1}} \sup _{\mathbb{C}^{n}}|T(k, m)| d m\right]^{\frac{1}{2}} \\
& \cdot\left[\int_{\mathbb{R}^{n-1}}\left[\sup _{\mathbb{C}^{n-1}} \int_{\mathbb{R}^{2}}|T(k, m)| d k_{1_{R}} d k_{1_{I}}\right] d m\right]^{\frac{1}{2}}
\end{aligned}
$$

Since we assume that (3.8) holds for $1 \leq p \leq n$, we can control the norm of $R_{\left(x_{0}, x\right)}$ by the same constant that appears in (3.9):

$$
\begin{equation*}
\left\|\mathbf{R}_{\left(x_{0}, x\right)}\right\| \leq \tau_{1}<1 \quad \forall\left(x_{0}, x\right) \in \mathbb{R}^{n+1} \tag{3.36}
\end{equation*}
$$

Proposition 3.6. (Decay of $Q$.)

$$
Q \in S_{N \times N}^{o} .
$$

Proof. From (3.32), we obtain

$$
\begin{align*}
\left(1+\left|x_{0}\right|^{2}+|x|^{2}\right)^{j} \frac{\partial \mu}{\partial \bar{k}_{1}}= & \left(1+\left|x_{0}\right|^{2}+|x|^{2}\right)^{j} G  \tag{3.37}\\
& +\mathbf{R}_{\left(x_{0}, x\right)}\left(\left(1+\left|x_{0}\right|^{2}+|x|^{2}\right)^{j} \frac{\partial \mu}{\partial \bar{k}_{1}}\right)
\end{align*}
$$

for $j=0,1,2, \cdots$.
Using integration by parts and (3.30), property (ii) of Definition 2.3 implies that there exists $C_{j}>0$ such that

$$
\begin{equation*}
\left\|\left\|\left(1+\left|x_{0}\right|^{2}+|x|^{2}\right) G\left(x_{0}, x, k\right)\right\| \leq C_{j} \quad \forall\left(x_{0}, x\right) \in \mathbb{R}^{n+1} .\right. \tag{3.38}
\end{equation*}
$$

It follows from (3.36)-(3.38) that

$$
\begin{equation*}
\left\|\left\|\left(1+\left|x_{0}\right|^{2}+|x|^{2}\right)^{j} \frac{\partial \mu}{\partial \bar{k}_{1}}\left(x_{0}, x, k\right)\right\| \leq \frac{C_{j}}{1-\tau_{1}} \quad \forall\left(x_{0}, x\right) \in \mathbb{R}^{n+1}\right. \tag{3.39}
\end{equation*}
$$

Inductively, we have

$$
\begin{equation*}
\partial_{\left(x_{0}, x\right)}^{\alpha} \frac{\partial \mu}{\partial \bar{k}_{1}}=G_{\alpha}+\mathbf{R}_{\left(x_{0}, x\right)}\left(\partial_{\left(x_{0}, x\right)}^{\alpha} \frac{\partial \mu}{\partial \bar{k}_{1}}\right) \tag{3.40}
\end{equation*}
$$

where

$$
\begin{equation*}
\left\|\left\|\left(1+\left|x_{0}\right|^{2}+|x|^{2}\right)^{j} G_{\alpha}\left(x_{0}, x, k\right)\right\|\right\| \leq C_{\alpha, j} \quad \forall\left(x_{0}, x\right) \in \mathbb{R}^{n+1} . \tag{3.41}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\left\|\left\|\left(1+\left|x_{0}\right|^{2}+|x|^{2}\right)^{j} \partial_{\left(x_{0}, x\right)}^{\alpha} \frac{\partial \mu}{\partial \bar{k}_{1}}\left(x_{0}, x, k\right)\right\|\right\| \leq \frac{C_{\alpha, j}}{1-\tau_{1}} \quad \forall\left(x_{0}, x\right) \in \mathbb{R}^{n+1} \tag{3.42}
\end{equation*}
$$

Since $Q=(i \sigma / \pi)\left[J_{1}, \int_{\mathbb{R}^{2}} \frac{\partial \mu}{\partial k_{1}}\left(x_{0}, x, k\right) d k_{1_{R}} d k_{1_{I}}\right]$, the proposition follows from (3.42).

DEFINITION 3.2. (Inverse scattering map.)

$$
\begin{equation*}
\hat{\mathbf{S}}(T)=Q \tag{3.43}
\end{equation*}
$$

Remark 3.2. If we trace the dependence of $Q$ on $T$ through the arguments in the proof of Proposition 3.6, we see that $\hat{\mathbf{S}}$ is a continuous map from a neighborhood of $0 \in D_{N \times N}^{o}$ into $S_{N \times N}^{o}$.

The results of this section are summarized in the following theorem.

Theorem 3.1. The inverse problem has a unique simultaneous solution $\mu$ if (3.8) holds for $1 \leq p \leq n$. The reconstruction formulas in (3.19) are equivalent, and the potential $Q\left(x_{0}, x\right)$ defined by these formulas belongs to $S_{N \times N}^{o}$. Moreover, (1.3)(1.4) are satisfied by $Q$ and $\mu$. The inverse scattering map $\hat{\mathbf{S}}$ that takes $T$ to $Q$ is a continuous map from a neighborhood of $0 \in D_{N \times N}^{o}$ into $S_{N \times N}^{o}$.

Remark 3.3. $\hat{\mathbf{S}}$ is actually infinitely Fréchet differentiable.

## 4. Relation between $\mathbf{S}$ and $\hat{\mathbf{S}}$.

Proposition 4.1.

$$
\begin{equation*}
\hat{\mathbf{S}} \circ \mathbf{S}=\mathbf{I} \quad \text { on the domain of } \hat{\mathbf{S}} \circ \mathbf{S} \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{S} \circ \hat{\mathbf{S}}=\mathbf{I} \quad \text { on the domain of } \mathbf{S} \circ \hat{\mathbf{S}} \tag{4.2}
\end{equation*}
$$

Proof. Given $Q \in S_{N \times N}^{o}$ belonging to the domain of $\hat{\mathbf{S}} \circ \mathbf{S}$, let $T=\mathbf{S}(Q)$ and $Q^{\prime}=\hat{\mathbf{S}}(T)$. Let $\mu$ be the unique solution of (1.3)-(1.4). Then $\mu$ is also the unique solution of the $\bar{\partial}$ problem (3.1)-(3.2) by Proposition 2.4. In view of Corollary 2.3, $Q^{\prime}$ defined by

$$
Q^{\prime}=\frac{i \sigma}{\pi}\left[J_{p}, \int_{\mathbb{R}^{2}} \frac{\partial \mu}{\partial \bar{k}_{p}}\left(x_{0}, x, k\right) d k_{p_{R}} d k_{p_{I}}\right], \quad 1 \leq p \leq n,
$$

must coincide with $Q$.
Given $T \in D_{N \times N}^{o}$ belonging to the domain $\mathbf{S} \circ \hat{\mathbf{S}}$, let $Q=\hat{\mathbf{S}}(T)$ and $T^{\prime}=\mathbf{S}(Q)$. Let $\mu$ be the unique solution of (3.1)-(3.2). Then it follows immediately that

$$
\begin{align*}
\lim _{x_{0} \rightarrow \infty} & \left\{\exp \left[-i \beta^{a}\left(x_{0}, 0, k_{a b}\right)\right] \frac{\partial \mu_{a b}}{\partial \bar{k}_{p}}\left(x_{0}, 0, x_{2}, \cdots, x_{n}, k\right)\right\}  \tag{4.3}\\
& =\frac{\gamma^{a}\left(J_{p}^{a}-J_{p}^{b}\right)}{(2 \pi)^{n-1}} \int_{\mathbb{R}^{n-1}} \exp \left(\sum_{\ell=2}^{n} m_{\ell} x_{\ell}\right) T_{a b}(k, m) d m
\end{align*}
$$

By Corollary 3.1 and (3.12), $\mu$ is also the unique solution of (1.3)-(1.4). Hence Corollary 2.2 implies that

$$
\begin{align*}
\lim _{x_{0} \rightarrow \infty} & {\left[\exp \left[-i \beta^{a}\left(x_{0}, 0, k_{a b}\right)\right] \frac{\partial \mu_{a b}}{\partial \bar{k}_{p}}\left(x_{0}, 0, x_{2}, \cdots, x_{n}, k\right)\right] }  \tag{4.4}\\
& =\frac{\gamma^{a}\left(J_{p}^{a}-J_{p}^{b}\right)}{(2 \pi)^{n-1}} \int_{\mathbb{R}^{n-1}} \exp \left(\sum_{\ell=2}^{n} m_{\ell} x_{\ell}\right) T_{a b}^{\prime}(k, m) d m
\end{align*}
$$

Comparing (4.3) and (4.4), we conclude that $T=T^{\prime}$.
Combining Remarks 2.4 and 3.2 and Proposition 4.1, we obtain the following theorem.

Theorem 4.1. The scattering map $\mathbf{S}$ is a homeomorphism from a neighborhood of $0 \in S_{N \times N}^{o}$ onto a neighborhood of $0 \in D_{N \times N}^{o}$.

Remark 4.1. $\mathbf{S}$ is actually a diffeomorphism.
5. Reduction to $2 \times 2$ potentials. We shall show in this section how the reconstruction of the potential from the scattering data can be reduced to the special
case of $2 \times 2$ potentials and $2 \times 2$ inverse data. As mentioned in the Introduction, this means that the number of variables involved can be reduced to 3 , i.e., $n=2$.

Throughout this section we assume appropriate smallness conditions so that all the equations involved are uniquely solvable. We first take a quick look at the simplification of the theory developed in $\S \S 2$ and 3 when $N=2$. Let $\hat{Q}\left(x_{0}, x\right)$ be a $2 \times 2$ potential. The equations for the direct problem are

$$
\begin{gather*}
\frac{\partial \hat{\mu}_{11}}{\partial x_{0}}+\sigma \sum_{\ell=1}^{n} \hat{J}_{\ell}^{1} \frac{\partial \hat{\mu}_{11}}{\partial x_{\ell}}=\hat{Q}_{12} \hat{\mu}_{21}  \tag{5.1}\\
\frac{\partial \hat{\mu}_{12}}{\partial x_{0}}+\sigma \sum_{\ell=1}^{n} \hat{J}_{\ell}^{1} \frac{\partial \hat{\mu}_{12}}{\partial x_{\ell}}+i \sigma\left[\sum_{\ell=1}^{n} k_{\ell}\left(\hat{J}_{\ell}^{1}-\hat{J}_{\ell}^{2}\right)\right] \hat{\mu}_{12}=\hat{Q}_{12} \hat{\mu}_{22}  \tag{5.2}\\
\frac{\partial \hat{\mu}_{21}}{\partial x_{0}}+\sigma \sum_{\ell=2}^{n} \hat{J}_{\ell}^{2} \frac{\partial \hat{\mu}_{21}}{\partial x_{\ell}}+i \sigma\left[\sum_{\ell=1}^{n} k_{\ell}\left(\hat{J}_{\ell}^{2}-\hat{J}_{\ell}^{1}\right)\right] \hat{\mu}_{21}=\hat{Q}_{21} \hat{\mu}_{11} \tag{5.3}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{\partial \hat{\mu}_{22}}{\partial x_{0}}+\sigma \sum_{\ell=1}^{n} \hat{J}_{\ell}^{2} \frac{\partial \hat{\mu}_{22}}{\partial x_{\ell}}=\hat{Q}_{21} \hat{\mu}_{12} \tag{5.4}
\end{equation*}
$$

with the boundary condition

$$
\begin{equation*}
\lim _{\left|x_{0}\right|+|x| \rightarrow \infty} \hat{\mu}=I \tag{5.5}
\end{equation*}
$$

It is clear that there is really only one complex variable involved, namely, $\chi=$ $\sum_{\ell=1}^{n} k_{\ell}\left(\hat{J}_{\ell}^{1}-\hat{J}_{\ell}^{2}\right)$. In particular, the characterization problem does not exist.
$(\partial \hat{\mu} / \partial \bar{\chi})$ and $\hat{\mu}$ are related through

$$
\begin{align*}
\frac{\partial \hat{\mu}}{\partial \bar{\chi}}=\frac{\bar{\sigma}}{4 \pi i\left|\sigma_{I}\right|(2 \pi)^{n-1}}\{ & \frac{1}{\hat{J}_{1}^{1}} \int_{\mathbb{R}^{n-1}} \exp \left[i \hat{\beta}^{1}\left(x_{0}, x_{1}, \chi\right)+i \sum_{\ell=2}^{n} m_{\ell}\left(x_{\ell}-x_{1} \frac{\hat{J}_{\ell}^{1}}{\hat{J}_{1}^{1}}\right)\right] \\
& \cdot \hat{T}_{12}(\chi, m) \hat{\mu}\left(x_{0}, x, \hat{\lambda}^{1}(\chi, m)\right) E^{12} d m  \tag{5.6}\\
& +\frac{-1}{\hat{J}_{1}^{2}} \int_{\mathbb{R}^{n-1}} \exp \left[i \hat{\beta}^{2}\left(x_{0}, x_{1},-\chi\right)+i \sum_{\ell=2}^{n} m_{\ell}\left(x_{\ell}-x_{1} \frac{\hat{J}_{\ell}^{2}}{\hat{J}_{1}^{2}}\right)\right] \\
& \left.\cdot \hat{T}_{21}(\chi, m) \hat{\mu}\left(x_{0}, x, \hat{\lambda}^{2}(\chi, m)\right) E^{21} d m\right\}
\end{align*}
$$

where

$$
\begin{gather*}
\hat{\beta}^{j}\left(x_{0}, x_{1}, \chi\right)=\frac{1}{\sigma}\left[|\sigma|^{2} \chi_{I} x_{0}-\frac{(\sigma \chi)_{I}}{\hat{J}_{1}^{j}} x_{1}\right], \quad j=1,2,  \tag{5.7}\\
\hat{T}_{12}(\chi, m)=\int_{\mathbb{R}^{n+1}} \exp \left[-i \hat{\beta}^{1}\left(\xi_{0}, \xi_{1}, \chi\right)-i \sum_{\ell=2}^{n} m_{\ell}\left(\eta_{\ell}-\xi_{1} \frac{\hat{J}_{\ell}^{1}}{\hat{J}_{1}^{1}}\right)\right] \\
\cdot \hat{Q}_{12}\left(\xi_{0}, \xi_{1}, \eta\right) \hat{\mu}_{22}\left(\xi_{0}, \xi_{1}, \eta, \chi\right) d \xi_{0} d \xi_{1} d \eta \\
\hat{T}_{21}(\chi, m)=\int_{\mathbb{R}^{n+1}} \exp \left[-i \hat{\beta}^{2}\left(\xi_{0}, \xi_{1},-\chi\right)-i \sum_{\ell=2}^{n} m_{\ell}\left(\eta_{\ell}-\xi_{1} \frac{\hat{J}_{\ell}^{2}}{\hat{J}_{1}^{2}}\right)\right]  \tag{5.9}\\
\cdot \hat{Q}_{21}\left(\xi_{0}, \xi_{1}, \eta\right) \hat{\mu}_{11}\left(\xi_{0}, \xi_{1}, \eta, \chi\right) d \xi_{0} d \xi_{1} d \eta
\end{gather*}
$$

and

$$
\begin{align*}
& \hat{\lambda}^{j}(\chi, m)=\frac{\chi}{\hat{J}_{1}^{1}-\hat{J}_{1}^{2}}+\sum_{\ell=2}^{n} m_{\ell} \frac{\hat{J}_{\ell}^{1} \hat{J}_{1}^{2}-\hat{J}_{1}^{1} \hat{J}_{\ell}^{2}}{\hat{J}_{1}^{j}\left(\hat{J}_{1}^{1}-\hat{J}_{1}^{2}\right)}  \tag{5.10}\\
&-(-1)^{j} \frac{(\sigma \chi)_{I}}{\sigma_{I} \hat{J}_{1}^{j}}, \quad j=1,2
\end{align*}
$$

Equation (5.6) is essentially the same as (2.28) except for the minor changes due to the fact that the derivative is taken with respect to $\bar{\chi}$ instead of the individual $\bar{k}_{p}$.

In the inverse problem, $\hat{\mu}$ is obtained by solving (5.6) with boundary condition

$$
\begin{equation*}
\lim _{\chi \rightarrow \infty} \hat{\mu}\left(x_{0}, x, \chi\right)=I \tag{5.11}
\end{equation*}
$$

The potential is then given by

$$
\begin{equation*}
\hat{Q}_{12}\left(x_{0}, x\right)=\frac{i \sigma}{\pi} \int_{\mathbb{R}^{2}} \frac{\partial \hat{\mu}_{12}}{\partial \bar{\chi}}\left(x_{0}, x, \chi\right) d \chi_{R} d \chi_{I} \tag{5.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{Q}_{21}\left(x_{0}, x\right)=\frac{i \sigma}{\pi} \int_{\mathbb{R}^{2}} \frac{\partial \hat{\mu}_{21}}{\partial \bar{\chi}}\left(x_{0}, x, \chi\right) d \chi_{R} d \chi_{I} \tag{5.13}
\end{equation*}
$$

We now show how the general $N \times N$ case can be reduced to the special case above. We shall impose the following additional nondegeneracy condition.

$$
\begin{equation*}
\left(J_{1}^{a}-J_{1}^{b}\right)\left(J_{p}^{c}-J_{p}^{b}\right) \neq\left(J_{1}^{c}-J_{1}^{b}\right)\left(J_{p}^{a}-J_{p}^{b}\right) \tag{5.14}
\end{equation*}
$$

for all distinct $a, b, c$ and for $p \neq 1$.
Let $\mu$ satisfy (1.3) and (1.4). For fixed $\hat{a}$ and $\hat{b}$ such that $\hat{a}<\hat{b}$, let $\hat{Q}_{12}\left(x_{0}, x\right)$ $=Q_{\hat{a} \hat{b}}\left(x_{0}, x\right), \hat{Q}_{21}\left(x_{0}, x\right)=Q_{\hat{b} \hat{a}}\left(x_{0}, x\right), \hat{J}_{\ell}^{1}=J_{\ell}^{a}$, and $\hat{J}_{\ell}^{2}=J_{\ell}^{b}$ for $1 \leq \ell \leq n$.

Proposition 5.1. The reduced $2 \times 2$ system

$$
\begin{equation*}
\hat{\mu}_{x_{0}}+\sum_{\ell=1}^{n} \sigma\left(\hat{J}_{\ell} \hat{\mu}_{x_{\ell}}+i k_{\ell}\left[\hat{J}_{\ell}, \hat{\mu}\right]\right)=\hat{Q} \hat{\mu} \tag{5.15}
\end{equation*}
$$

with boundary condition

$$
\begin{equation*}
\lim _{\left|x_{0}\right|+|x| \rightarrow \infty} \hat{\mu}=I \tag{5.16}
\end{equation*}
$$

is satisfied (uniquely) by

$$
\begin{array}{ll}
\hat{\mu}_{11}=\lim _{k_{p} \rightarrow \infty} \mu_{\hat{a} \hat{a}}, & \hat{\mu}_{12}=\lim _{k_{p} \rightarrow \infty} \mu_{\hat{a} \hat{b}}  \tag{5.17}\\
\hat{\mu}_{21}=\lim _{k_{p} \rightarrow \infty} \mu_{\hat{b} \hat{a}}, & \hat{\mu}_{22}=\lim _{k_{p} \rightarrow \infty} \mu_{\hat{b} \hat{b}} .
\end{array}
$$

Here the limit is taken with fixed $\left(x_{0}, x, \chi, k_{2}, \cdots, k_{p-1}, k_{p+1}, \cdots, k_{n}\right)$, where $\chi=$ $\sum_{\ell=1}^{n} k_{\ell}\left(\hat{J}_{\ell}^{1}-\hat{J}_{\ell}^{2}\right)=k_{\hat{a} \hat{b}}$ and $p \geq 2$.

Proof. Observe that (5.14) implies that

$$
\begin{equation*}
\lim _{k_{p} \rightarrow \infty} k_{a b}=\infty \tag{5.18}
\end{equation*}
$$

for $b=\hat{a}$ or $\hat{b}, 1 \leq a \leq N$, and $(a, b) \notin\{(\hat{a}, \hat{a}),(\hat{a}, \hat{b}),(\hat{b}, \hat{a}),(\hat{b}, \hat{b})\}$.
Assume that as $k_{p} \rightarrow \infty, \mu_{a b}\left(x_{0}, x, \chi, k_{2}, \cdots, k_{n}\right)$ converges uniformly on compact subsets of $\mathbb{R}^{n+1}$ to $\psi_{a b}\left(x_{0}, x, \chi, k_{2}, \cdots, k_{p-1}, k_{p+1}, \cdots, k_{n}\right)$ for $b=\hat{a}$ or $\hat{b}$ and for $1 \leq a \leq N$. By (2.8), (5.18), the boundedness of $\mu$, the decay of $Q$, and the Riemann-Lebesgue lemma, we find for $(a, b) \notin\{(\hat{a}, \hat{a}),(\hat{a}, \hat{b}),(\hat{b}, \hat{a}),(\hat{b}, \hat{b})\}$

$$
\begin{align*}
& \psi_{a b}\left(x_{0}, x, \chi, k_{2}, \cdots, k_{p-1}, k_{p+1}, \cdots, k_{n}\right) \\
& \quad=\lim _{k_{p} \rightarrow \infty} \mu_{a b}\left(x_{0}, x, \chi, k_{2}, \cdots, k_{n}\right) \\
& =\lim _{k_{p} \rightarrow \infty} \int_{\mathbb{R}^{2}} G\left(\xi, k_{a b}\right)[Q \psi]_{a b}\left(x_{0}-2 \xi_{0}, x_{1}-J_{1}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi), \cdots,\right.  \tag{5.19}\\
& \left.\quad x_{n}-J_{n}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi), \chi, k_{2}, \cdots, k_{n}\right) d \xi_{0} d \xi_{1} \\
& =
\end{align*}
$$

It also follows from (2.8), (5.18) and (5.19) that

$$
\begin{align*}
& \psi_{\hat{a} \hat{a}}\left(x_{0}, x, \chi, k_{2}, \cdots, k_{p-1}, k_{p+1}, \cdots, k_{n}\right) \\
& \quad=1+\int_{\mathbb{R}^{2}} G(\xi, 0)\left[Q_{\hat{a} \hat{b}} \psi_{\hat{b} \hat{a}}\right]\left(x_{0}-2 \xi_{0}, x_{1}-J_{1}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi), \cdots,\right.  \tag{5.20}\\
& \left.\quad x_{n}-J_{n}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi), \chi, k_{2}, \cdots, k_{p-1}, k_{p+1}, \cdots, k_{n}\right) d \xi_{0} d \xi_{1}, \\
& \begin{array}{r}
\psi_{\hat{a} \hat{b}}\left(x_{0}, x, \chi, k_{2}, \cdots, k_{p-1}, k_{p+1}, \cdots, k_{n}\right) \\
=\int_{\mathbb{R}^{2}} G(\xi, \chi)\left[Q_{\hat{a} \hat{b}} \psi_{\hat{b} \hat{b}}\right]\left(x_{0}-2 \xi_{0}, x_{1}-J_{1}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi), \cdots,\right. \\
\left.\quad x_{n}-J_{n}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi), \chi, k_{2}, \cdots, k_{p-1}, k_{p+1}, \cdots, k_{n}\right) d \xi_{0} d \xi_{1}, \\
\psi_{\hat{b} \hat{a}}\left(x_{0}, x, \chi, k_{2}, \cdots, k_{p-1}, k_{p+1}, \cdots, k_{n}\right) \\
=\int_{\mathbb{R}^{2}} G(\xi,-\chi)\left[Q_{\hat{b} \hat{a}} \psi_{\hat{a} \hat{a} \hat{]}}\right]\left(x_{0}-2 \xi_{0}, x_{1}-J_{1}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi), \cdots,\right. \\
\left.\quad x_{n}-J_{n}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi), \chi, k_{2}, \cdots, k_{p-1}, k_{p+1}, \cdots, k_{n}\right) d \xi_{0} d \xi_{1}, \\
\psi_{\hat{b} \hat{b}}\left(x_{0}, x, \chi, k_{2}, \cdots, k_{p-1}, k_{p+1}, \cdots, k_{n}\right) \\
\quad=1+\int_{\mathbb{R}^{2}} G(\xi, 0)\left[Q_{\hat{b} \hat{a}} \psi_{\hat{a} \hat{b} b}\right]\left(x_{0}-2 \xi_{0}, x_{1}-J_{1}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi), \cdots,\right. \\
\left.x_{n}-J_{n}^{a}(\sigma \bar{\xi}+\bar{\sigma} \xi), \chi, k_{2}, \cdots, k_{p-1}, k_{p+1}, \cdots, k_{n}\right) d \xi_{0} d \xi_{1} .
\end{array}
\end{align*}
$$

In other words, $\hat{\mu}=\binom{\psi_{\hat{a} \hat{a}}}{\psi_{\hat{b} \hat{a}} \psi_{\hat{b} \hat{b}}}$ is the unique solution of (5.15) and (5.16). In particular, $\psi_{a b}$ only depends on ( $x_{0}, x, \chi$ ).

It remains to show that $\mu_{a b}\left(x_{0}, x, \chi, k_{2}, \cdots, k_{n}\right)$ actually converges uniformly on compact subsets of $\mathbb{R}^{n+1}$ for $1 \leq a \leq N, b=\hat{a}$ or $\hat{b}$, and for fixed ( $\chi, k_{2}, \cdots, k_{p-1}, k_{p+1}$, $\left.\cdots, k_{n}\right)$. Since $\partial^{\alpha} \mu \in C_{N \times N}^{b}\left(\mathbb{R}^{n+1} \times C^{n}\right)$ for $|\alpha| \leq 1$, the Arzela-Ascoli theorem implies that given any sequence $\kappa_{j} \rightarrow \infty, \mu_{a b}\left(x_{0}, x, \chi, k_{2}, \cdots, k_{p-1}, \kappa_{j}, k_{p+1}, \cdots, k_{n}\right)$ has a subsequence that converges uniformly on compact subsets of $\mathbb{R}^{n+1}$. But we have shown that these limit functions must satisfy (5.19)-(5.23), i.e., they are uniquely determined.

Therefore, $\mu_{a b}\left(x_{0}, x, \kappa, k_{2}, \cdots, k_{n}\right)$ converges uniformly on compact subsets of $\mathbb{R}^{n+1}$ as the continuous variable $k_{p} \rightarrow \infty$.

Let $T$ be the inverse data of $Q$, and let

$$
\hat{T}(\chi, m)=\left(\begin{array}{cc}
0 & \hat{T}_{12}(\chi, m) \\
\hat{T}_{21}(\chi, m) & 0
\end{array}\right)
$$

be the inverse data of $\hat{Q}$. By comparing (5.8) and (5.9) with (2.27), we have by (5.19) the following corollary.

Corollary 5.1. (Relation between the inverse data.)

$$
\begin{equation*}
\hat{T}_{12}(\chi, m)=\lim _{k_{p} \rightarrow \infty} T_{\hat{a} \hat{b}}(k, m) \tag{5.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{T}_{21}(\chi, m)=\lim _{k_{p} \rightarrow \infty} T_{\hat{b} \hat{a}}(k, m) \tag{5.25}
\end{equation*}
$$

where the limit is taken with fixed $\left(\chi, k_{2}, \cdots, k_{p-1}, k_{p+1}, \cdots, k_{n}\right)$.
The characterization equations in (2.42) can be rewritten as

$$
\begin{equation*}
\frac{1}{J_{p}^{a}-J_{p}^{b}} \frac{\partial T_{a b}}{\partial \bar{k}_{p}}(k, m)-\frac{1}{J_{1}^{a}-J_{1}^{b}} \frac{\partial T_{a b}}{\partial \bar{k}_{1}}(k, m)=N_{1 p}^{a b}[T], \quad 2 \leq p \leq n \tag{5.26}
\end{equation*}
$$

where

$$
\begin{align*}
& N_{1 p}^{a b}[T](k, m) \\
& \qquad=\sum_{j=1}^{N} \frac{\gamma^{j}}{(2 \pi)^{n-1}} \int_{\mathbb{R}^{n-1}}\left[\frac{J_{p}^{j}-J_{p}^{b}}{J_{p}^{a}-J_{p}^{b}}-\frac{J_{1}^{j}-J_{1}^{b}}{J_{1}^{a}-J_{1}^{b}}\right] T_{j b}(k, M)  \tag{5.27}\\
& \cdot T_{a j}\left(\lambda^{j b}(k, m), m-M\right) d M .
\end{align*}
$$

Denote by $\tilde{T}_{a b}$ and $\tilde{N}_{1 p}^{a b}[\tilde{T}]$ the functions representing $T_{a b}$ and $N_{1 p}^{a b}[T]$ in the ( $k_{a b}, k_{2}, \cdots, k_{n}, m$ ) coordinates. Then (5.26) is equivalent to

$$
\begin{array}{r}
\frac{\partial \tilde{T}_{a b}}{\partial \bar{k}_{p}}\left(k_{a b}, k_{2}, \cdots, k_{n}, m\right)=\left(J_{p}^{a}-J_{p}^{b}\right) \tilde{N}_{1 p}^{a b}[\tilde{T}]\left(k_{a b}, k_{2}, \cdots, k_{n}, m\right)  \tag{5.28}\\
2 \leq p \leq n .
\end{array}
$$

Proposition 5.2. (Equivalent characterization of the inverse data.) Given any $a$ and $b$ such that $1 \leq a \neq b \leq n$,

$$
\begin{align*}
& \tilde{T}_{a b}\left(k_{a b}, k_{2}, \cdots, k_{n}, m\right)-\frac{1}{\pi} \int_{\mathbb{R}^{2}} \frac{\left(J_{p}^{a}-J_{p}^{b}\right)}{k_{p}-k_{p}^{\prime}}  \tag{5.29}\\
& \cdot \tilde{N}_{1 p}^{a b}[\tilde{T}]\left(k_{a b}, k_{2}, \cdots, k_{p-1}, k_{p}^{\prime}, k_{p+1}, \cdots, k_{n}, m\right) d k_{p_{k}}^{\prime} d k_{p_{I}}^{\prime}
\end{align*}
$$

represent the same function $\Phi_{a b}\left(k_{a b}, m\right)$ for $2 \leq p \leq n$.
Proof. By the inversion formula for the $\bar{\partial}$ operator and Liouville's theorem, (5.28) is equivalent to

$$
\begin{align*}
& \tilde{T}_{a b}\left(k_{a b}, k_{2}, \cdots, k_{n}, m\right) \\
&= \lim _{k_{p} \rightarrow \infty}  \tag{5.30}\\
& \tilde{T}_{a b}\left(k_{a b}, k_{2}, \cdots, k_{n}, m\right)+\frac{1}{\pi} \int_{\mathbb{R}^{2}} \frac{\left(J_{p}^{a}-J_{p}^{b}\right)}{k_{p}-k_{p}^{\prime}} \\
& \cdot \tilde{N}_{1 p}^{a b}[T]\left(k_{a b}, k_{2}, \cdots, k_{p-1}, k_{p}^{\prime}, k_{p+1}, \cdots, k_{n}, m\right) d k_{p_{k}}^{\prime} d k_{p_{I}}^{\prime} .
\end{align*}
$$

Here the limit is taken with $\left(k_{a b}, k_{2}, \cdots, k_{p-1}, k_{p+1}, \cdots, k_{n}, m\right)$ fixed. Corollary 5.1 implies that $\lim _{k_{p} \rightarrow \infty} \tilde{T}_{a b}\left(k_{a b}, k_{2}, \cdots, k_{n}, m\right)=\lim _{k_{r} \rightarrow \infty} \tilde{T}_{a b}\left(k_{a b}, k_{2}, \cdots, k_{n}, m\right)$ for $2 \leq$ $p, r \leq n$. Their common value is the inverse data of the reduced system, and therefore only depends on ( $k_{a b}, m$ ).

Conversely, if (5.29) holds for $1 \leq a, b \leq N$, then (5.28) and hence the characterization equations (2.42) are obviously satisfied.

Combining these results we can treat the reconstruction problem by the following procedures. Let $T(k, m)$ be an off-diagonal $N \times N$-matrix-valued function that satisfies conditions (i) and (ii) of Definition 2.3. If condition (5.29) is satisfied, then $T \in$ $D_{N \times N}^{o}$ and $T$ belongs to the range of $\mathbf{S}$ if it is small enough. Let $1 \leq \hat{a}<\hat{b} \leq$ $N$. Proposition 5.1 and Corollary 5.1 imply that the $\hat{a} \hat{b} t h$ and $\hat{b} \hat{a} t h$ component of the potential $Q$ can be reconstructed through (5.6), (5.12), and (5.13) by letting $\hat{T}_{12}(\chi, m)=\Phi_{\hat{a} \hat{b}}(\chi, m)$ and $\hat{T}_{21}(\chi, m)=\Phi_{\hat{b} \hat{a}}(\chi, m)$.

In other words, we can replace condition (iii) of Definition 2.3 by (5.29). If (5.29) is satisfied, we can reconstruct the components of $Q$ two at a time by solving a $2 \times 2$ inverse problem, and the inverse data of such $2 \times 2$ systems are already computed in the checking of condition (5.29).
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# THERMOSTAT SYSTEMS HAVING STABLE PERIODIC SOLUTIONS WITH SHORT PERIODS* 
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#### Abstract

The local stability of periodic solutions of a system controlled by a thermostat is studied in the case where the periods are arbitrarily short. If the system is modeled by the equation $y(t)=\int_{-\infty}^{t} a(t-s) u(s) d s$ and the kernel $a$ satisfies certain crucial smoothness assumptions, then such solutions exist if (and in most cases only if) $\hat{a}(w) \neq 0$ for $\Re w \geq 0$ and either $a(0)>0$ or $a(0)=0$, $a^{\prime}(0)>0$, and $a^{\prime \prime}(0)<0$.
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1. Introduction and statement of results. The purpose of this paper is to study the local stability of periodic solutions of the equation

$$
\begin{equation*}
y(t)=\int_{-\infty}^{t} a(t-s) u(s) d s, \quad t \in \mathbf{R} \tag{1}
\end{equation*}
$$

when the period approaches zero. Here $u: \mathbf{R} \rightarrow\{0,1\}$ is determined by the requirement that, if $u(t)=1$ and $y$ reaches an upper level $\theta_{\text {high }}$ at time $t$, then $u(t+)=0$, and conversely, if $u(t)=0$ and $y$ reaches a lower level $\theta_{\text {low }}$ at time $t$, then $u(t+)=1$, or, in other words, the system functions like a thermostat. Thus we see that if the period is short, then $\theta_{\text {high }}-\theta_{\text {low }}$ must be small and $y(t)$ must stay close to the interval [ $\left.\theta_{\text {low }}, \theta_{\text {high }}\right]$. This is, of course, the reason why we would want to have a short period.

The main motivation for equation (1) is that it is a reasonable model for a system controlled by a thermostat. For example, consider a situation where a heater is turned on if the temperature at some fixed point drops to a level $\theta_{\text {low }}$ and is turned off if the temperature rises to a level $\theta_{\text {high }}$ where we have $\theta_{\text {low }}<\theta_{\text {high }}$. It is convenient to normalize the equation in such a way that without heating the temperature is zero and with uninterrupted heating it is 1 . The function $a$ is determined by the requirement that if the heating is turned on at time zero for the first time, then the temperature should be $\int_{0}^{t} a(s) d s$ at time $t>0$. Some external influences can also be added to (1).

Models of this kind have earlier been studied in, e.g., [2]-[9] and [13], but in many of these references the state equation is not explicitly written in the form (1). In [4] and [5], the main emphasis is on questions of existence of solutions and on a precise description of the heating process involving diffusion. In [9] this work is continued and some sufficient conditions for the existence of periodic solutions are given. In [3] thermostat control in a diffusion model is considered, and the existence-and in some cases uniqueness-of periodic solutions is established. In [2] the question of how to choose parameters optimally (e.g., $\theta_{\text {low }}$ and $\theta_{\text {high }}$ ) is considered. In [8] the existence and asymptotic behavior of solutions of a diffusion problem is studied, and in [13] it is shown that there are infinitely many periodic solutions of a heat-control problem where $\theta_{\text {low }}=\theta_{\text {high }}$.

[^102]In [1] and [10]-[12] a class of related switching systems is considered. In [1] the state equation is written as $L(y, s)=0$ where $L$ is a differential operator (for example, the heat operator) with respect to $y$ and $s$ is a switching variable and in [10]-[12] it is of the form $y^{\prime}(t)=f_{j}(y(t))$ where the index $j$, and hence the state equation, is changed when the solution reaches a "switching surface." In [12] sufficient conditions for the existence of periodic solutions for this kind of system are given.

Equation (1) is an example of a system involving hysteresis, but in this paper no results from the general theory of such systems will be used.

In [6] the existence of periodic solutions of equation (1) is established, but there the dependence of $u$ on $y$ is in general a slightly weaker form of thermostat control (although the difference appears only in the case where $y$ has a local maximum equal to $\theta_{\text {high }}$ or a local minimum equal to $\theta_{\text {low }}$ ). In [7] a criterion for the local stability of these periodic solutions is given, and the present paper is based on these results.

Here we will use the following notion of thermostat control (which could also be formulated in many other equivalent ways).

Definition 1. If $I \subset \mathbf{R}$ is an interval and $y: I \rightarrow \mathbf{R}$ is a continuous function, then a function $u: I \rightarrow\{0,1\}$ is (strictly) thermostat controlled by $y$ with respect to the higher limit $\theta_{\text {high }}$ and the lower limit $\theta_{\text {low }}$ on the interval $I$ provided that $u$ is left-continuous with right-hand limits on $I$ and the following conditions hold for all $t \in I$ :
(i) $u(t)=1$ if $y(t)<\theta_{\text {low }}$,
(ii) $u(t)=0$ if $y(t)>\theta_{\text {high }}$,
(iii) If $y(t)=\theta_{\text {high }}$ and $u(t)=1$, then $u(t+)=0$, and if $u(t)-u(t+)=1$, then $y(t)=\theta_{\text {high }}$,
(iv) If $y(t)=\theta_{\text {low }}$ and $u(t)=0$, then $u(t+)=1$, and if $u(t)-u(t+)=-1$, then $y(t)=\theta_{\text {low }}$.
The question that is asked and (at least to some extent) answered in this paper is the following. When are there arbitrarily small positive numbers $T$ and $S$ such that there exists a locally stable periodic solution $\left(y_{*}, u_{*}\right)$ of (1) with $u_{*}=1$ on intervals of length $T, u_{*}=0$ on intervals of length $S$, and $u_{*}$ is strictly thermostat controlled by $y_{*}$ on $\mathbf{R}$ with respect to $\theta_{\text {high }}$ and $\theta_{\text {low }}$.

In order to define what we mean by stability, we consider the equation

$$
\begin{equation*}
y(t)=\int_{-\infty}^{t} a(t-s) u(s) d s+e(t), \quad t \geq 0 \tag{2}
\end{equation*}
$$

where $u$ is given on $(-\infty, 0]$ and $u$ is strictly thermostat controlled by $y$ on $(0, \infty)$. To fix the notation we define the sequences $\left\{v_{n}(u)\right\}$ and $\left\{w_{n}(u)\right\}$ by the requirement that

$$
u(t)=\left\{\begin{array}{ll}
1, & t \in\left(v_{n}(u), w_{n}(u)\right], \\
0, & t \in\left(w_{n}(u), v_{n+1}(u)\right],
\end{array} \quad n \in \mathbf{Z}\right.
$$

No generality is lost by requiring that $v_{0}(u)=0$, i.e., $u(0)=0$ and $u(0+)=1$. We define the numbers $T_{n}(u)$ and $S_{n}(u)$ by

$$
\begin{aligned}
& T_{n}(u)=w_{n}(u)-v_{n}(u) \\
& S_{n}(u)=v_{n+1}(u)-w_{n}(u)
\end{aligned}
$$

so that $u$ is 1 on intervals of length $T_{n}(u)$ and zero on intervals of length $S_{n}(u)$.
Definition 2. If ( $y_{*}, u_{*}$ ) is a periodic solution of (1) on $\mathbf{R}$ with $u_{*}=1$ on intervals of length $T, u_{*}=0$ on intervals of length $S$, and $u_{*}$ is strictly thermostat
controlled by $y_{*}$ on $\mathbf{R}$ (with respect to $\theta_{\text {low }}$ and $\theta_{\text {high }}$ ), then ( $y_{*}, u_{*}$ ) is locally stable provided that for each $\epsilon>0$ there exists $\delta>0$ such that, if $e \in C\left(\mathbf{R}^{+}, \mathbf{R}\right)$, if $u: \mathbf{R} \rightarrow\{0,1\}$ is left-continuous with right-hand limits, $u(0)=0, u(0+)=1$, and if $u$ is strictly thermostat controlled by the solution $y$ of $(2)$ on $(0, \infty)$, then the inequalities

$$
\begin{aligned}
& \left|T_{i}(u)-T\right|+\left|S_{i}(u)-S\right| \leq \delta, \quad i<0 \\
& |e(t)| \leq \delta, \quad t \geq 0
\end{aligned}
$$

imply that for every $n \geq 0$,

$$
\left|T_{n}(u)-T\right|+\left|S_{n}(u)-S\right| \leq \epsilon
$$

and in the case where $\lim _{t \rightarrow \infty} e(t)=0$ it follows that

$$
T_{n}(u) \rightarrow T \quad \text { and } \quad S_{n}(u) \rightarrow S \quad \text { as } n \rightarrow \infty
$$

In [7] it is shown that the following condition is a sufficient condition for local stability (in fact, a slightly stronger result is obtained): The function

$$
\begin{align*}
f(z) \stackrel{\text { def }}{=} \frac{1}{z} & \sum_{j=1}^{\infty} a(j(T+S)-S) z^{j} \sum_{j=1}^{\infty} a(j(T+S)-T) z^{j} \\
& -\left(\sum_{j=1}^{\infty}\left(a(j(T+S)) z^{j}-a(j(T+S))+a(j(T+S)-T)\right)\right)  \tag{3}\\
& \times\left(\sum_{j=1}^{\infty}\left(a(j(T+S)) z^{j}-a(j(T+S))+a(j(T+S)-S)\right)\right)
\end{align*}
$$

has a simple zero at $z=1$ and no other zeros in $\{z \in \mathbf{C}||z| \leq 1\}$.
Therefore, the main part of the paper consists of a detailed analysis of this function $f$ when $T$ and $S$ are close to zero.

Some of the assumptions that we use are unnecessarily strong, but the main weakness in the assumptions is that, kernels $a$ of the form $t^{\alpha} b(t)$ with $b(0) \neq 0$ and $\alpha>-1$ not equal to an integer they do not include.

Theorem 3. Let $\theta_{*} \in(0,1)$, let $m \geq 0$ be an integer and assume that
(i) $a \in L^{1}\left(\mathbf{R}^{+} ; \mathbf{R}\right), \int_{0}^{\infty} a(t) d t=1, a^{(j)} \in B V\left(\mathbf{R}^{+} ; \mathbf{R}\right) \bigcap A C\left(\mathbf{R}^{+} ; \mathbf{R}\right)$ for $j=$ $0, \cdots, m, a^{(j)}(0)=0$ for $j=0, \cdots, m-1, a^{(m)}(0) \neq 0$, and $\int_{0}^{\infty} t^{2}\left|a^{\prime}(t)\right| d t<$ $\infty$;
(ii) If $m=0$ or 1 , then $a^{(j)} \in B V\left(\mathbf{R}^{+} ; \mathbf{R}\right) \bigcap A C\left(\mathbf{R}^{+} ; \mathbf{R}\right)$ for $j=0, \cdots, 2 m+1$, and $\int_{0}^{\infty} t\left|a^{(2 m+2)}(t)\right| d t<\infty ;$
(iii) There are positive numbers $T$ and $S$ such that there exists a periodic solution ( $y_{*}, u_{*}$ ) of (1) with $u_{*}=1$ on intervals of length $T, u_{*}=0$ on intervals of length $S, u_{*}(0)=0, u_{*}(0+)=1$, and $u_{*}$ is (strictly) thermostat controlled by $y_{*}$ on $\mathbf{R}$ with respect to $\theta_{\text {low }}$ and $\theta_{\text {high }}$, satisfying $0<\theta_{\text {low }}<\theta_{*}<\theta_{\text {high }}<1$.
Then the following conclusions hold.
(a) If $\hat{a}(w) \neq 0$ for $w \in \mathbf{C}$ with $\Re w \geq 0$ and either $m=0$, or $m=1$ and $a^{\prime \prime}(0)<0$, then there exists a number $\mu>0$ such that ( $y_{*}, u_{*}$ ) is locally stable provided $T+S<\mu$.
(b) If $\hat{a}\left(w_{0}\right)=0$ for some $w_{0} \in \mathbf{C}$ with $\Re w_{0}>0$, or $m=1$ and $a^{\prime \prime}(0)>0$, or $m>1$, then there exists a number $\mu>0$ such that ( $y_{*}, u_{*}$ ) is not locally stable provided $T+S<\mu$.

We see from the proof that in some of the cases where instability is claimed, it is due to the fact that there are no periodic solutions at all, so that the assumptions of the theorem are not satisfied. Note also that if $m=0$ and $a(0)<0$, or $m=1$ and $a^{\prime}(0)<0$, then there exists a number $\sigma>0$ such that $\hat{a}(\sigma)=0$, but in these cases it is also true that there are no periodic solutions with short periods.

When proving part (b) we have to extend some of the results found in [7]. Therefore we consider the discrete equation

$$
\begin{align*}
\sum_{j=-\infty}^{n} \alpha_{n-j} \xi_{j} & =\Phi_{n}\left(\left\{\xi_{n-j}\right\}_{j=0}^{\infty}\right)+\varphi_{n}, \quad n \geq 0  \tag{4}\\
\xi_{i} & =\psi_{i}, \quad i<0
\end{align*}
$$

The criterion for stability of the linear part of (4) is $\operatorname{det}\left[\sum_{n=0}^{\infty} z^{n} \alpha_{n}\right] \neq 0$ when $|z| \leq 1$, so it is no surprise that the trivial solution is unstable if there is a zero inside the unit circle. (If there are zeros on the unit circle, then we can at least show as in [7] that a certain stronger kind of stability cannot hold.)

For completeness we state and prove the result that we need concerning (4). Let us denote the set of integers by $\mathbf{Z}$, the set of negative integers by $\mathbf{Z}_{-}$, and the set of natural numbers, i.e., the nonnegative integers, by $\mathbf{N}$. By $|\cdot|$ we denote some norm in $\mathbf{R}^{m}$, and also the corresponding matrix norm.

Proposition 4. Assume that the following conditions hold:
(i) $\alpha \in l^{1}\left(\mathbf{N} ; \mathbf{R}^{m \times m}\right)$;
(ii) For each $j \geq 0$ the mapping $\zeta \in l^{\infty}\left(\mathbf{N} ; \mathbf{R}^{m}\right) \mapsto \Phi_{j}(\zeta) \in \mathbf{R}^{m}$ is continuous and $\|\Phi(\zeta)\|_{l \infty(\mathbf{N})}=o\left(\|\zeta\|_{l \infty(\mathbf{N})}\right)$ as $\|\zeta\|_{l \infty(\mathbf{N})} \rightarrow 0 ;$
(iii) $\varphi \in l^{\infty}\left(\mathbf{N} ; \mathbf{R}^{m}\right)$;
(iv) $\psi \in l \infty\left(\mathbf{Z}_{-} ; \mathbf{R}^{m}\right)$;
(v) $\operatorname{det}\left[\sum_{n=0}^{\infty} z_{0}^{n} \alpha_{n}\right]=0$ for some $z_{0} \in \mathbf{C}$ with $\left|z_{0}\right|<1$.

Then there exists a number $\epsilon>0$ such that there is no $\delta>0$ for which the inequalities

$$
\begin{array}{ll}
\left|\psi_{i}\right| \leq \delta, & i<0 \\
\left|\varphi_{n}\right| \leq \delta, & n \geq 0 \tag{5}
\end{array}
$$

imply that, if $\xi$ is a solution of (4), then

$$
\begin{equation*}
\left|\xi_{n}\right| \leq \epsilon, \quad n \geq 0 \tag{6}
\end{equation*}
$$

2. Proof of Theorem 3(a). It is a consequence of the assumptions that $\lim _{\sigma \rightarrow \infty} \sigma^{m+1} \hat{a}(\sigma)=a^{(m)}(0)$ and $\hat{a}(0)=1$. Since, moreover, $\hat{a}(\sigma) \neq 0$ when $\sigma \geq 0$, it follows that

$$
\begin{equation*}
a^{(m)}(0)>0 . \tag{7}
\end{equation*}
$$

Let us introduce the following abbreviations:

$$
\begin{aligned}
& \mathcal{T}=T+S \\
& q=\frac{T}{T+S} \\
& t_{j}(q)=(j-q)(T+S)
\end{aligned}
$$

Because $\int_{0}^{\infty} a(t) d t=1$ it follows from (iii) that $\lim _{\mathcal{T} \downarrow 0}\left(\int_{-\infty}^{t} a(t-s) u_{*}(s) d s-q\right)=0$, uniformly for $t \in \mathbf{R}$. Hence $q$ is close to $\theta_{*}$ when $\mathcal{T}$ is small, and this guarantees that $q$ and $1-q$ remain bounded away from zero and 1 . We may assume that $u_{*}(0)=0$ and $u_{*}(0+)=1$.

It follows from the results in [7] that, if we want to show that the periodic solution is stable, then we have to prove that (3) holds. Let $\mathcal{D}=\{z \in \mathbf{C}| | z \mid \leq 1\}$. First we consider the case where

$$
z \in \mathcal{D}_{\mathcal{T}} \stackrel{\text { def }}{=}\{z \in \mathcal{D}| | z-1 \mid \leq \gamma(\mathcal{T})\}
$$

where $\gamma: \mathbf{R}^{+} \rightarrow\left[0, \frac{1}{2}\right]$ is some continuous function with $\gamma(0)=0$ that will be fixed later. Define

$$
w=-\frac{\log (z)}{\mathcal{T}} \quad \text { and } \quad \mathcal{H}_{\mathcal{T}}=\left\{w \in \mathbf{C} \mid \exp (-\mathcal{T} w) \in \mathcal{D}_{\mathcal{T}}\right\}
$$

We let

$$
A(t, w)=a(t) \mathrm{e}^{-w t}, \quad t \geq 0, \quad \Re w \geq 0
$$

and by $A^{\prime}(t, w)$ we denote the derivative with respect to $t$.
Using an integration by parts we get the following result for $p \in[0,1)$ :

$$
\begin{aligned}
z^{-p} \sum_{j=1}^{\infty} a\left(t_{j}(p)\right) z^{j} & =\sum_{j=1}^{\infty} a\left(t_{j}(p)\right) \mathrm{e}^{-t_{j}(p) w} \\
& =\frac{1}{\mathcal{T}} \hat{a}(w)+\frac{1}{\mathcal{T}} \sum_{j=1}^{\infty} \int_{t_{j-1}(0)}^{t_{j}(0)}\left(a\left(t_{j}(p)\right) \mathrm{e}^{-t_{j}(p) w}-a(s) \mathrm{e}^{-s w}\right) d s \\
& =\frac{1}{\mathcal{T}} \hat{a}(w)+\sum_{j=1}^{\infty} z^{j-1} \int_{t_{j-1}(0)}^{t_{j}(0)} h_{0}\left(\frac{s-t_{j-1}(0)}{\mathcal{T}}, p\right) A^{\prime}(s, w) d s
\end{aligned}
$$

where $h_{0}$ is defined by

$$
\begin{equation*}
h_{0}(t, p)=t-\chi_{[1-p, 1]}(t), \quad t \in[0,1], \quad p \in[0,1] . \tag{9}
\end{equation*}
$$

For $k \geq 0$ we let

$$
\begin{align*}
& c_{k}(p)=\int_{0}^{1} h_{k}(s, p) d s  \tag{10}\\
& h_{k+1}(t, p)=-\int_{0}^{t}\left(h_{k}(s, p)-c_{k}(p)\right) d s
\end{align*}
$$

and then we define

$$
\begin{equation*}
R_{k}(p, \mathcal{T})=\sum_{j=1}^{\infty} \int_{t_{j-1}(0)}^{t_{j}(0)} h_{k}\left(\frac{s-t_{j-1}(0)}{\mathcal{T}}, p\right) A^{(k+1)}(s, w) d s \tag{11}
\end{equation*}
$$

Provided $a^{(j)}$ is integrable for $0 \leq j \leq k+2$ we get from an integration by parts that

$$
\begin{equation*}
R_{k}(p, z, \mathcal{T})=-c_{k}(p) A^{(k)}(0, w)+\mathcal{T} R_{k+1}(p, z, \mathcal{T}) \tag{12}
\end{equation*}
$$

By (8) we therefore have

$$
\begin{equation*}
z^{-p} \sum_{j=1}^{\infty} a\left(t_{j}(p)\right) z^{j}=\frac{1}{\mathcal{T}} \hat{a}(w)-\sum_{k=0}^{n} c_{k}(p) A^{(k)}(0, w) \mathcal{T}^{k}+\mathcal{T}^{n+1} R_{n+1}(p, z, \mathcal{T}) \tag{13}
\end{equation*}
$$

where $n=m-1$ if $m>1$ and $n=2 m$ if $m=0$ or 1 .
Using an approximation argument we conclude that

$$
\begin{equation*}
R_{k}(p, z, \mathcal{T}) \rightarrow-c_{k}(p) A^{(k)}(0, w) \text { as } \mathcal{T} \downarrow 0 \text { uniformly for } w \in \mathcal{H}_{\mathcal{T}} \text { and } p \in[0,1] \tag{14}
\end{equation*}
$$

for $0 \leq k \leq m$ if $m>1$, and $0 \leq k \leq 2 m+1$ otherwise. Since $\mathcal{T} w /(z-1) \rightarrow-1$ as $\mathcal{T} \downarrow 0$ we see from a similar argument that when $m=0$ or 1 , and $k=0, \cdots, 2 m+1$,

$$
\begin{equation*}
\frac{\mathcal{T}}{z-1}\left(R_{k}(p, z, \mathcal{T})-R_{k}(p, 1, \mathcal{T})\right) \rightarrow c_{k}(p) \frac{1}{w}\left(A^{(k)}(0, w)-A^{(k)}(0,0)\right) \tag{15}
\end{equation*}
$$

as $\mathcal{T} \downarrow 0$ uniformly for $w \in \mathcal{H}_{\tau}$ and $p \in[0,1]$.
Note that the moment assumption in (ii) is needed for the case $k=2 m+1$ and once this is established the remaining cases follow from (12).

It is an immediate consequence of definitions (9) and (10) that

$$
h_{k+1}(t, p)=\frac{(-1)^{k+1}}{k!} \int_{0}^{t}(t-s)^{k} h_{0}(s, p) d s-\sum_{j=0}^{k} c_{j}(p) \frac{(-t)^{k-j+1}}{(k-j+1)!},
$$

and since $h_{k+1}(1, p)=0$ by the definition of $c_{k}(p)$, we get

$$
\begin{equation*}
\sum_{j=0}^{k} c_{j}(p) \frac{(-1)^{k-j+1}}{(k-j+1)!}=\frac{(-1)^{k+1}}{(k+2)!}-\frac{(-p)^{k+1}}{(k+1)!} \tag{16}
\end{equation*}
$$

From this equation it is easy to solve the coefficients $c_{j}(p)$ recursively.
It follows from (3), (11), and (13) that

$$
\begin{align*}
f(z)= & {\left[\frac{\hat{a}(w)}{\mathcal{T}}+R_{0}(q, z, \mathcal{T})\right]\left[\frac{\hat{a}(w)}{\mathcal{T}}+R_{0}(1-q, z, \mathcal{T})\right] } \\
& -\left[\frac{\hat{a}(w)}{\mathcal{T}}+\left(R_{0}(0, z, \mathcal{T})-R_{0}(0,1, \mathcal{T})+R_{0}(q, 1, \mathcal{T})\right)\right]  \tag{17}\\
& \times\left[\frac{\hat{a}(w)}{\mathcal{T}}+\left(R_{0}(0, z, \mathcal{T})-R_{0}(0,1, \mathcal{T})+R_{0}(1-q, 1, \mathcal{T})\right)\right] \\
= & \frac{\hat{a}(w)}{\mathcal{T}} D(q, z, \mathcal{T})+E(q, z, \mathcal{T})+F(q, z, \mathcal{T}),
\end{align*}
$$

where

$$
\begin{aligned}
& D(q, z, \mathcal{T}) \stackrel{\text { def }}{=} R_{0}(q, z, \mathcal{T})+R_{0}(1-q, z, \mathcal{T})-2 R_{0}(0, z, \mathcal{T}) \\
& \quad \quad \begin{aligned}
& R_{0}(q, 1, \mathcal{T})-R_{0}(1-q, 1, \mathcal{T})+2 R_{0}(0,1, \mathcal{T}) \\
E(q, z, \mathcal{T}) \stackrel{\text { def }}{=}( & \left.R_{0}(q, z, \mathcal{T})-R_{0}(q, 1, \mathcal{T})\right) R_{0}(1-q, z, \mathcal{T}) \\
& \quad+\left(R_{0}(1-q, z, \mathcal{T})-R_{0}(1-q, 1, \mathcal{T})\right) R_{0}(q, 1, \mathcal{T})
\end{aligned}
\end{aligned}
$$

and

$$
\begin{aligned}
F(q, z, \mathcal{T}) \stackrel{\text { def }}{=} & \left(R_{0}(0, z, \mathcal{T})-R_{0}(0,1, \mathcal{T})\right)^{2} \\
& -\left(R_{0}(0, z, \mathcal{T})-R_{0}(0,1, \mathcal{T})\right)\left(R_{0}(q, 1, \mathcal{T})+R_{0}(1-q, 1, \mathcal{T})\right)
\end{aligned}
$$

Assume first that $m=0$. If $z \in \mathcal{D}_{\mathcal{T}}$, then $w \mathcal{T} \rightarrow 0$ as $\mathcal{T} \rightarrow 0$. On the other hand, we know that $w \hat{a}(w) \rightarrow a(0)$ as $|w| \rightarrow \infty$ with $\Re w \geq 0$. Therefore it follows from the fact that $\hat{a}(w) \neq 0$ for $\Re w \geq 0$ that

$$
\begin{equation*}
\inf _{w \in \mathcal{H}_{\tau}}\left|\frac{\hat{a}(w)}{\mathcal{T}}\right| \rightarrow \infty \quad \text { as } \mathcal{T} \downarrow 0 \tag{18}
\end{equation*}
$$

From (12), (15), and (16) we get

$$
\begin{align*}
\frac{D(q, z, \mathcal{T})}{z-1} & \rightarrow\left(c_{1}(q)+c_{1}(1-q)-2 c_{1}(0)\right) \frac{1}{w}\left(A^{\prime}(0, w)-A^{\prime}(0,0)\right)  \tag{19}\\
& =a(0) q(1-q) \quad \text { as } \mathcal{T} \downarrow 0 \text { uniformly for } w \in \mathcal{H}_{\mathcal{T}} \text { and } p \in[0,1]
\end{align*}
$$

Because $A(0, w)=a(0)$ we get from (12) that

$$
\begin{equation*}
R_{0}(p, z, \mathcal{T})-R_{0}(p, 1, \mathcal{T})=\mathcal{T}\left(R_{1}(p, z, \mathcal{T})-R_{1}(p, 1, \mathcal{T})\right) \tag{20}
\end{equation*}
$$

Therefore it follows from (14) and (15) that

$$
\begin{equation*}
\frac{E(q, z, \mathcal{T})}{z-1}=O(1) \quad \text { as } \mathcal{T} \downarrow 0 \text { uniformly for } w \in \mathcal{H}_{\mathcal{T}} \tag{21}
\end{equation*}
$$

Moreover, since $c_{0}(p)=\frac{1}{2}-p$, we see from (12) that

$$
\begin{equation*}
R_{0}(q, 1, \mathcal{T})+R_{0}(1-q, 1, \mathcal{T})=\mathcal{T}\left(R_{1}(q, 1, \mathcal{T})+R_{1}(1-q, 1, \mathcal{T})\right) \tag{22}
\end{equation*}
$$

and hence we conclude from (14), (15), and (20) that

$$
\frac{F(q, z, \mathcal{T})}{z-1}=O(\mathcal{T}) \quad \text { as } \mathcal{T} \downarrow 0 \text { uniformly for } w \in \mathcal{H}_{\mathcal{T}}
$$

Combining this result with (19) and (21) we get from (17) and (18) that

$$
\begin{equation*}
\frac{f(z)}{z-1}=(1+o(1)) \frac{\hat{a}(w)}{\mathcal{T}} \quad \text { as } \mathcal{T} \downarrow 0, \quad w \in \mathcal{H}_{\mathcal{T}} \tag{23}
\end{equation*}
$$

Thus we see that if $m=0$ then $f(z) /(z-1)$ has no zeros in a neighborhood of the point 1.

Next we consider the case where $m=1$. By using the fact that now $a(0)=0$ and $c_{2}(q)+c_{2}(1-q)-2 c_{2}(0)=0$ we get from an argument similar to the one used above that

$$
\begin{aligned}
\frac{D(q, z, \mathcal{T})}{z-1} \rightarrow & \rightarrow \mathcal{T}^{2}\left(c_{3}(q)+c_{3}(1-q)-2 c_{3}(0)\right) \frac{1}{w}\left(A^{(3)}(0, w)-A^{(3)}(0,0)\right) \\
= & \mathcal{T}^{2}\left(-a^{\prime \prime}(0)+w a^{\prime}(0)\right) \frac{q^{2}(1-q)^{2}}{4} \\
& \text { as } \mathcal{T} \downarrow 0 \text { uniformly for } w \in \mathcal{H}_{\mathcal{T}} \text { and } p \in[0,1] .
\end{aligned}
$$

Since $a(0)=0$ we get instead of (20) that

$$
\begin{equation*}
R_{0}(p, z, \mathcal{T})-R_{0}(p, 1, \mathcal{T})=\mathcal{T}^{2}\left(R_{2}(p, z, \mathcal{T})-R_{2}(p, 1, \mathcal{T})\right) \tag{24}
\end{equation*}
$$

and also that $R_{0}(p, z, \mathcal{T})=\mathcal{T} R_{1}(p, z, \mathcal{T})$. This implies that

$$
\frac{E(q, z, \mathcal{T})}{z-1}=O\left(\mathcal{T}^{2}\right) \quad \text { as } \mathcal{T} \downarrow 0 \text { uniformly for } w \in \mathcal{H}_{\mathcal{T}}
$$

From (14), (22), and (24) it also follows that

$$
\frac{F(q, z, \mathcal{T})}{z-1}=O\left(\mathcal{T}^{2}\right) \quad \text { as } \mathcal{T} \downarrow 0 \text { uniformly for } w \in \mathcal{H}_{\mathcal{T}}
$$

Now we know that $w^{2} \hat{a}(w) \rightarrow a^{\prime}(0)$ as $|w| \rightarrow \infty$ with $\Re w \geq 0$ and that $-a^{\prime \prime}(0)+$ $w a^{\prime}(0) \neq 0$ when $\Re w \geq 0$. Therefore we have by an argument similar to the one used in deriving (18) that

$$
\inf _{w \in \mathcal{H}_{\tau}}\left|\frac{\hat{a}(w)}{\mathcal{T}}\left(-a^{\prime \prime}(0)+w a^{\prime}(0)\right)\right| \rightarrow \infty \quad \text { as } \mathcal{T} \downarrow 0 .
$$

Thus we see that

$$
\begin{equation*}
\frac{f(z)}{z-1}=(1+o(1)) \frac{\mathcal{T}}{4} \hat{a}(w)\left(-a^{\prime \prime}(0)+w a^{\prime}(0)\right) \quad \text { as } \mathcal{T} \downarrow 0 \text { and } w \in \mathcal{H}_{\mathcal{T}} \tag{25}
\end{equation*}
$$

This completes the proof in the case $m=1$ as well.
Next we consider the case where $z$ does not lie in a neighborhood of 1 in the unit disk. Define the function $b$ by

$$
b(t)= \begin{cases}a\left(\frac{t \mathcal{T}}{2 \pi}\right) \mathrm{e}^{t \log (z) /(2 \pi)}, & t \geq 0, \\ 0, & t<0\end{cases}
$$

and let

$$
B(t)=\sum_{k=-\infty}^{\infty} b(t+2 k \pi), \quad t \in[0,2 \pi] .
$$

It follows from our assumptions that $B$ is of bounded variation and therefore we have (note that all sums $\sum_{n=-\infty}^{\infty}$ are to be interpreted as $\lim _{N \rightarrow \infty} \sum_{n=-N}^{N}$ )

$$
\begin{equation*}
\frac{1}{2}(B(t-)+B(t+))=\sum_{n=-\infty}^{\infty} \mathrm{e}^{\mathrm{i} n t} \tilde{B}(n) \tag{26}
\end{equation*}
$$

where the Fourier coefficients $\tilde{B}(n)$ are given by

$$
\begin{equation*}
\tilde{B}(n)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{e}^{-\mathrm{i} n t} \sum_{k=-\infty}^{\infty} b(t+2 k \pi) d t=\frac{1}{2 \pi} \int_{0}^{\infty} \mathrm{e}^{-\mathrm{i} n t} b(t) d t . \tag{27}
\end{equation*}
$$

Choosing $t=2 \pi(1-p)$ in (26) we get (assuming for the moment that $p \in(0,1)$ )

$$
\begin{align*}
B(t) & =\sum_{k=0}^{\infty} a((1-p) \mathcal{T}+k \mathcal{T}) z^{k} z^{1-p} \\
& =z^{-p} \sum_{j=1}^{\infty} a\left(t_{j}(p)\right) z^{j}=\sum_{n=-\infty}^{\infty} \mathrm{e}^{\mathrm{i} 2 n \pi(1-p)} \tilde{B}(n) . \tag{28}
\end{align*}
$$

Invoking the definition of $b$ and performing a change of variables we conclude from (27) that the Fourier coefficients $\tilde{B}(n)$ are given by

$$
\begin{align*}
\tilde{B}(n) & =\frac{1}{2 \pi} \int_{0}^{\infty} \mathrm{e}^{-\mathrm{i} n t} a\left(\frac{t \mathcal{T}}{2 \pi}\right) \mathrm{e}^{t \log (z) /(2 \pi)} d t  \tag{29}\\
& =\frac{1}{\mathcal{T}} \int_{0}^{\infty} \mathrm{e}^{-t(\mathrm{i} 2 n \pi-\log (z)) / \tau} a(t) d t=\frac{1}{\mathcal{T}} \hat{a}\left(\frac{\mathrm{i} 2 n \pi-\log (z)}{\mathcal{T}}\right)
\end{align*}
$$

Since we assume that $a^{(j)} \in B V\left(\mathbf{R}^{+} ; \mathbf{R}\right)$ for $j=0, \cdots, m$, we get

$$
\begin{equation*}
\hat{a}(w)=\frac{\widehat{a^{(m+1)}}(w)}{w^{m+1}}+\sum_{j=0}^{m} \frac{a^{(j)}(0)}{w^{j+1}} \tag{30}
\end{equation*}
$$

Let

$$
\begin{equation*}
H_{j}(w, p)=\frac{\mathrm{d}^{j}}{\mathrm{~d} w^{j}} \frac{\mathrm{e}^{w(1-p)}}{1-\mathrm{e}^{w}}, \quad j \geq 0, \quad p \in[0,1] . \tag{31}
\end{equation*}
$$

For $p \in(0,1)$ we have

$$
H_{j}(w, p)=j!\sum_{n=-\infty}^{\infty} \frac{\mathrm{e}^{\mathrm{i} 2 n \pi(1-p)}}{(\mathrm{i} 2 n \pi-w)^{j+1}}
$$

Because $a^{(m)} \in A C\left(\mathbf{R}^{+} ; \mathbf{R}\right)$ we see from the Riemann-Lebesgue lemma that we have $\widehat{a^{(m+1)}}(w) \rightarrow 0$ as $|w| \rightarrow \infty$ with $\Re w \geq 0$. Therefore, from (28)-(30) and the assumptions that $a^{(j)}(0)=0$ for $j=0, \cdots, m-1$ (and $a^{\prime} \in B V\left(\mathbf{R}^{+} ; \mathbf{R}\right)$ when $m=0$ ), it follows that there exists a continuous function $\gamma$ with $\gamma(0)=0$ such that

$$
\begin{align*}
& \sum_{j=1}^{\infty} a\left(t_{j}(p)\right) z^{j}=z^{p} a^{(m)}(0) H_{m}(\log (z), p) \frac{\mathcal{T}^{m}}{m!}+o\left(\mathcal{T}^{m}\right)  \tag{32}\\
& \text { as } \mathcal{T} \downarrow 0 \text { and }|z| \leq 1, \quad|z-1| \geq \gamma(\mathcal{T}) .
\end{align*}
$$

It is easy to check that this formula holds in the case $p=0$ as well. (The function $B$ may have a discontinuity at zero, but the expression for $H_{0}(w, 0)$ is modified in a corresponding way.)

Now let us consider the stability condition (3). In order to simplify the notation we define

$$
\begin{equation*}
d_{k}(p)=k!\left(c_{k}(0,1)-c_{k}(p, 1)\right), \quad k \geq 0, \quad p \in[0,1] \tag{33}
\end{equation*}
$$

If we use (13), (14), and (32), then we see that the stability condition (3) becomes

$$
\begin{equation*}
f(z)=a^{(m)}(0)^{2} P_{m}(z, q) \mathcal{T}^{2 m}+o\left(\mathcal{T}^{2 m}\right) \neq 0 \tag{34}
\end{equation*}
$$

where

$$
\begin{align*}
P_{m}(z, q)= & H_{m}(\log (z), q) H_{m}(\log (z), 1-q)  \tag{35}\\
& -\left(H_{m}(\log (z), 0)+d_{m}(q)\right)\left(H_{m}(\log (z), 0)+d_{m}(1-q)\right)
\end{align*}
$$

A simple calculation shows that

$$
P_{0}(z, q)=-q(1-q) \quad \text { and } \quad P_{1}(z, q)=-\frac{1}{4} q^{2}(1-q)^{2}
$$

We conclude from (34) that, if $m=0$ or 1 and if $\mathcal{T}$ is sufficiently small, then $f(z) \neq 0$ when $z \in \mathcal{D} \backslash \mathcal{D}_{\mathcal{T}}$.

Now the conclusion of part (a) follows from the results in [7] once we have proved that $y_{*}^{\prime}(0-)<0$ and $y_{*}^{\prime}(T-)>0$. Clearly, $y_{*}^{\prime}(0-)=\sum_{j=1}^{\infty}\left(a\left(t_{j}(0)-a\left(t_{j}(q)\right)\right.\right.$ and $y_{*}^{\prime}(T-)=\sum_{j=1}^{\infty}\left(a\left(t_{j}(1-q)-a\left(t_{j}(0)\right)\right.\right.$. Thus we see that it suffices to show that

$$
\begin{equation*}
\sum_{j=1}^{\infty}\left(a \left(t_{j}(0)-a\left(t_{j}(p)\right)<0, \quad p=q, \quad 1-q\right.\right. \tag{36}
\end{equation*}
$$

By (13) and (14) we have

$$
\begin{equation*}
\operatorname{sign}\left(\sum _ { j = 1 } ^ { \infty } \left(a\left(t_{j}(0)-a\left(t_{j}(p)\right)\right)=-\operatorname{sign}\left(a^{(m)}(0)\right) \operatorname{sign}\left(d_{m}(p)\right)\right.\right. \tag{37}
\end{equation*}
$$

for sufficiently small $\mathcal{T}$. Because $d_{0}(p)=p$ and $d_{1}(p)=p(1-p) / 2$ we see that (36) follows from (7) and the proof is completed.
3. Proof of Theorem 3(b). We use the same notation as in the proof of part (a). First we prove that if $\mathcal{T}$ is sufficiently small, then either there exists a complex number $z_{0}$ with $\left|z_{0}\right|<1$ such that $f\left(z_{0}\right)=0$ or there is no periodic solution ( $y_{*}, u_{*}$ ) such that $u_{*}$ is thermostat controlled by $y_{*}$.

When $m=0$ or 1 there exists a complex number $w_{0}$ with $\Re w_{0}>0$ such that $\hat{a}\left(w_{0}\right)=0$ if $m=0$ and such that $\hat{a}\left(w_{0}\right)\left(-a^{\prime \prime}(0)+w_{0} a^{\prime}(0)\right)=0$ if $m=1$. In the argument above it was assumed that $\hat{a}(w) \neq 0$ or $\hat{a}(w)\left(-a^{\prime \prime}(0)+w a^{\prime}(0)\right) \neq 0$ when $\Re w \geq 0$, but it is easy to see that (23) or (25) holds if $w$ is restricted to some compact set in the right half plane on which this expression does not vanish. Hence we can invoke the argument principle to show that the desired point $z_{0}$ exists.

Let $m>1$. First we formulate some results on the coefficients $d_{k}(p)$ defined in (33).

Lemma 5. For each integer $k \geq 1$ and each $p \in(0,1)$,

$$
\begin{aligned}
& d_{2 k}(p)=-d_{2 k}(1-p), \\
& d_{2 k-1}(p)=d_{2 k-1}(1-p), \\
& d_{2 k}(p) d_{2 k}(1-p)<0, \quad p \neq \frac{1}{2} \\
& d_{4 k-1}(p)<0 \\
& d_{4 k+1}(p)>0
\end{aligned}
$$

Proof. It is a consequence of (16) and the definition of $d_{j}(p)$ that

$$
\sum_{j=0}^{\infty} d_{j}(p) \frac{s^{j}}{j!}=\frac{1-\mathrm{e}^{-p s}}{1-\mathrm{e}^{-s}} \stackrel{\text { def }}{=} \varphi(p, s)
$$

The first two claims follow from the fact that

$$
\varphi(1-p, s)=1-\varphi(p,-s)
$$

It is easy to see that the functions $d_{k}(p)$ can be expressed with the aid of Bernoulli polynomials in the following way:

$$
d_{k}(p)=\frac{(-1)^{k}}{k+1}\left(B_{k+1}(p)-B_{k+1}(0)\right), \quad k \geq 0
$$

Since the Bernoulli polynomials satisfy $B_{n}^{\prime}(p)=n B_{n-1}(p), \int_{0}^{1} B_{n}(p) d p=0$, and $B_{1}(p)=p-\frac{1}{2}$ we can use an induction argument to prove that for all $k \geq 1$ and all $p \in(0,1)$ we have

$$
\begin{aligned}
& d_{k}(0)=d_{k}(1)=0, \\
& d_{4 k-3}(p)>0, \\
& \left(p-\frac{1}{2}\right) d_{4 k-2}(p)<0, \quad p \neq \frac{1}{2} \\
& d_{4 k-1}(p)<0, \\
& \left(p-\frac{1}{2}\right) d_{4 k}(p)>0, \quad p \neq \frac{1}{2} .
\end{aligned}
$$

This gives the last three claims and the proof of Lemma 5 is complete.
It follows from the argument principle and (34) that, if there exists a point $z_{1}$ such that $\left|z_{1}\right|<1$ and $P_{m}\left(z_{1}, q\right)=0$, then there exists, at least when $\mathcal{T}$ is sufficiently small, a point $z_{0}$ with $\left|z_{0}\right|<1$ such that $f\left(z_{0}\right)=0$.

In the case where $m$ is an even positive number and $q \neq \frac{1}{2}$, it follows from Lemma 5 , that $d_{m}(q)$ and $d_{m}(1-q)$ have opposite signs. This implies, in view of (37) that, for sufficiently small $\mathcal{T}$ there cannot be any periodic solutions satisfying the conditions of thermostat control, and hence no locally stable ones either. If, on the other hand, $q=\frac{1}{2}$, then we use the fact that by Lemma 5 we have $d_{m}\left(\frac{1}{2}\right)=0$ and therefore $P_{m}\left(0, \frac{1}{2}\right)=0$. It follows that there exists a zero of $f$ in the interior of the unit disc when $\mathcal{T}$ is sufficiently small.

In order to treat the remaining cases where $m>1$ is odd, we note that, because

$$
\frac{\mathrm{e}^{-(1-p) w}}{1-\mathrm{e}^{-w}}=-\frac{\mathrm{e}^{p w}}{1-\mathrm{e}^{w}},
$$

it follows that

$$
H_{m}(-w, p)=(-1)^{m+1} H_{m}(w, 1-p)
$$

When we combine this result with Lemma 5 we get, since $H_{m}(w, 0)=H_{m}(w, 1)$ when $m>0$, that

$$
\begin{equation*}
P_{m}(z, q)=P_{m}\left(\frac{1}{z}, q\right) . \tag{38}
\end{equation*}
$$

Next we observe that by (31)

$$
H_{k}(w, q)=\frac{\mathrm{d}^{k}}{\mathrm{~d} w^{k}}\left(\mathrm{e}^{-q w} \frac{\mathrm{e}^{w}}{1-\mathrm{e}^{w}}\right) \quad \text { and } \quad H_{k}(w, 1-q)=\frac{\mathrm{d}^{k}}{\mathrm{~d} w^{k}}\left(\mathrm{e}^{q w}\left(\frac{\mathrm{e}^{w}}{1-\mathrm{e}^{w}}+1\right)\right)
$$

Moreover,

$$
\frac{\mathrm{d}^{k}}{\mathrm{~d} w^{k}} \frac{\mathrm{e}^{w}}{1-\mathrm{e}^{w}}=g_{k}\left(\frac{\mathrm{e}^{w}}{1-\mathrm{e}^{w}}\right)
$$

where the functions $g_{j}$ are defined by $g_{0}(u)=u$ and $g_{j+1}(u)=g_{j}^{\prime}(u)\left(u^{2}+u\right)$. Thus we see from (35) that

$$
\begin{align*}
P_{m}(z, q)= & {\left[\sum_{j=0}^{m}\binom{m}{j}(-q)^{j} g_{m-j}\left(\frac{z}{1-z}\right)\right]\left[q^{m}+\sum_{j=0}^{m}\binom{m}{j} q^{j} g_{m-j}\left(\frac{z}{1-z}\right)\right] }  \tag{39}\\
& -\left[g_{m}\left(\frac{z}{1-z}\right)+d_{m}(q)\right]\left[g_{m}\left(\frac{z}{1-z}\right)+d_{m}(1-q)\right] .
\end{align*}
$$

By induction we easily prove that

$$
g_{j}(u)=u+\left(2^{j}-1\right) u^{2}+\cdots
$$

Therefore we conclude from (39) that when $m$ is odd

$$
\begin{align*}
& P_{m}(z, q)=-[ d_{m}(q)^{2}+\left(2 d_{m}(q)-q^{m}(1-q)^{m}\right) \frac{z}{1-z}  \tag{40}\\
&+\left(2\left(2^{m}-1\right) d_{m}(q)+1-q^{m}(2-q)^{m}+q^{m}(1-q)^{m}\right. \\
&\left.\left.-\left(1-q^{2}\right)^{m}\right)\left(\frac{z}{1-z}\right)^{2}+\cdots+c_{n}\left(\frac{z}{1-z}\right)^{n}\right] \\
&=-\frac{1}{(1-z)^{n}}\left[d_{m}(q)^{2}-\left(n d_{m}(q)^{2}+q^{m}(1-q)^{m}-2 d_{m}(q)\right) z\right. \\
&+\left(\frac{n(n-1)}{2} d_{m}(q)^{2}+(n-1)\left(q^{m}(1-q)^{m}-2 d_{m}(q)\right)+2\left(2^{m}-1\right) d_{m}(q)\right. \\
&\left.\left.+1-q^{m}(2-q)^{m}+q^{m}(1-q)^{m}-\left(1-q^{2}\right)^{m}\right) z^{2}+\cdots\right]
\end{align*}
$$

It is clear that $n \leq 2 m+1$ since the degree of $g_{j}$ is $j+1$ and at least the terms of degree $2 m+2$ cancel. By (38) we know that if there is no zero of $P_{m}(z)$ inside the unit circle, then all the zeros are on the unit circle. If $p(z)$ is a polynomial of degree $n$ with real coefficients such that all zeros of $p$ are on the unit circle, then $p(z)=a_{0}+a_{1} z+a_{2} z^{2}+\cdots$ where $\left|a_{1} / a_{0}\right| \leq n$ and $\left|a_{2} / a_{0}\right| \leq n(n-1) / 2$. Applying these observations to $P_{m}(z, q)$ we conclude from (40) that unless it has a zero inside the unit circle, we must have

$$
\begin{aligned}
& n+\frac{q^{m}(1-q)^{m}}{d_{m}(q)^{2}}-\frac{2}{d_{m}(q)} \leq n \\
& \frac{n(n-1)}{2}+(n-1) \frac{q^{m}(1-q)^{m}}{d_{m}(q)^{2}}-(n-1) \frac{2}{d_{m}(q)} \\
& \quad+\frac{2\left(2^{m}-1\right)}{d_{m}(q)}-\frac{q^{m}(2-q)^{m}-q^{m}(1-q)^{m}+\left(1-q^{2}\right)^{m}-1}{d_{m}(q)^{2}} \leq \frac{n(n-1)}{2} .
\end{aligned}
$$

If $m=4 k-1$, then it follows from Lemma 5 that $d_{m}(q)<0$ and the first inequality above gives a contradiction. Hence we assume that $m=4 k+1$ so that $d_{m}(q)>0$. The second inequality above implies that

$$
\begin{equation*}
d_{m}(q) \leq \frac{q^{m}(2-q)^{m}-n q^{m}(1-q)^{m}+\left(1-q^{2}\right)^{m}-1}{2\left(2^{m}-n\right)} . \tag{41}
\end{equation*}
$$

A straightforward calculation shows that $q^{3}(2-q)^{3}+\left(1-q^{2}\right)^{3}<1$ when $q \in(0,1)$, and since $q(2-q) \leq 1$ and $1-q^{2} \leq 1$ it follows that $q^{m}(2-q)^{m}+\left(1-q^{2}\right)^{m}<1$ for $m \geq 3$. But then it follows from (41) that $d_{m}(q)<0$ and we have a contradiction. This completes the proof of the fact that, if $m>1$ is odd, then there exists a point $z_{1}$ with $\left|z_{1}\right|<1$ such that $P_{m}\left(z_{1}, q\right)=0$.

Now we know that if there exists a periodic solution, then there exists a complex number $z_{0}$ with $\left|z_{0}\right|<1$ such that $f\left(z_{0}\right)=0$. To complete the proof we use the same argument as in [7] to show that the problem can be reduced to an equation of the type (4) with $f(z) /(1-z)=\sum_{n=0}^{\infty} z^{n} \alpha_{n}$, and then we invoke Proposition 4. Note that what is needed for the reduction to (4) is not necessarily that $y_{*}^{\prime}(0-)<0$ and $y_{*}^{\prime}(T-)>0$ but that $u_{*}$ is strictly thermostat controlled by $y_{*}$ and that each switching time depends continuously on the data. If this last condition is not satisfied, then the periodic solution is clearly not locally stable.
4. Proof of Proposition 4. We use the following notation: if $n \in \mathbf{Z}$ and if $\left\{\zeta_{j}\right\}$ is a sequence of elements in $\mathbf{R}^{m}$ defined at least for all indices $j \leq n$, then the sequence $H_{n} \zeta: \mathbf{N} \rightarrow \mathbf{R}^{m}$ is defined by $\left(H_{n} \zeta\right)_{j}=\zeta_{n-j}$, i.e., $H_{n} \zeta$ consists of the part of $\zeta$ "before" $n$.

Let us first assume that $\operatorname{det}\left[\alpha_{0}\right] \neq 0$. The resolvent kernel $\rho$ associated with $\alpha$ is defined to be the solution of the equation

$$
\sum_{j=0}^{n} \alpha_{n-j} \rho_{j}=\sum_{j=0}^{n} \rho_{n-j} \alpha_{j}=\delta_{0 n}, \quad n \geq 0
$$

(Here $\delta_{i j}=I$ if $i=j$ and zero otherwise.)
Since there exists a complex number $z_{0}$ such that $\left|z_{0}\right|<1, \operatorname{det}\left[\sum_{n=0}^{\infty} z_{0}^{n} \alpha_{n}\right]=0$, and $\operatorname{det}\left[\alpha_{0}\right] \neq 0$, we may assume that there exists real numbers $0<r_{0}<r_{1}<1$ so that

$$
\begin{equation*}
\left[\sum_{n=0}^{\infty} z^{n} \alpha_{n}\right]^{-1}=\sum_{l=1}^{L} \sum_{k=0}^{p_{l}-1}\left(\frac{1}{2} \frac{1}{\left(z_{l}-z\right)^{k+1}} A_{l, k}+\frac{1}{2} \frac{1}{\left(\overline{z_{l}}-z\right)^{k+1}} \overline{A_{l, k}}\right)+F(z) \tag{42}
\end{equation*}
$$

where $L \geq 1, p_{l} \geq 1,\left|z_{l}\right|=r_{0}, l=1, \cdots, L$, and $F$ is (a matrix of functions) analytic in $\left\{z \in \mathbf{C}\left||z| \leq r_{1}\right\}\right.$.

It follows from (42) that the resolvent $\rho$ can be expressed in the form

$$
\begin{equation*}
\rho_{n}=u_{n}+\varrho_{n}, \quad n \geq 0, \tag{43}
\end{equation*}
$$

where

$$
u_{n}=\Re\left[\sum_{l=1}^{L} \sum_{k=0}^{p_{l}-1}\binom{n+k}{k} z_{l}^{-(n+k+1)} A_{l, k}\right]
$$

and

$$
\sum_{n=0}^{\infty} r_{1}^{n}\left|\varrho_{n}\right| \leq c_{\varrho}<\infty
$$

(Observe that here $\Re M$ is the matrix with each element equal to the real part of the corresponding element in M.)

Let $P=\max \left\{p_{l} \mid l=1, \cdots, L\right\}$ and define

$$
b_{n}=\sum_{k=0}^{P-1}\left|\binom{k-n}{k}\right| r_{0}^{-(k+1)}\left(\frac{r_{0}}{r_{1}}\right)^{n}, \quad n \geq 0
$$

We choose numbers $B_{\infty}$ and $B_{1}$ such that

$$
B_{\infty} \geq r_{0}^{P} \sup _{n \geq 0} b_{n}, \quad B_{1} \geq \sum_{n=1}^{\infty} b_{n}
$$

We shall later use the fact that $B_{\infty}$ and $B_{1}$ can be chosen independently of $r_{0}$ when $r_{0}$ is close to zero.

We take the constant $c_{A}$ to be such that

$$
\left|A_{l, k}\right| \leq c_{A}
$$

We may, without loss of generality, assume that $p_{1}=P$. It is easy to see that there exists a vector $v \in \mathbf{R}^{m}$ with $|v|=1$ and a number $\gamma>0$ such that

$$
\begin{equation*}
\left|\Re\left[\sum_{k=0}^{P-1} z_{1}^{-(k+1)} A_{1, k} v\right]\right| \geq r_{0}^{-P} \gamma B_{\infty} c_{A} \tag{44}
\end{equation*}
$$

Let $\Gamma=(2+\gamma) / \gamma$ and let $\epsilon$ be a positive number such that if $\|\zeta\|_{l^{\infty}(\mathbf{N})} \leq \Gamma \epsilon$, then

$$
\begin{equation*}
\|\Phi(\zeta)\|_{l^{\infty}(\mathbf{N})} \leq\|\zeta\|_{l^{\infty}(\mathbf{N})} \frac{1}{2 \Gamma} \min \left\{\frac{1}{c_{\varrho}}, \frac{1}{L c_{A} B_{1}}\right\} \tag{45}
\end{equation*}
$$

If the conclusion of Proposition 4 does not hold, then there exists a number $\delta$ such that (5) implies (6). Pick a positive integer $N$ such that

$$
\begin{equation*}
r_{1}^{N+1} \leq \frac{\delta}{\Gamma \epsilon} \tag{46}
\end{equation*}
$$

Define the set $\Omega$ by

$$
\begin{aligned}
\Omega= & \left\{\left\{\vartheta_{n}\right\}_{n=0}^{N}\left|\vartheta_{n} \in \mathbf{R}^{m}, \quad\right| \vartheta_{n} \mid \leq \Gamma \epsilon r_{1}^{N-n}, \quad 0 \leq n \leq N\right\} \\
& \times\left\{\left\{\theta_{n}\right\}_{n=0}^{N}\left|\theta_{n} \in \mathbf{R}^{m}, \quad\right| \theta_{n} \left\lvert\, \leq \frac{\epsilon r_{1}^{N-n}}{L c_{A} B_{1}}\right., \quad 0 \leq n \leq N\right\}
\end{aligned}
$$

Next we consider a mapping $(\vartheta, \theta) \in \Omega \mapsto(G(\vartheta, \theta), g(\vartheta, \theta))$ defined as follows.

$$
\begin{align*}
G_{n}(\vartheta, \theta)= & \frac{2 \epsilon r_{0}^{P}}{\gamma c_{A} B_{\infty}} \Re\left[\sum_{k=0}^{P-1}\binom{n-N+k}{k} z_{1}^{N-n-k-1} A_{1, k} v\right] \\
& -\sum_{j=n+1}^{N} u_{n-j} \Phi_{j}\left(H_{j} \xi\right)+\sum_{j=0}^{n} \varrho_{n-j} \Phi_{j}\left(H_{j} \xi\right), \quad 0 \leq n \leq N  \tag{47}\\
g_{n}(\vartheta, \theta)= & \Phi_{n}\left(H_{n} \xi\right), \quad 0 \leq n \leq N,
\end{align*}
$$

where

$$
\xi_{n}=\left\{\begin{array}{l}
\frac{2 \epsilon r_{0}^{P}}{\gamma C_{a} B_{\infty}} \Re\left[\sum_{k=0}^{P-1}\binom{n-N+k}{k} z_{1}^{N-n-k-1} A_{1, k} v\right]-\sum_{j=0}^{N} u_{n-j} \theta_{j}, \quad n<0  \tag{48}\\
\vartheta_{n}, \\
0 \leq n \leq N
\end{array}\right.
$$

It is obvious that the mapping $(\vartheta, \theta) \mapsto(G(\vartheta, \theta), g(\vartheta, \theta))$ is continuous (in the topology of $\mathbf{R}^{m \times(2 N+2)}$ ), and we must show that it maps $\Omega$ into itself.

We clearly have for all $n \leq N$

$$
\left|\frac{2 \epsilon r_{0}^{P}}{\gamma c_{A} B_{\infty}} \Re\left[\sum_{k=0}^{P-1}\binom{n-N+k}{k} z_{1}^{N-n-k-1} A_{1, k} v\right]\right| \leq \frac{2 \epsilon c_{A} r_{0}^{P} b_{N-n} r_{1}^{N-n}}{\gamma c_{A} B_{\infty}} \leq \frac{2 \epsilon r_{1}^{N-n}}{\gamma} .
$$

Next we observe that, if $(\vartheta, \theta) \in \Omega$, then it follows that

$$
\left|\xi_{i}\right| \leq \frac{2 \epsilon r_{1}^{N-i}}{\gamma}+\sum_{j=0}^{N} L c_{A} r_{1}^{N-i} b_{j-i} \frac{\epsilon}{L c_{A} B_{1}} \leq \Gamma \epsilon r_{1}^{N-i}, \quad i<0
$$

Because $r_{1}<1$ and $N-i \geq N+1 \geq N-n$ when $i<0 \leq n$, we therefore see that (46) and the definitions of $\xi$ and $\Omega$ imply that

$$
\begin{equation*}
\sup _{n<0}\left|\xi_{n}\right| \leq \delta \quad \text { and } \quad\left\|H_{n} \xi\right\|_{l \infty(\mathbf{N})} \leq \Gamma \epsilon r_{1}^{N-n}, \quad 0 \leq n \leq N \tag{49}
\end{equation*}
$$

An easy calculation shows that

$$
\begin{align*}
\left|\sum_{j=n+1}^{N} u_{n-j} \Phi_{j}\left(H_{j} \xi\right)\right| & \leq \sum_{j=n+1}^{N} L c_{A} \sum_{k=0}^{P-1}\left|\binom{n-j+k}{k}\right| r_{0}^{j-n-k-1} \frac{\Gamma \epsilon r_{1}^{N-j}}{2 \Gamma L c_{A} B_{1}}  \tag{50}\\
& =\frac{\epsilon r_{1}^{N-n}}{2 B_{1}} \sum_{j=n+1}^{N} b_{j-n} \leq \frac{\epsilon r_{1}^{N-n}}{2} .
\end{align*}
$$

In the same way we get

$$
\begin{equation*}
\left|\sum_{j=0}^{n} \varrho_{n-j} \Phi_{j}\left(H_{j} \xi\right)\right| \leq \sum_{j=0}^{n}\left|\varrho_{n-j}\right| \Gamma \epsilon r_{1}^{N-j} \frac{1}{2 \Gamma c_{\varrho}} \leq \frac{\epsilon r_{1}^{N-n}}{2} \tag{51}
\end{equation*}
$$

It is immediately clear from (45) and (49) that

$$
\left|g_{n}(\vartheta, \theta)\right| \leq \frac{\epsilon r_{1}^{N-n}}{2 L c_{A} B_{1}}, \quad 0 \leq n \leq N
$$

This inequality combined with (50) and (51) shows that $\Omega$ is mapped into itself.
Since $\Omega$ is convex, we can apply Schauder's fixed point theorem and find a point $\left(\vartheta^{*}, \theta^{*}\right) \in \Omega \operatorname{such}$ that $G\left(\vartheta^{*}, \theta^{*}\right)=\vartheta^{*}$ and $g\left(\vartheta^{*}, \theta^{*}\right)=\theta^{*}$. Define $\xi^{*}$ by replacing $(\vartheta, \theta)$ in (48) by ( $\vartheta^{*}, \theta^{*}$ ) and let

$$
\psi_{n}=\frac{2 \epsilon r_{0}^{P}}{\gamma C_{a} B_{\infty}} \Re\left[\sum_{k=0}^{P-1}\binom{n-N+k}{k} z_{1}^{N-n-k-1} A_{1, k} v\right]-\sum_{j=0}^{N} u_{n-j} \theta_{j}^{*}, \quad n \leq N .
$$

Since $\xi_{n}^{*}=G_{n}\left(\vartheta^{*}, \theta^{*}\right)$ and $\theta_{n}^{*}=\Phi_{n}\left(H_{n}\left(\xi^{*}\right)\right)$ for $0 \leq n \leq N$, we get

$$
\xi_{n}^{*}=\psi_{n}+\sum_{j=0}^{n}\left(u_{n-j}+\varrho_{n-j}\right) \Phi_{j}\left(H_{j} \xi^{*}\right), \quad 0 \leq n \leq N
$$

Let $\hat{\alpha}(z)=\sum_{n=0}^{\infty} z^{n} \alpha_{n}$. For every $l=1,2, \cdots, L$ we have

$$
\begin{gather*}
\lim _{z \rightarrow z_{l}} \frac{\mathrm{~d}^{p_{l}-1}}{\mathrm{~d} z^{p_{l}-1}} \frac{(-1)^{p_{l}-1}}{\left(p_{l}-1\right)!} \sum_{k=0}^{p_{l}-1} \hat{\alpha}(z) z^{-n-1}\left(z_{l}-z\right)^{p_{l}-k-1} A_{l, k} \\
\quad=\lim _{z \rightarrow z_{l}} \sum_{k=0}^{p_{l}-1} \frac{(-1)^{k}}{k!} \frac{\mathrm{d}^{k}}{\mathrm{~d} z^{k}} \sum_{j=-\infty}^{n} \alpha_{n-j} z^{-j-1} A_{l, k}  \tag{52}\\
\quad=\sum_{j=-\infty}^{n} \alpha_{n-j} \sum_{k=0}^{p_{l}-1}\binom{j+k}{k} z_{l}^{-(j+k+1)} A_{l, k} .
\end{gather*}
$$

On the other hand, it follows from (42) that there exists a function $G$, analytic at $z_{l}$ such that

$$
\sum_{k=0}^{p_{l}-1} \hat{\alpha}(z) z^{-n-1}\left(z_{l}-z\right)^{p_{l}-k-1} A_{l, k}=\left(z_{l}-z\right)^{p_{l}} G(z)
$$

We combine this result with (52) and note that the argument can be repeated with $z_{l}$ and $A_{l, k}$ replaced by $\overline{z_{l}}$ and $\overline{A_{l, k}}$, respectively. This shows that for every $l=1,2, \cdots, L$ we have

$$
\sum_{j=-\infty}^{n} \alpha_{n-j} \Re\left[\sum_{k=0}^{p_{l}-1}\binom{j+k}{k} z_{l}^{-(j+k+1)} A_{l, k}\right]=0, \quad n \in \mathbf{Z}
$$

It follows that $\sum_{j=-\infty}^{n} \alpha_{n-j} \psi_{j}=0$, and therefore we conclude from (43) that $\xi^{*}$ satisfies the equation

$$
\begin{aligned}
& \sum_{j=-\infty}^{n} \alpha_{n-j} \xi_{j}=\Phi_{n}\left(H_{n} \xi\right), \quad 0 \leq n \leq N \\
& \xi_{i}=\psi_{i}, \quad i<0
\end{aligned}
$$

In order to get the desired contradiction we note that by (44), (47), and (51),

$$
\left|\xi_{N}^{*}\right|=\left|G_{N}\left(\vartheta^{*}, \theta^{*}\right)\right| \geq \frac{2 \epsilon r_{0}^{P} r_{0}^{-P} \gamma c_{A} B_{\infty}}{\gamma c_{A} B_{\infty}}-\frac{\epsilon}{2}=\frac{3 \epsilon}{2}
$$

This completes the proof in the case where $r_{0}>0$.
Finally we have to consider the case where $r_{0}=0$ (and therefore $L=1$ ). We construct a continuous function $t \in[0,1] \mapsto \alpha(t) \in l^{1}\left(\mathbf{N} ; \mathbf{R}^{m \times m}\right)$ such that $\alpha(0)=\alpha$ and so that

$$
\left[\sum_{n=0}^{\infty} z^{n} \alpha_{n}(t)\right]^{-1}=\sum_{k=0}^{P-1}\left(\frac{1}{2} \frac{1}{(z(t)-z)^{k+1}} A_{k}(t)+\frac{1}{2} \frac{1}{(\overline{z(t)}-z)^{k+1}} \overline{A_{k}(t)}\right)+F(z, t)
$$

where $z \mapsto F(z, t)$ is analytic for $|z| \leq r_{1}(t)$ and $z(t) \neq 0$ for $t>0$. Moreover, we require that $z(t), r_{1}(t), A_{k}(t)$, and $F(z, t)$ are continuous functions of $t$. As a consequence we can in the above take the constants $c_{\varrho}, c_{A}, \gamma, B_{1}$, and $B_{\infty}$ to be independent of $t$. These constants determine the number $\epsilon$ that we choose. We assume that $\delta>0$ is such that (5) implies (6). Now we take a number $t>0$ to be so small that

$$
\begin{equation*}
\sum_{n=0}^{\infty}\left|\alpha_{n}(t)-\alpha_{n}\right|<\frac{\delta}{\Gamma \epsilon} \tag{53}
\end{equation*}
$$

By the argument above, there exists a sequence $\left\{\psi_{i}\right\}_{i=-\infty}^{-1}$ with $\sup _{i \leq-1}\left|\psi_{i}\right| \leq \delta$ and a solution $\xi$ of the equation

$$
\begin{aligned}
& \sum_{j=-\infty}^{n} \alpha_{n-j}(t) \xi_{j}=\Phi\left(H_{n} \xi\right), \quad 0 \leq n \leq N, \\
& \xi_{i}=\psi_{i}, \quad i<0
\end{aligned}
$$

such that $\left|\xi_{N}\right|>\epsilon$. But then $\xi$ is also a solution of the equation

$$
\begin{aligned}
& \sum_{j=-\infty}^{n} \alpha_{n-j} \xi_{j}=\Phi\left(H_{n} \xi\right)+\varphi_{n}, \quad 0 \leq n \leq N \\
& \xi_{i}=\psi_{i}, \quad i<0
\end{aligned}
$$

where $\varphi_{n}=\sum_{j=-\infty}^{n}\left(\alpha_{n-j}-\alpha_{n-j}(t)\right) \xi_{j}$. Since $\left|\varphi_{n}\right| \leq \delta$ by (53) and the definition of the set $\Omega$, we have a contradiction. This completes the proof of Proposition 4.
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# EXCHANGE OF STABILITIES FOR FLOW ALONG A CONCAVE WALL* 
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#### Abstract

The equations of hydrodynamical stability derived by Görtler for flow along a concave wall are proved to satisfy the principle of exchange of stabilities (PES). The case where a constant suction normal to the wall is present is also treated in the same formulation.
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1. Introduction. The first study of the instability of the boundary layer due to the curvature of the flow along a concave wall is attributed to Görtler [4]. Interest in this type of instability has only increased with time. The purpose here is to prove exchange of stabilities in the following sense. Principle of exchange of stabilities (PES): The first unstable eigenvalue has imaginary part equal to zero. By means of a technique due to Weinberger [5], our previous work on this problem [2] proved exchange of stabilities for flow near a free surface with small curvature, ignoring the effects of surface tension. As a sequel, the wall bounded case is now solved. Since most of the details are developed in the previous paper [2], this work will simply show how the wall bounded case may be transformed to the case already treated.

The governing disturbance equations are

$$
\begin{align*}
& \left(D^{2}-v_{0} D-a^{2}-\sigma\right)\left(D^{2}-a^{2}\right) v+a^{2} \mu U u=0,  \tag{1.1a}\\
& \left(D^{2}-v_{0} D-a^{2}-\sigma\right) u-U^{\prime} v=0 \tag{1.1b}
\end{align*}
$$

for the components $u(\eta)$ along the wall and $v(\eta)$ perpendicular to the wall, with boundary conditions

$$
\begin{equation*}
v(0)=v^{\prime}(0)=u(0)=0, \tag{1.1c}
\end{equation*}
$$

and decay at infinity

$$
\begin{equation*}
v, v^{\prime}, u \rightarrow 0 \quad \text { as } \eta \rightarrow \infty . \tag{1.1d}
\end{equation*}
$$

This is the notation of Drazin and Reid [1], where $D=d / d \eta, U(\eta)$ is the velocity component of the basic flow along the wall, $a$ is the wave number, $\mu$ is the small gap Taylor number (linearly proportional to curvature), $\sigma$ is the eigenvalue, and $v_{0}=0$ (no suction) or $v_{0}=-1$ (suction). The two cases $v_{0}=0$ and $v_{0}=-1$ are handled in one formulation. As in the previous work [2], it is assumed that $U \geqq 0$ and $U^{\prime} \geqq 0$ for $0 \leqq \eta<\infty$.
2. Abstract formulation and PES. In operator form the differential equations may be written

$$
\begin{align*}
& \left(S^{*}+\sigma\right) M v+a^{2} \mu U u=0  \tag{2.1a}\\
& U^{\prime} v+(\tilde{S}+\sigma) u=0 \tag{2.1b}
\end{align*}
$$

[^103]where
\[

$$
\begin{aligned}
& M v=m v=\left(-D^{2}+a^{2}\right) v, \quad v \in \operatorname{dmn} M, \\
& \left(S^{*}+\sigma\right) M v=\left(-D^{2}+v_{0} D+a^{2}+\sigma\right) M v, \quad v \in \operatorname{dmn}\left(S^{*} M\right), \\
& (\tilde{S}+\sigma) u=\left(-D^{2}+v_{0} D+a^{2}+\sigma\right) u, \quad u \in \operatorname{dmn} \tilde{S} .
\end{aligned}
$$
\]

Next define the operator $M^{*}$ by

$$
M^{*} v=m v=\left(-D^{2}+a^{2}\right) v, \quad v \in \operatorname{dmn} M^{*}
$$

where

$$
\begin{equation*}
\operatorname{dmn} M^{*}=\left\{v \in L_{2}[0, \infty) \mid v, v^{\prime} \text { abs. cont., } m v \in L_{2}[0, \infty)\right\} . \tag{2.2a}
\end{equation*}
$$

Thus $M^{*}$ has no boundary conditions; it is the adjoint of $M$ given above and

$$
\begin{equation*}
\operatorname{dmn} M=\left\{v \in \operatorname{dmn} M^{*} \mid v(0)=v^{\prime}(0)=0\right\} . \tag{2.2b}
\end{equation*}
$$

Consequently, $M$ is symmetric and positive definite, but not maximal and not invertible. Another operator needed in what follows is $\tilde{M}$, a positive-definite self-adjoint extension of $M: \tilde{M} v=m v, v \in \operatorname{dmn} \tilde{M}$, where

$$
\begin{equation*}
\operatorname{dmn} \tilde{M}=\left\{v \in \operatorname{dmn} M^{*} \mid v(0)=0\right\} . \tag{2.3}
\end{equation*}
$$

A generalized inverse [3] to $M$ is $M^{\dagger}$. The null space of $M^{*}$, nul $M^{*}$ is spanned by $e^{-a \eta}$. The projection operator $Q$ onto nul $M^{*}$ is defined by

$$
\begin{equation*}
(Q \varphi)(\eta)=\int_{0}^{\infty} g_{Q}(\eta, \xi) \varphi(\xi) d \xi \tag{2.4a}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{Q}(\eta, \xi)=e^{-a \eta}\left[\int_{0}^{\infty} e^{-2 a s} d s\right]^{-1} e^{-a \xi}=2 a e^{-a(\eta+\xi)} \tag{2.4b}
\end{equation*}
$$

Then $g^{\dagger}$, the kernel of the generalized inverse, satisfies

$$
\begin{align*}
& \left(-\frac{\partial^{2}}{\partial \eta^{2}}+a^{2}\right) g^{\dagger}(\eta, \xi)=\delta(\eta-\xi)-g_{Q}(\eta, \xi),  \tag{2.5a}\\
& g^{\dagger}(0, \xi)=\frac{\partial g^{\dagger}}{\partial \eta}(0, \xi)=0, \quad g^{\dagger}, \frac{\partial g^{\dagger}}{\partial \eta} \rightarrow 0 \quad \text { as } \eta \rightarrow \infty, \tag{2.5b}
\end{align*}
$$

so that

$$
\begin{equation*}
\left(M^{\dagger} \varphi\right)(\eta)=\int_{0}^{\infty} g^{\dagger}(\eta, \xi) \varphi(\xi) d \xi \tag{2.6}
\end{equation*}
$$

Some properties of $M^{\dagger}$ are

$$
\begin{align*}
& M M^{\dagger}=I-Q,  \tag{2.7a}\\
& M^{\dagger} M=I, \tag{2.7b}
\end{align*}
$$

since $\operatorname{nul} M$ is trivial.
When (2.1a, b) are considered in more detail, $S^{*}$ has no boundary conditions, while $\tilde{S}$ has boundary conditions and is maximal. The space of functions on which the operators act is weighted (if $v_{0} \neq 0$ ) defined as

$$
\begin{equation*}
H_{\nu_{0}}=\left\{\left.\varphi\left|\int_{0}^{\infty} e^{-v_{0} \eta}\right| \varphi\right|^{2} d \eta<\infty\right\}, \tag{2.8a}
\end{equation*}
$$

with inner product

$$
\begin{equation*}
\langle\varphi, \psi\rangle_{\nu_{0}}=\int_{0}^{\infty} \varphi(\eta) \bar{\psi}(\eta) e^{-v_{0} \eta} d \eta, \quad \varphi, \psi \in H_{v_{0}} \tag{2.8b}
\end{equation*}
$$

and norm

$$
\begin{equation*}
\|\varphi\|_{v_{0}}=\left(\langle\varphi, \varphi\rangle_{v_{0}}\right)^{1 / 2} \tag{2.8c}
\end{equation*}
$$

The projection $Q$ onto the null space of $M^{*}$ is employed. Define $\zeta=M v \Rightarrow v=M^{\dagger} \zeta$, and let

$$
\begin{equation*}
Z(y)=\zeta(\eta)-T \zeta(\eta)=(I-T) \zeta \tag{2.9a}
\end{equation*}
$$

such that $Z \in \operatorname{dmn} \tilde{M}$. This is done by setting

$$
\begin{equation*}
T \zeta(\eta)=\zeta(0) e^{-a \eta} \tag{2.9b}
\end{equation*}
$$

which is an element of the null space of $M^{*}$. Thus, $I-T$ maps the range of $M$ onto the domain of $\tilde{M}$. Then

$$
\begin{equation*}
Q Z=Q \zeta-Q T \zeta=-T \zeta . \tag{2.10}
\end{equation*}
$$

From (2.7) we have

$$
\begin{equation*}
M^{\dagger}(Z-Q Z)=M^{\dagger} Z \tag{2.11}
\end{equation*}
$$

where $Q$ is given by (2.4). Then (2.1) may be written in terms of $Z$ as

$$
\begin{align*}
& (\tilde{S}+\sigma) Z+a^{2} \mu U u=\left(S^{*}+\sigma\right) Q Z  \tag{2.12a}\\
& U^{\prime} M^{\dagger} Z+(\tilde{S}+\sigma) u=0 \tag{2.12b}
\end{align*}
$$

It is not difficult to show that $\tilde{S}$ is maximal positive definite; $u \in \operatorname{dmn} \tilde{S},\langle\tilde{S} u, u\rangle_{v_{0}} \geqq$ $\left(v_{0}^{2} / 4+a^{2}\right)\langle u, u\rangle_{v_{0}}$. Thus $(\tilde{S}+\sigma)^{-1}$ exists for $\sigma \notin \Sigma=\left\{\sigma \in \mathbb{C} \mid \operatorname{Re}(\sigma) \leqq-\left(v_{0}^{2} / 4+a^{2}\right)\right.$, $\operatorname{Im}(\sigma)=0\}$. The operation of $(\tilde{S}+\sigma)^{-1}$ is [2]

$$
\begin{equation*}
(\tilde{S}+\sigma)^{-1} \varphi=\int_{0}^{\infty} h(\eta, \xi ; \sigma) \varphi(\xi) d \xi \tag{2.13a}
\end{equation*}
$$

where

$$
\begin{equation*}
h(\eta, \xi ; \sigma)=\left[\frac{e^{-p|\eta-\xi|}-e^{-p(\eta+\xi)}}{2 p}\right] e^{v_{0}(\eta-\xi) / 2}, \tag{2.13b}
\end{equation*}
$$

and

$$
p=\sqrt{a^{2}+v_{0}^{2} / 4+\sigma} \text { is the positive square root. }
$$

Application of $(\tilde{S}+\sigma)^{-1}$ to (2.12a) gives

$$
\begin{equation*}
Z+a^{2} \mu B(\sigma) U u=B(\sigma)\left(S^{*}+\sigma\right) Q Z \tag{2.14a}
\end{equation*}
$$

where

$$
\begin{equation*}
B(\sigma)=(\tilde{S}+\sigma)^{-1} . \tag{2.14b}
\end{equation*}
$$

Integration by parts on the right side of (2.14a) leads to

$$
\begin{align*}
Z(\eta)+\left(a^{2} \mu B(\sigma) U u\right)(\eta)=[ & h(\eta, \xi ; \sigma)\left(-\frac{\partial}{\partial \xi}(Q Z)(\xi)+v_{0}(Q Z)(\xi)\right)  \tag{2.15}\\
& \left.+\frac{\partial}{\partial \xi} h(\eta, \xi ; \sigma)(Q Z)(\xi)\right]_{\xi=0}^{\infty}+(Q Z)(\eta)
\end{align*}
$$

From (2.13b) we have

$$
\begin{equation*}
Z(\eta)+\left(a^{2} \mu B U u\right)(\eta)=-\frac{\partial}{\partial \xi} h(\eta, 0 ; \sigma)(Q Z)(0)+(Q Z)(\eta) . \tag{2.16}
\end{equation*}
$$

It is possible to rewrite (2.16) as

$$
\begin{equation*}
Z+\left(a^{2} \mu B U\right) u=(I-A(\sigma)) Q Z, \tag{2.17}
\end{equation*}
$$

where $A(\sigma)$ is the projection onto nul $\left(S^{*}+\sigma\right)$. With (2.12b), (2.17) becomes

$$
\begin{equation*}
Z-a^{2} \mu B U B U^{\prime} M^{\dagger} Z=(I-A) Q Z . \tag{2.18}
\end{equation*}
$$

Application of $Q$ to both sides of (2.18) gives

$$
\begin{equation*}
a^{2} \mu Q B U B U^{\prime} M^{\dagger} Z=Q A Q Z . \tag{2.19}
\end{equation*}
$$

The left side of (2.19) depends explicitly (linearly) on $\mu$; the right side does not. Let $\mu \rightarrow 0$. Then $Q A Q Z \rightarrow 0$, which is not unexpected.

The condition $Q A Q Z=0$, interpreted in the light of (2.13) and (2.16), means

$$
\begin{equation*}
(Q Z)(0) \int_{0}^{\infty} g_{Q}(\eta, \gamma) \frac{\partial h}{\partial \xi}(\gamma, 0 ; \sigma) d \gamma=0 \tag{2.20}
\end{equation*}
$$

When this calculation is carried out the result is

$$
\begin{equation*}
\frac{2 a e^{-a \eta}}{a+p-v_{0} / 2}(Q Z)(0)=0 . \tag{2.21}
\end{equation*}
$$

This can only hold if $(Q Z)(0)=0$, which from (2.10) means $Q Z \equiv 0$, and this implies $Z \equiv 0$.

Next, by considering the norms of both sides of (2.19), the relation $Q A Q Z=0$ must hold for $\mu \neq 0$ as well. To see this, first set

$$
\begin{equation*}
J \equiv Q B U B U^{\prime} M^{\dagger} \tag{2.22}
\end{equation*}
$$

so that from (2.19)

$$
\|Q A Q Z\|_{v_{0}}=a^{2} \mu\|J Z\|_{v_{0}}
$$

and the ratio

$$
\begin{equation*}
\frac{\|Q A Q Z\|_{v_{0}}}{\|J Z\|_{\nu_{0}}}=a^{2} \mu \geqq \frac{\|Q A Q Z\|_{v_{0}}}{\|J\|_{v_{0}}\|Z\|_{v_{0}}} . \tag{2.23}
\end{equation*}
$$

Thus, as $\mu \rightarrow 0$, the right side of (2.23) must approach zero as $\|Z\|_{v_{0}} \rightarrow 0$, and this requires $\|Q A Q Z\|_{v_{0}} \rightarrow 0$ faster than $\|Z\|_{\nu_{0}} \rightarrow 0$, which for a linear operator cannot be true, unless $Q A Q Z \equiv 0$.

The calculations which led to (2.20) and (2.21) can be carried out again, giving the same result: $Q Z \equiv 0 \Rightarrow Z \equiv 0$, so the system (2.12) is really homogeneous. Furthermore, $\tilde{M} M^{\dagger} Z=(I-Q) Z=Z$, so $M^{\dagger}=\tilde{M}^{-1}$ when operating on $Z$.

The system (2.12) may be written as a single equation:

$$
\begin{equation*}
(\tilde{S}+\sigma) Z-a^{2} \mu U B(\sigma) U^{\prime} \tilde{M}^{-1} Z=0 \tag{2.24}
\end{equation*}
$$

or

$$
\begin{equation*}
Z-K(\sigma) Z=0, \tag{2.25a}
\end{equation*}
$$

where

$$
\begin{equation*}
K(\sigma)=a^{2} \mu B(\sigma) U B(\sigma) U^{\prime} B(0) . \tag{2.25b}
\end{equation*}
$$

The formulation (2.25) is a reduction to the form considered in the previous article [2]. It is true that $K(\sigma)$ will be a compact operator if the decay of $U^{\prime}$ to zero as $\eta \rightarrow \infty$ is sufficiently strong. By the technique of Weinberger [5], PES thereby follows. Now our earlier discussion (between equations (2.12) and (2.13)) has shown that the original system (2.1) and the transformed system (2.24) have spectra that agree, except on a set $\Sigma$, which is a subset of the negative real halfline. Consequently, PES will hold for the original system as well.
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# GENEALOGY AND BIFURCATION SKELETON FOR CYCLES OF THE ITERATED TWO-EXTREMUM MAP OF THE INTERVAL* 
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#### Abstract

It is shown how the skeleton of the bifurcation structure of iterated maps of the interval with two extrema may be constructed without reference to kneading sequences. This construction of the skeleton is based on local rules and is accomplished by considering not just the bones, i.e., the curves in the parameter plane that correspond to the existence of superstable cycles, but also the curves that correspond to the existence of itineraries from one turning point to the other: curves called ligaments here. A graphical genealogy of the cycles ensues.
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1. Introduction. Analysis of the dynamics of iterated maps of the interval with two extrema has focused on the parameter-plane curves that correspond to the existence of superstable cycles. ${ }^{1}$ The curves have been termed the bones [1] of the regions in the parameter-plane where cycles are stable. The way in which the bifurcation structure hangs on these bones has been described [1], [2]. A more difficult problem is determining the arrangement of the skeleton-the collection of all the bones. Mackay and Tresser [2] have shown how it may be solved by applying the kneading theory [2]-[6]. Here we present an alternative solution that is much simpler and, due to its radically different character, quite complementary to the previous work. In our approach, no reference is made to the lexicology of kneading sequences. Impossible cycles that in the kneading theory approach must be excluded case by case, using a rather laborious admissibility test, simply do not arise. More importantly, the result of our construction is a graphical genealogy of the cycles that embodies their intricately knitted relationships and provides a locally causal explanation of the existence and arrangement of the bones.

Our construction of the skeleton is accomplished by considering not only the bones, but also the parameter-plane curves that correspond to the existence of itineraries from one turning point to the other: curves we call ligaments. As we intend the name to suggest, the ligaments serve to connect the bones. We stress that while each ligament is in fact the locus of occurrence of specific (finite) kneading sequence, at no point do we make use of the kneading sequences themselves. And parenthetically we note that while bones correspond to attractors of the map, ligaments do not.

The construction is founded on the local analysis of three classes of singular point of the parameter plane from which bones and ligaments can be considered to emanate. The three corresponding kinds of singular ${ }^{2}$ condition of the map, which for brevity we denote (arbitrarily) by the letters $\alpha, \chi$, and $\psi$, are exemplified in Fig. 1. These
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Fig. 1. Maps (sketched) in the three kinds of condition that correspond to sources of bones and/or ligaments. (a) At an $\alpha$-point, a point of degeneracy of two turning points. (b) At a $\chi$-point, the location of a doubly superstable cycle, i.e., a cycle that contains both of the turning points of the map. (c) At a $\psi$-point, where an itinerary from one turning point to the other coexists with a cycle that contains the terminal turning point of that itinerary. The symbols appearing below the sketches are used in later figures to mark points in the parameter plane where the respective conditions arise.
singular points will be discussed in detail in the next section, but first we mention briefly their attributes in order to sketch the logic of our approach. The $\alpha$-point is a source of ligaments, the $\chi$-point is a point of intersection of two ligaments and is the source of a pair of bones and of additional ligaments, and the $\psi$-point is a point of intersection of a ligament and a bone and is the source of additional ligaments. The idea of the construction is that the ligaments emanating from the $\alpha$-point participate in intersections that constitute $\chi$-points. The bones and ligaments that emanate from these $\chi$-points participate in intersections that constitute additional $\chi$-points and $\psi$-points. These points in turn are the sources of bones and ligaments which give rise to more $\chi$-points and $\psi$-points, and so on. In this way the entire skeleton is generated, and in what follows we develop the specific prescription. Related methods have been applied in other dynamical systems contexts [7], [8].

In § 2 we describe the singular points, and derive the existence and arrangement of the bones and/or ligaments that emanate from them. In $\S 3$ we investigate the
consequences of these results for map families that are full and nice: properties defined in that section that, in the spirit of the previous work [2], ensure, respectively, the completeness and maximal simplicity of the skeleton. Consideration of the possibility of other kinds of interaction of ligaments and bones then permits the completion of the set of rules for constructing the skeleton. We carry out the construction as far as to include all bones corresponding to cycles of length 6 or less.
2. Local analysis of the three points of origin of bones and/or ligaments. We consider analytic two-parameter families of maps $x \rightarrow \Phi(x, \lambda, \mu)$ of the interval into itself (coordinate $x$, parameters $\lambda, \mu$ ), with $\partial \Phi / \partial x>0$ except at two turning points (where $\partial \Phi / \partial x=0$ ) and between them where $\partial \Phi / \partial x<0$.
2.1. The $\boldsymbol{\alpha}$-point. In order to consider the starting point of the skeleton, we broaden slightly the class of maps considered and allow the turning points to merge.

Definition. A point $\left(\lambda_{0}, \mu_{0}\right)$ of the parameter plane of the map $\Phi(x, \lambda, \mu)$ is an $\alpha$-point if there exists $x_{0}$ such that $\Phi\left(x_{0}, \lambda_{0}, \mu_{0}\right)=x_{0}, \partial \Phi\left(x_{0}, \lambda_{0}, \mu_{0}\right) / \partial x=$ $\partial^{2} \Phi\left(x_{0}, \lambda_{0}, \mu_{0}\right) / \partial x^{2}=0$, and $\partial^{3} \Phi\left(x_{0}, \lambda_{0}, \mu_{0}\right) / \partial x^{3}>0$.

The graph of a map at an $\alpha$-point is pictured in Fig. 1(a).
Theorem 1. Generically, a sufficiently small parameter-plane circle centered at an $\alpha$-point is intersected (transversally) by ligaments $\left\{\mathscr{L}_{n}\right\}$ corresponding to itineraries of lengths $n=0,1,2, \cdots$ between turning points, and by a bone $\mathscr{B}$ corresponding to fixture of a turning point (equivalently, superstability of a fixed point), in the following (cyclic) order: $\mathscr{L}_{0}(L \rightarrow R), \mathscr{B}(R), \cdots, \mathscr{L}_{3}(L \rightarrow R), \mathscr{L}_{2}(L \rightarrow R), \mathscr{L}_{1}(L \rightarrow R), \mathscr{L}_{1}(R \rightarrow L)$, $\mathscr{L}_{2}(R \rightarrow L), \mathscr{L}_{3}(R \rightarrow L), \cdots, \mathscr{B}(L), \mathscr{L}_{0}(R \rightarrow L)$, where the arguments indicate the association with the left ( $L$ ) and right ( $R$ ) turning points. In other words, the generic unfolding of an $\alpha$-point is qualitatively as depicted in Fig. 2(a).

The proof follows a description of Fig. 2(a). The ligament corresponding to an inter-turning-point itinerary of length zero, i.e., the locus of emergence of the turning points, is labeled zero. The hatching indicates the side of this curve where the map is monotonic. On the other side is the bone (unbroken curve), on which exists a superstable fixed point of the map, and the bundle of ligaments, each labeled by the length of the corresponding itinerary. Ligaments corresponding to longer itineraries are closer to the bone. The asterisk in Fig. 2(a) corresponds to a situation like that depicted in Fig. 3(a).

In Fig. 2 (and Figs. 4 and 5) we use dashed and dotted curves to distinguish between the two types of ligament: those that correspond to itineraries from the left turning point to the right one, and those that correspond to itineraries from the right turning point to the left one.

The ligaments emanating from an $\alpha$-point change type at the $\alpha$-point: this fact is associated with the coincidence there of the two turning points. So on one "side" of the $\alpha$-point the ligaments correspond to itineraries from the left turning point to the right one, and on the other side they correspond to itineraries from the right turning point to the left one. As discussed in detail in § 2.2, two ligaments of opposite type can intersect, giving rise to a $\chi$-point: the location of a cycle that includes both turning points, and a source of bones and additional ligaments.

Proof of Theorem 1. Let us write the map as

$$
\begin{equation*}
\Phi(x, \lambda, \mu)=\Sigma a_{i j k} x^{i} \lambda^{j} \mu^{k} . \tag{2.1.1}
\end{equation*}
$$

Here, as elsewhere below, the sum is on all indices over the nonnegative integers. An $\alpha$-point at $x=\lambda=\mu=0$ is obtained if we set $a_{000}=a_{100}=a_{200}=0$. Generically, $a_{300} \neq 0$, and therefore $a_{300}>0$ by the previously stated requirements on $\partial \Phi / \partial x$. Also generically


Fig. 2. Sketches of the parameter-plane neighborhoods of each of the three kinds of condition depicted in Fig. 1. Unbroken curves represent bones (existence loci of superstable cycles). Broken curves represent ligaments (existence loci of itineraries from one turning point to the other); dashed and dotted are used to distinguish between the two types. (a) The $\alpha$-point. Ligaments are labeled with the length of the corresponding itinerary. The ligament 0 is the locus of degeneracy of the two turning points; on the hatched side of this curve the map is monotonic. On the other side exist the (period-1) bone and bundle of ligaments which emanate from the $\alpha$-point. The ligaments are ordered by length of corresponding itinerary, with the longer ones closer to the bone, as proved in § 2.1. (b) the $\chi$-point. Two bones and two bundles of ligaments emanate from each $\chi$-point. The ligaments are labeled with the value of $n$ in the respective formulas for the length of the corresponding itinerary. That the local qualitative arrangement of the bones and ligaments is generically as pictured is proved in $\S 2.2$. (c) The $\psi$-point, from which a bundle of ligaments emanates. The ligaments are labeled with the value of $n$ in the formula $v+n p$ for the length of the corresponding itinerary. That this is the generic picture is proved in $\S 2.3$.
$a_{101} \neq 0$, so the implicit function theorem locally guarantees the existence of a unique analytic function

$$
\begin{equation*}
\mu^{*}(r, \lambda)=\Sigma b_{i j} r^{i} \lambda^{j} \tag{2.1.2}
\end{equation*}
$$

( $b_{00}=0$ ) that satisfies

$$
\begin{equation*}
\frac{\partial \Phi}{\partial x}\left(r, \lambda, \mu^{*}(r, \lambda)\right)=0 \tag{2.1.3}
\end{equation*}
$$



Fig. 3. Sketches of maps near each of the three conditions depicted in Fig. 1, showing itineraries between turning points which exist on ligaments emanating from the singular points. (a) Near an $\alpha$-point, an itinerary of length 2 from the left to the right turning point. (b) Near the $\chi$-point of Fig. 1(b), an itinerary from the left to the right turning point of length 5 , which at the $\chi$-point is degenerate with itineraries of length $1,5,9,13, \cdots$, the increment being the period (4) of the doubly superstable cycle that exists at the $\chi$-point. (c) Near the $\psi$-point of Fig. 1(c), an itinerary (length 4) that at the $\psi$-point consists of the direct itinerary (length 2) plus one loop around the superstable cycle (period 2).
i.e., that makes $r$ a turning point of $\Phi$. Substitution of (2.1.1) and (2.1.2) into (2.1.3), and equating like terms yields $b_{10}=-2 a_{200} / a_{101}=0$.

There also exists another turning point given by an analytic function

$$
\begin{equation*}
s(r, \lambda)=\sum c_{i j} r^{i} \lambda^{j} \tag{2.1.4}
\end{equation*}
$$

( $c_{00}=0$ ) satisfying

$$
\begin{equation*}
\frac{\partial \Phi}{\partial x}\left(s(r, \lambda), \lambda, \mu^{*}(r, \lambda)\right)=0 . \tag{2.1.5}
\end{equation*}
$$

Since $a_{200}=0$ and $a_{300} \neq 0, s(r, \lambda)$ as defined is double-valued. One value is simply the turning point $r$ itself: $s(r, \lambda)=r$. We are interested in the other value, which by substitution of (2.1.1) and (2.1.4) into (2.1.5) has $c_{10}=-1$.

The implicit function theorem also guarantees the existence of a set of analytic functions $r_{n}(\lambda), n=0,1,2, \cdots$, with $r_{n}(0)=0$, for all $n$, that satisfy

$$
\begin{equation*}
I_{n}\left(r_{n}(\lambda), \lambda\right)=0 \tag{2.1.6}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{n}(r, \lambda) \equiv \Phi^{n}\left(r, \lambda, \mu^{*}(r, \lambda)\right)-s(r, \lambda) \tag{2.1.7}
\end{equation*}
$$

since $\partial I_{0}(0,0) / \partial r=1-c_{10}=2(\neq 0)$ and $\partial I_{n>0}(0,0) / \partial r=-c_{10}=1(\neq 0)$. (By $\Phi^{n}$ we mean the $n$-fold composition of $\Phi$ with itself.) Then the set of analytic functions $\left\{\mu_{n}(\lambda) \equiv\right.$ $\left.\mu^{*}\left(r_{n}(\lambda), \lambda\right), n=0,1,2, \cdots\right\}$ represents a bundle of ligaments emanating from the $\alpha$-point. We conclude that the itineraries of all lengths that degenerately exist at the $\alpha$-point persist each on a unique curve in the unfolding.

Similarly, a bone is represented by the analytic function $\mu_{s s}(\lambda) \equiv \mu^{*}\left(r_{s s}(\lambda), \lambda\right)$ where

$$
\begin{equation*}
r_{s s}(\lambda)=\Sigma d_{j} \lambda^{j} \tag{2.1.8}
\end{equation*}
$$

( $d_{0}=0$ ) is defined by

$$
\begin{equation*}
I_{s s}\left(r_{s s}(\lambda), \lambda\right)=0, \tag{2.1.9}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{s s}(r, \lambda) \equiv \Phi\left(s(r, \lambda), \lambda, \mu^{*}(r, \lambda)\right)-s(r, \lambda) \tag{2.1.10}
\end{equation*}
$$

(Existence and uniqueness of $r_{s s}(\lambda)$ are guaranteed by $\partial I_{s s}(0,0) / \partial r=-c_{10}=1 \neq 0$.) Note that $r_{s s}(\lambda)$ is the selection of the turning point such that the other turning point $s$ is a fixed point of $\Phi$.

To determine the arrangement of the ligaments and the bone we compute the deviations of the ligaments $\left\{\mu_{n}(\lambda)\right\}$ from the bone $\mu_{s s}(\lambda)$. That is, we compute the differences

$$
\begin{equation*}
\Delta \mu_{n}(\lambda) \equiv \mu^{*}\left(r_{n}(\lambda), \lambda\right)-\mu^{*}\left(r_{s s}(\lambda), \lambda\right) \tag{2.1.11}
\end{equation*}
$$

If we define $\Delta r_{n}(\lambda) \equiv r_{n}(\lambda)-r_{s s}(\lambda)$, then

$$
\begin{equation*}
\Delta \mu_{n}(\lambda)=\mu^{*}\left(r_{s s}(\lambda)+\Delta r_{n}(\lambda), \lambda\right)-\mu^{*}\left(r_{s s}(\lambda), \lambda\right) . \tag{2.1.12}
\end{equation*}
$$

Substituting $r_{s s}(\lambda)+\Delta r_{n}(\lambda)$ for $r$ in (2.1.2), using (2.1.8), and recalling that $b_{10}=d_{0}=0$, we obtain

$$
\begin{equation*}
\Delta \mu_{n}(\lambda)=s \lambda \Delta r_{n}(\lambda)+T \Delta r_{n}^{2}(\lambda)+\text { h.o.t. } \tag{2.1.13}
\end{equation*}
$$

where

$$
\begin{equation*}
S=2 d_{1} b_{20}+b_{11}, \quad T=b_{20} \tag{2.1.14}
\end{equation*}
$$

and by h.o.t. we mean terms of higher order in $\lambda$ than the leading term of the expressions to the left. Straightforward substitution of the series expansions of $\mu_{s s}, s$, and $r_{s s}$ into the definitions of these quantities ((2.1.2), (2.1.4), and (2.1.8), respectively), and equating like terms yields the following identities required for the evaluation of $S$ and $T$ :

$$
\begin{align*}
& d_{1}=c_{01}-b_{01} a_{001}-a_{010}, \\
& c_{01}=\left(b_{11} a_{101}-2 b_{01} a_{201}-2 a_{210}\right) / 6 a_{300}, \\
& b_{01}=-a_{110} / a_{101},  \tag{2.1.15}\\
& b_{11}=-2\left(b_{01} a_{201}+a_{210}\right) / a_{101}, \\
& b_{20}=-3 a_{300} / a_{101} .
\end{align*}
$$

Now, from (2.1.6),

$$
\begin{align*}
0 & =I_{n}\left(r_{s s}(\lambda)+\Delta r_{n}(\lambda), \lambda\right) \\
& =\Phi^{n}\left(r_{s s}(\lambda)+\Delta r_{n}(\lambda), \lambda, \mu\left(r_{s s}(\lambda)+\Delta r_{n}(\lambda), \lambda\right)\right)-s\left(r_{s s}(\lambda)+\Delta r_{n}(\lambda), \lambda\right) \tag{2.1.16}
\end{align*}
$$

Substituting (2.1.8) into (2.1.4), and applying $\Phi$, we get

$$
0= \begin{cases}I_{n}\left(r_{s s}(\lambda), \lambda\right)+\left(1-c_{10}\right) \Delta r_{n}(\lambda)+O\left(\Delta r_{n}(\lambda)^{2}\right), & n=0,  \tag{2.1.17}\\ I_{n}\left(r_{s s}(\lambda), \lambda\right)+\left(-c_{10}\right) \Delta r_{n}(\lambda)+O\left(\Delta r_{n}(\lambda)^{2}\right), & n>0 .\end{cases}
$$

Since $c_{10}=-1$, (2.1.17) implies that

$$
\Delta r_{n}(\lambda)= \begin{cases}-\frac{1}{2} I_{n}\left(r_{s s}(\lambda), \lambda\right)+\text { h.o.t., } & n=0,  \tag{2.1.18}\\ -I_{n}\left(r_{s s}(\lambda), \lambda\right)+\text { h.o.t., } & n>0 .\end{cases}
$$

By using (2.1.1), a recursion formula may be obtained for the $\left\{I_{n}\left(r_{s s}(\lambda), \lambda\right)\right\}$ as follows:

$$
\begin{align*}
I_{n+1}\left(r_{s s}(\lambda), \lambda\right) & =\Phi\left(\Phi^{n}\left(r_{s s}(\lambda), \lambda, \mu\left(r_{s s}(\lambda), \lambda\right)\right), \lambda, \mu\left(r_{s s}(\lambda), \lambda\right)\right)-s\left(r_{s s}(\lambda), \lambda\right), \\
& =\Phi\left(I_{n}\left(r_{s s}(\lambda), \lambda\right)+s\left(r_{s s}(\lambda), \lambda\right), \lambda, \mu\left(r_{s s}(\lambda), \lambda\right)\right)-s\left(r_{s s}(\lambda), \lambda\right) . \tag{2.1.19}
\end{align*}
$$

Expanding, we then obtain

$$
\begin{align*}
I_{n+1}\left(r_{s s}(\lambda), \lambda\right)= & \Phi\left(s\left(r_{s s}(\lambda), \lambda\right), \lambda, \mu\left(r_{s s}(\lambda), \lambda\right)\right)-s\left(r_{s s}(\lambda), \lambda\right) \\
& +Q \lambda I_{n}^{2}\left(r_{s s}(\lambda), \lambda\right)+R I_{n}^{3}\left(r_{s s}(\lambda), \lambda\right)+\text { h.o.t. }  \tag{2.1.20}\\
= & Q \lambda I_{n}^{2}\left(r_{s s}(\lambda), \lambda\right)+R I_{n}^{3}\left(r_{s s}(\lambda), \lambda\right)+\text { h.o.t., }
\end{align*}
$$

where

$$
\begin{equation*}
Q=3 a_{300}\left(c_{01}-d_{1}\right)+b_{01} a_{201}+a_{210}, \quad R=a_{300} . \tag{2.1.21}
\end{equation*}
$$

(Recall that $s$ is the location of a quadratic extremum of $\Phi$ except at $\lambda=\mu=0$ where $\Phi$ has a cubic inflection at $s$.)

The starting point for our recursive determination of the $\left\{\Delta \mu_{n}(\lambda)\right\}$ is, from (2.1.7) with $n=0$, (2.1.4) and (2.1.8),

$$
\begin{equation*}
I_{0}\left(r_{s s}(\lambda), \lambda\right)=U \lambda, \tag{2.1.22}
\end{equation*}
$$

where

$$
\begin{equation*}
U=2 d_{1}-c_{01} . \tag{2.1.23}
\end{equation*}
$$

Combining the results (2.1.13), (2.1.18), (2.1.20), and (2.1.22), we have

$$
\begin{align*}
& \Delta \mu_{0}(\lambda)=\left(-\frac{1}{2} S U+\frac{1}{4} T U^{2}\right) \lambda^{2}+\text { h.o.t., } \\
& \Delta \mu_{1}(\lambda)=-S(Q+R U) U^{2} \lambda^{4}+\text { h.o.t., }  \tag{2.1.24}\\
& \Delta \mu_{n}(\lambda)=-S Q Q^{\left(2^{n-1}-2\right)}(Q+R U)^{2^{n-1}} U^{2^{n}} \lambda^{2^{n+1}}+\text { h.o.t., } \quad n>1 .
\end{align*}
$$

Thus the ligaments $\mu_{n}(\lambda)$ deviate from the bone $\mu_{s s}(\lambda)$ at orders $\lambda^{2}, \lambda^{4}, \lambda^{8}, \lambda^{16}, \cdots$, for $n=0,1,2,3, \cdots$. The arrangement of the curves is ascertained by considering that for $n>1$, the sign of the leading order term of $\Delta \mu_{n}(\lambda)$ is always the same: the sign of $-S Q$. Moreover, the sign of $\Delta \mu_{1}(\lambda)$ is also the same, since the product of coefficients

$$
\begin{equation*}
[-S(Q+R U)][-S Q]=\frac{S^{2} V^{2}}{3 a_{101}^{2}} \tag{2.1.25}
\end{equation*}
$$

where $V=3 a_{300}\left(a_{101} a_{010}-a_{110} a_{001}\right)+a_{210} a_{101}-a_{201} a_{110}$, is not less than zero. In contrast, $\mu_{0}(\lambda)$, the locus of turning point coalescence, deviates from the bone on the opposite side since the product

$$
\begin{equation*}
\left[-\frac{1}{2} S U+\frac{1}{4} T U^{2}\right][-S Q]=-\frac{2}{3} \frac{1}{a_{300}}\left[\frac{1}{a_{101}}\right]^{6} V^{4} \tag{2.1.26}
\end{equation*}
$$

is not greater than zero if $a_{300}>0$ as originally posited. Thus the qualitative arrangement of the ligaments and the bone is universal, and is as specified in Theorem 1.
2.2. The $\boldsymbol{\chi}$-point. An intersection of two ligaments of opposite type, that is to say, of a ligament corresponding to an itinerary from the left turning point of the map to the right one and a ligament corresponding to an itinerary from the right turning point of the map to the left one, is a point of existence of a doubly superstable cycle (a cycle that includes both turning points). We show below that such a point is the source of a pair of bones, and of two bundles of additional ligaments. For the purposes of our construction of the skeleton we regard the intersection mentioned above as "causative" of the doubly superstable point and of the bones and other ligaments which emanate from it. But for purposes of analysis it is more convenient to define the point as follows.

Definition. A point $\left(\lambda_{0}, \mu_{0}\right)$ of the parameter plane of the map $\Phi(x, \lambda, \mu)$ is a $\chi$-point if there exist $v, w \in \mathbb{N}$ such that $\Phi^{v}\left(r_{0}, \lambda_{0}, \mu_{0}\right)=s_{0}$, and $\Phi^{w}\left(s_{0}, \lambda_{0}, \mu_{0}\right)=r_{0}$, where $r_{0}, s_{0}$ are (distinct) quadratic turning points of $\Phi\left(x, \lambda_{0}, \mu_{0}\right)$.

The existence of the two "causative" ligaments, as well as of the other ligaments and the bones, follows from the definition as we now demonstrate.

Theorem 2. Let $\left(\lambda_{0}, \mu_{0}\right)$ be a $\chi$-point of $\Phi\left(x, \lambda_{0}, \mu_{0}\right)$ for which the turning points are $r_{0}$ and $s_{0}$, and let $v=\min \left(v^{\prime} \in \mathbb{N} \mid \Phi^{v^{\prime}}\left(r_{0}, \lambda_{0}, \mu_{0}\right)=s_{0}\right)$ and $w=$ $\min \left(w^{\prime} \in \mathbb{N} \mid \Phi^{w^{\prime}}\left(s_{0}, \lambda_{0}, \mu_{0}\right)=r_{0}\right)$. Generically, a sufficiently small parameter-plane circle centered at $\left(\lambda_{0}, \mu_{0}\right)$ is intersected (transversally) by ligaments $\left\{\mathscr{L}_{n}^{r \rightarrow s}\right\}$ and $\left\{\mathscr{L}_{n}^{s \rightarrow r}\right\}, n=0$, $1,2, \cdots$, corresponding to itineraries between the turning points ( $r$ and $s$ ) of lengths $v+n(v+w)$ and $w+n(v+w)$, respectively, and by bones $\mathscr{B}^{r}$ and $\mathscr{B}^{s}$ corresponding to (superstable) cycles containing $r$ and $s$ respectively, in the following (cyclic) order: $\mathscr{L}_{0}^{r \rightarrow s}$, $\mathscr{B}^{s}, \cdots, \mathscr{L}_{3}^{r \rightarrow s}, \mathscr{L}_{2}^{r \rightarrow s}, \mathscr{L}_{1}^{r \rightarrow s}, \mathscr{L}_{0}^{s \rightarrow r}, \mathscr{L}_{1}^{s \rightarrow r}, \mathscr{L}_{2}^{s \rightarrow r}, \cdots, \mathscr{B}^{r}, \mathscr{B}^{s}, \cdots, \mathscr{L}_{2}^{r \rightarrow s}, \mathscr{L}_{1}^{r \rightarrow s}, \mathscr{L}_{0}^{r \rightarrow s}$, $\mathscr{L}_{1}^{s \rightarrow r}, \mathscr{L}_{2}^{s \rightarrow r}, \mathscr{L}_{3}^{s \rightarrow r}, \cdots, \mathscr{B}^{r}, \mathscr{L}_{0}^{s \rightarrow r}$. In other words, the generic unfolding of a $\chi$-point is qualitatively as depicted in the sketch of Fig. 2(b).

The proof follows a brief description of Fig. 2(b). The pair of unbroken curves tangent at the $\chi$-point to the causative ligaments (itinerary lengths $v$ and $w$ ) are the bones, one associated with each turning point. The two bundles of emanating ligaments, one tangent to each bone at the $\chi$-point, are represented by the first four members of each. In both bundles, ligaments corresponding to longer itineraries are closer to the respective bone: the ligaments are marked with the value of the index $n$ of Theorem 1. The asterisk corresponds to a situation like that depicted in Fig. 3(b).

Proof of Theorem 2. Let there be a doubly superstable cycle of $\Phi$, period $v+w$, at $\lambda=\mu=0$ with

$$
\begin{equation*}
\Phi^{v}\left(r_{0}, 0,0\right)=s_{0}, \quad \Phi^{w}\left(s_{0}, 0,0\right)=r_{0} \tag{2.2.1}
\end{equation*}
$$

(with no smaller $v$ or $w$ satisfying these equations), where

$$
\begin{equation*}
\frac{\partial \Phi}{\partial x}\left(r_{0}, 0,0\right)=\frac{\partial \Phi}{\partial x}\left(s_{0}, 0,0\right)=0, \quad \frac{\partial^{2} \Phi}{\partial x^{2}}\left(r_{0}, 0,0\right) \neq 0, \quad \frac{\partial^{2} \Phi}{\partial x^{2}}\left(s_{0}, 0,0\right) \neq 0 \tag{2.2.2}
\end{equation*}
$$

We write the $v$ - and $w$-fold compositions of $\Phi$ as

$$
\begin{align*}
& f(x, \lambda, \mu)=\Sigma a_{i j k} x^{i} \lambda^{j} \mu^{k} \equiv \Phi^{v}\left(r_{0}+x, \lambda, \mu\right), \\
& g(x, \lambda, \mu)=\Sigma b_{i j k} x^{i} \lambda^{j} \mu^{k} \equiv \Phi^{w}\left(s_{0}+x, \lambda, \mu\right), \tag{2.2.3}
\end{align*}
$$

with $a_{000}=b_{000}=a_{100}=b_{100}=0$ from (2.2.1) and (2.2.2). Since by stipulation (and generically) $a_{200} \neq 0$ and $b_{200} \neq 0$, there exist unique analytic functions $r(\lambda, \mu)$ and
$s(\lambda, \mu)$ for the turning points, defined, respectively, by

$$
\begin{equation*}
\frac{\partial f}{\partial x}(r(\lambda, \mu), \lambda, \mu)=0, \quad \frac{\partial g}{\partial x}(s(\lambda, \mu), \lambda, \mu)=0 . \tag{2.2.4}
\end{equation*}
$$

We write them as

$$
\begin{equation*}
r(\lambda, \mu)=\Sigma c_{j k} \lambda^{j} \mu^{k}, \quad s(\lambda, \mu)=\Sigma d_{j k} \lambda^{j} \mu^{k} \tag{2.2.5}
\end{equation*}
$$

(with $c_{00}=d_{00}=0$ ). We define the functions $\mu_{s s}(\lambda), \mu_{r r}(\lambda)$, representing the bones (associated with $s$ and $r$, respectively) as follows:

$$
\begin{align*}
& f g\left(s\left(\lambda, \mu_{s s}(\lambda)\right), \lambda, \mu_{s s}(\lambda)\right)-s\left(\lambda, \mu_{s s}(\lambda)\right)=0,  \tag{2.2.6}\\
& g f\left(r\left(\lambda, \mu_{r r}(\lambda)\right), \lambda, \mu_{r r}(\lambda)\right)-r\left(\lambda, \mu_{r r}(\lambda)\right)=0,
\end{align*}
$$

and expand them as

$$
\begin{equation*}
\mu_{s s}(\lambda)=\Sigma e_{m} \lambda^{m}, \quad \mu_{r r}(\lambda)=\Sigma \overline{e_{m}} \lambda^{m} \tag{2.2.7}
\end{equation*}
$$

Unique analytic functions $\mu_{s s}(\lambda)$ and $\mu_{r r}(\lambda)$ are guaranteed since $d_{01}=-b_{101} / 2 b_{200} \neq$ $a_{001}$ generically, and $c_{01}=-a_{101} / 2 a_{200} \neq b_{001}$ generically. The fact that the two equations in (2.2.6) are related by interchanging the coefficients $\left\{a_{i j k}\right\} \leftrightarrow\left\{b_{i j k}\right\}$, i.e., by switching the identification of the turning points, means that the $\left\{e_{m}\right\}$ and $\left\{\overline{e_{m}}\right\}$ are related by the same interchange (once they have been evaluated in terms of those problem-defining coefficients). In what follows an overbar will denote the interchange operation.

We now define for the $n=0,1,2, \cdots$,

$$
\begin{align*}
& I_{n}^{r \rightarrow s}(\lambda, \mu) \equiv(f g)^{n} f(r, \lambda, \mu)-s  \tag{2.2.8}\\
& I_{n}^{s \rightarrow r}(\lambda, \mu) \equiv(g f)^{n} g(s, \lambda, \mu)-r
\end{align*}
$$

Since $\partial I_{n}^{r \rightarrow s}(0,0) / \partial \mu=a_{001}-d_{01}$ (for all $n$ ) is generically nonzero, as is $\partial I_{n}^{s \rightarrow r}(0,0) / \partial \mu=$ $b_{001}-c_{01}$, ligaments represented by analytic functions $\mu_{n}^{r \rightarrow s}(\lambda), \mu_{n}^{s \rightarrow r}(\lambda), n=0,1,2, \cdots$, that are the unique solutions of

$$
\begin{equation*}
I_{n}^{r \rightarrow s}\left(\lambda, \mu_{n}^{r \rightarrow s}(\lambda)\right)=0, \quad I_{n}^{s \rightarrow r}\left(\lambda, \mu_{n}^{s \rightarrow r}(\lambda)\right)=0 \tag{2.2.9}
\end{equation*}
$$

respectively, are guaranteed. We write the deviations of the ligaments from the respective bones as

$$
\begin{equation*}
\Delta \mu_{n}^{r \rightarrow s}(\lambda) \equiv \mu_{n}^{r \rightarrow s}(\lambda)-\mu_{s s}(\lambda), \quad \Delta \mu_{n}^{s \rightarrow r}(\lambda) \equiv \mu_{n}^{s \rightarrow r}(\lambda)-\mu_{r r}(\lambda) . \tag{2.2.10}
\end{equation*}
$$

It is the leading terms of these deviations in which we are interested. The first step is to derive a relation between $\Delta \mu_{n}^{r \rightarrow s}(\lambda)$ and the ligament-defining function $I_{n}^{r \rightarrow s}(\lambda, \mu)$, evaluated on the bone $\mu_{s s}(\lambda)$, as follows using (2.2.8) and (2.2.9):

$$
\begin{align*}
0 & \equiv I_{n}^{r \rightarrow s}\left(\lambda, \mu_{n}^{r \rightarrow s}(\lambda)\right)=I_{n}^{r \rightarrow s}\left(\lambda, \mu_{s s}(\lambda)+\Delta \mu_{n}^{r \rightarrow s}(\lambda)\right) \\
& =I_{n}^{r \rightarrow s}\left(\lambda, \mu_{s s}(\lambda)\right)-P \Delta \mu_{n}^{r \rightarrow s}(\lambda)+O(\lambda) \Delta \mu_{n}^{r \rightarrow s}(\lambda)+O\left(\left(\Delta \mu_{n}^{r \rightarrow s}(\lambda)\right)^{2}\right), \tag{2.2.11}
\end{align*}
$$

where

$$
\begin{equation*}
P=-\left(a_{001}-d_{01}\right) . \tag{2.2.12}
\end{equation*}
$$

Substituting (2.2.5) into (2.2.4) yields $d_{01}=-b_{101} / 2 b_{200}$. Thus

$$
\begin{equation*}
\Delta \mu_{n}^{r \rightarrow s}(\lambda)=\frac{1}{P} I_{n}^{r \rightarrow s}\left(\lambda, \mu_{s s}(\lambda)\right)+\text { h.o.t. } \tag{2.2.13}
\end{equation*}
$$

where, as before, by h.o.t. we mean terms of higher order than that of the leading term of the quantity to the left. Next we obtain a recursion relation for the $\left\{I_{n}^{r \rightarrow s}\left(\lambda, \mu_{s s}\right)\right\}$ using (2.2.8):

$$
\begin{align*}
I_{n+1}^{r \rightarrow s}(\lambda, \mu) & =(f g)^{n+1} f(r, \lambda, \mu)-s \\
& =f g(f g)^{n} f(r, \lambda, \mu)-s  \tag{2.2.14}\\
& =f g\left(I_{n}^{r \rightarrow s}+s, \lambda, \mu\right)-s .
\end{align*}
$$

Expanding, we obtain

$$
\begin{align*}
I_{n+1}^{r \rightarrow s}\left(\lambda, \mu_{s s}\right) & =f g\left(s\left(\lambda, \mu_{s s}\right)+I_{n}^{r \rightarrow s}\left(\lambda, \mu_{s s}\right), \lambda, \mu_{s s}\right)-s\left(\lambda, \mu_{s s}\right)  \tag{2.2.15}\\
& =Q \lambda\left(I_{n}^{r \rightarrow s}\left(\lambda, \mu_{s s}\right)\right)^{2}+O\left(\lambda^{2}\right)\left(I_{n}^{r \rightarrow s}\left(\lambda, \mu_{s s}\right)\right)^{2}+O\left(\left(I_{n}^{r \rightarrow s}\left(\lambda, \mu_{s s}\right)\right)^{4}\right)
\end{align*}
$$

(recall that $s$ is a turning point of $f g$ that is quadratic except at $0=\lambda=\mu_{s s}(0)$ where it is quartic) where, by substituting into (2.2.3), it is found that

$$
\begin{equation*}
Q=b_{200}\left[e_{1}\left(2 a_{200} b_{001}+a_{101}\right)+2 a_{200} b_{010}+a_{110}\right] . \tag{2.2.16}
\end{equation*}
$$

From the definition of $\mu_{s s}$ (2.2.6a),

$$
\begin{equation*}
e_{1}=-\left(a_{010}-d_{10}\right) /\left(a_{001}-d_{01}\right), \tag{2.2.17}
\end{equation*}
$$

where, from the definition of $s$ (2.2.5), $d_{10}=-b_{110} / 2 b_{200}$. Combining the two results (2.2.13) and (2.2.15), we obtain a recursion relation for the deviations $\left\{\Delta \mu_{n}^{r \rightarrow s}(\lambda)\right\}$ :

$$
\begin{aligned}
\Delta \mu_{n+1}^{r \rightarrow s}(\lambda) & =\frac{1}{P} I_{n+1}^{r \rightarrow s}\left(\lambda, \mu_{s s}\right)+\text { h.o.t. } \\
& =\frac{Q}{P} \lambda\left[I_{n}^{r \rightarrow s}\left(\lambda, \mu_{s s}\right)\right]^{2}+\text { h.o.t. } \\
& =\frac{Q}{P} \lambda\left[P \Delta \mu_{n}^{r \rightarrow s}(\lambda)\right]^{2}+\text { h.o.t. } \\
& =P Q \lambda\left[\Delta \mu_{n}^{r \rightarrow s}(\lambda)\right]^{2}+\text { h.o.t. }
\end{aligned}
$$

The first element of this sequence, $\Delta \mu_{0}^{r \rightarrow s}(\lambda)$, may be evaluated directly from (2.2.3), (2.2.9), and (2.2.13) as

$$
\begin{equation*}
\Delta \mu_{0}^{r \rightarrow s}(\lambda)=\frac{R^{2}}{S} \lambda^{2}+O\left(\lambda^{3}\right) \tag{2.2.19}
\end{equation*}
$$

where

$$
\begin{align*}
& R=+4 b_{200} b_{001} a_{200} a_{010}+2 b_{200} a_{101} a_{010}-4 a_{200} a_{001} b_{200} b_{010}-2 a_{200} b_{101} b_{010}  \tag{2.2.20}\\
&+2 a_{200} b_{110} b_{001}+a_{101} b_{110}-2 b_{200} a_{110} a_{001}-b_{101} a_{110},
\end{align*}
$$

and

$$
\begin{equation*}
S \equiv 2 \frac{a_{200}}{b_{200}}\left[a_{001}^{2} b_{200}^{2}\left(12 b_{101}+8 a_{001} b_{200}\right)+b_{101}^{2}\left(6 a_{001} b_{200}+b_{101}\right)\right] . \tag{2.2.21}
\end{equation*}
$$

Noting that in fact $P Q=R / 2$, we have finally that

$$
\begin{equation*}
\Delta \mu_{n}^{r \rightarrow s}(\lambda)=\frac{2}{R}\left[\frac{R^{3}}{2 S}\right]^{2^{n}} \lambda^{3\left(2^{n}\right)-1}+\text { h.o.t. } \tag{2.2.22}
\end{equation*}
$$

So we find that the leading orders of the deviations $\left\{\Delta \mu_{n}^{r \rightarrow s}(\lambda)\right\}$ are $\lambda^{2}, \lambda^{5}, \lambda^{11}$, $\lambda^{23}, \cdots$, for $n=0,1,2,3, \cdots$ : all odd powers for $n>0$. Moreover, the sign of the leading order coefficients for $n>0$ are all the same: the sign of $R$. This means that if we consider the quadrants into which the neighborhood of the $\chi$-point is divided by the bones $\mu_{s s}(\lambda), \mu_{r r}(\lambda)$ (note that $e_{1} \neq \overline{e_{1}}$ generically), the $r \rightarrow s$ ligaments for $n>0$ run from one quadrant to the opposing one and, as $n$ increases, accumulate on $\mu_{s s}(\lambda)$, just as depicted in Fig. 2(b). The $n=0$, or causative, ligament is quadratically tangent to the bone (thus occupying a pair of adjacent quadrants).

By symmetry, the results derived for the $r \rightarrow s$ ligaments and the $s$-bone apply equally to the $s \rightarrow r$ ligaments and the $r$-bone; the analogous quantitative relations are obtained by interchanging the coefficients $\left\{a_{i j k}\right\} \leftrightarrow\left\{b_{i j k}\right\}$.

To complete the analysis we first observe that for $n>0$, the sign of $\Delta \mu_{n}^{r \rightarrow s}(\lambda) \Delta \mu_{n}^{s \rightarrow r}(\lambda)=\Delta \mu_{n}^{r \rightarrow s}(\lambda) \overline{\Delta \mu_{n}^{r \rightarrow s}(\lambda)}$ is the sign of $R \bar{R}$. But $R$ is, by inspection, antisymmetric under the interchange operation. Therefore

$$
\begin{equation*}
R \bar{R} \leqq 0 \tag{2.2.23}
\end{equation*}
$$

This result implies that the bundles of ligaments given by $\mu_{n}^{r \rightarrow s}(\lambda)$ and $\mu_{n}^{s \rightarrow r}(\lambda), n>0$, occupy the same pair of quadrants, leaving two quadrants unoccupied by ligaments with $n>0$.

To determine the relative placement of the $n=0$ (causative) ligaments, we consider the product of coefficients:

$$
\begin{equation*}
\left[\mu_{0}^{r \rightarrow s}(\lambda)-\mu_{0}^{s \rightarrow r}(\lambda)\right] \Delta \mu_{1}^{r \rightarrow s}(\lambda) \Delta \mu_{0}^{r \rightarrow s}(\lambda) \overline{\Delta \mu_{0}^{r \rightarrow s}(\lambda)}=T \lambda^{10}+O\left(\lambda^{11}\right), \tag{2.2.24}
\end{equation*}
$$

where

$$
\begin{align*}
T & =\left(e_{1}-\overline{e_{1}}\right) \frac{R}{2}\left(\frac{R^{2}}{S}\right)^{2} \frac{R^{2}}{S} \frac{\bar{R}^{2}}{\bar{S}}  \tag{2.2.25}\\
& =\left(e_{1}-\overline{e_{1}}\right) \frac{R}{2} \frac{1}{S \bar{S}} \frac{R^{4}}{S^{2}} \bar{R}^{2} .
\end{align*}
$$

But from (2.2.17),

$$
\begin{equation*}
\left(e_{1}-\overline{e_{1}}\right)=-\frac{R}{U}, \tag{2.2.26}
\end{equation*}
$$

where

$$
\begin{equation*}
U=\left[4 a_{200} a_{001} b_{200} b_{001}+2 a_{101} a_{001} b_{200}+a_{101} b_{101}+2 b_{101} b_{001} a_{200}\right], \tag{2.2.27}
\end{equation*}
$$

and from (2.2.21),

$$
\begin{equation*}
S \bar{S}=4 U^{3}, \tag{2.2.28}
\end{equation*}
$$

whence

$$
\begin{equation*}
T=-\frac{1}{8}\left[\frac{R^{4} \bar{R}}{S U^{2}}\right]^{2} \leqq 0 \tag{2.2.29}
\end{equation*}
$$

Examination of Fig. 2(b) shows that any arrangement of the curves which is in accord with the result $R \bar{R} \leqq 0$, but which is qualitatively different from that shown (other than in orientation with respect to the $\lambda, \mu$ axes, and the sign of $T$ is invariant under such orientation changes) will contradict $T \leqq 0$. Thus the qualitative arrangement of the ligaments and bones is universal, and is as specified in Theorem 2.
2.3. The $\psi$-point. The intersection of a ligament with a bone that is associated with the terminal turning point of the ligament's itinerary, a situation such as the one
sketched in Fig. 1(c), constitutes the third kind of singular point of the parameter plane that we consider. We show below that such a point is the source of a bundle of additional ligaments. As in the case of the $\chi$-point, for purposes of construction of the skeleton we consider the intersection of the ligament and bone to be "causative" of the bundle of additional ligaments, but for analytical convenience we define the point as follows.

Definition. A point $\left(\lambda_{0}, \mu_{0}\right)$ of the parameter plane of the map $\Phi(x, \lambda, \mu)$ is a $\psi$-point if there exist $v, p \in \mathbb{N}$ such that $\Phi^{v}\left(r_{0}, \lambda_{0}, \mu_{0}\right)=s_{0}, \Phi^{p}\left(s_{0}, \lambda_{0}, \mu_{0}\right)=s_{0}$, where $r_{0}, s_{0}$ are (distinct) quadratic turning points of $\Phi\left(x, \lambda_{0}, \mu_{0}\right)$, and there does not exist $w(<p) \in \mathbb{N}$ such that $\Phi^{w}\left(s_{0}, \lambda_{0}, \mu_{0}\right)=r_{0}$.

The existence of the causative ligament and bone, as well as of the bundle of additional ligaments, follows from this definition as we demonstrate below. The additional ligaments correspond to itineraries that at the $\psi$-point are degenerate and consist of the direct inter-turning-point itinerary plus a some number of circuits around the superstable cycle. Figure 3(c) sketches the situation near a $\psi$-point on one such ligament.

Theorem 3. Let $\left(\lambda_{0}, \mu_{0}\right)$ be a $\psi$-point of $\Phi(x, \lambda, \mu)$ for which the turning points are $r_{0}$ and $s_{0}$, and let $v=\min \left(v^{\prime} \in \mathbb{N} \mid \Phi^{v^{\prime}}\left(r_{0}, \lambda_{0}, \mu_{0}\right)=s_{0}\right)$ and $p=$ $\min \left(p^{\prime} \in \mathbb{N} \mid \Phi^{p^{\prime}}\left(s_{0}, \lambda_{0}, \mu_{0}\right)=s_{0}\right)$. Generically, a sufficiently small parameter-plane circle centered at $\left(\lambda_{0}, \mu_{0}\right)$ is intersected (transversally) by ligaments $\left\{\mathscr{L}_{n}^{r \rightarrow s}\right\}, n=0,1,2, \cdots$, corresponding to itineraries of lengths $v+n p$ from turning point $r$ to turning point $s$, and by a bone $\mathscr{B}^{s}$ corresponding to a superstable cycle containing s, in the following (cyclic) order: $\mathscr{L}_{0}^{r \rightarrow s}, \mathscr{B}^{s}, \cdots, \mathscr{L}_{3}^{r \rightarrow s}, \mathscr{L}_{2}^{r \rightarrow s}, \mathscr{L}_{1}^{r \rightarrow s}, \mathscr{L}_{0}^{s \rightarrow r}, \mathscr{L}_{1}^{r \rightarrow s}, \mathscr{L}_{2}^{r \rightarrow s}, \mathscr{L}_{3}^{r \rightarrow s}, \cdots, \mathscr{B}^{s}$. In other words, the generic unfolding of a $\psi$-point is qualitatively as depicted in the sketch of Fig. 2(c).

In Fig. 2(c) the unbroken curve represents the bone, and in the bundle of ligaments the ones corresponding to longer itineraries are closer to the bone. The asterisk corresponds to a situation like that depicted in Fig. 3(c).

Proof of Theorem 3. At $\lambda=\mu=0$ let there exist an itinerary of length $v$ between turning points of the map $\Phi(x, \lambda, \mu)$ and a superstable cycle of period $p$ that includes the terminal turning point of that itinerary:

$$
\begin{equation*}
\Phi^{v}\left(r_{0}, 0,0\right)=s_{0}, \quad \Phi^{p}\left(s_{0}, 0,0\right)=s_{0} \tag{2.3.1}
\end{equation*}
$$

(with $v, p$ the smallest numbers satisfying these equations) where

$$
\begin{equation*}
\frac{\partial \Phi}{\partial x}\left(r_{0}, 0,0\right)=\frac{\partial \Phi}{\partial x}\left(s_{0}, 0,0\right)=0, \quad \frac{\partial^{2} \Phi}{\partial x^{2}}\left(r_{0}, 0,0\right) \neq 0, \quad \frac{\partial^{2} \Phi}{\partial x^{2}}\left(s_{0}, 0,0\right) \neq 0 . \tag{2.3.2}
\end{equation*}
$$

In a fashion similar to that of $\S 2.2$, we write the $v$ - and $p$-fold composites of $\Phi$ as

$$
\begin{align*}
& f(x, \lambda, \mu)=\Sigma a_{i j k} x^{i} \lambda^{j} \mu^{k} \equiv \Phi^{v}\left(r_{0}+x, \lambda, \mu\right), \\
& g(x, \lambda, \mu)=\Sigma b_{i j k} x^{i} \lambda^{j} \mu^{k} \equiv \Phi^{p}\left(s_{0}+x, \lambda, \mu\right), \tag{2.3.3}
\end{align*}
$$

with $a_{000}=b_{000}=a_{100}=b_{100}=0$ from (2.3.2), and the analytic functions $r(\lambda, \mu), s(\lambda, \mu)$, representing the two turning points, defined, respectively, by

$$
\begin{equation*}
\frac{\partial f}{\partial x}(r(\lambda, \mu), \lambda, \mu)=0, \quad \frac{\partial g}{\partial x}(s(\lambda, \mu), \lambda, \mu)=0 \tag{2.3.4}
\end{equation*}
$$

(and guaranteed, respectively, by $a_{200} \neq 0, b_{200} \neq 0$ ) as

$$
\begin{equation*}
r(\lambda, \mu)=\Sigma c_{j k} \lambda^{j} \mu^{k}, \quad s(\lambda, \mu)=\Sigma d_{j k} \lambda^{j} \mu^{k} \tag{2.3.5}
\end{equation*}
$$

$\left(c_{00}=d_{00}=0\right)$. The existence of a bone associated with $s$, represented by the function $\mu_{s s}(\lambda)$ that satisfies

$$
\begin{equation*}
g\left(s\left(\lambda, \mu_{s s}(\lambda)\right), \lambda, \mu_{s s}(\lambda)\right)-s\left(\lambda, \mu_{s s}(\lambda)\right)=0, \tag{2.3.6}
\end{equation*}
$$

is guaranteed by the generic inequality of $b_{001}$ and $d_{01}$. We expand $\mu_{s s}(\lambda)$ as

$$
\begin{equation*}
\mu_{s s}(\lambda)=\Sigma e_{j} \lambda^{j} . \tag{2.3.7}
\end{equation*}
$$

We then define for $n=0,1,2, \cdots$

$$
\begin{equation*}
I_{n}^{r \rightarrow s}(\lambda, \mu) \equiv g^{n} f(r, \lambda, \mu)-s \tag{2.3.8}
\end{equation*}
$$

Since $\partial I_{n}^{r \rightarrow s}(0,0) / \partial \mu=a_{001}-d_{01}$ (for all $n$ ) is generically nonzero, we are guaranteed, for each $n$, a ligament represented by the unique function $\mu_{n}^{r \rightarrow s}(\lambda)$ that satisfies

$$
\begin{equation*}
I_{n}^{r \rightarrow s}\left(\lambda, \mu_{n}^{r \rightarrow s}(\lambda)\right)=0 . \tag{2.3.9}
\end{equation*}
$$

We write the deviations of the ligaments from the bone as

$$
\begin{equation*}
\Delta \mu_{n}^{r \rightarrow s}(\lambda) \equiv \mu_{n}^{r \rightarrow s}(\lambda)-\mu_{s s}(\lambda) . \tag{2.3.10}
\end{equation*}
$$

As before, we compute the leading terms of these deviations. Setting $n=0$ in (2.3.10), substituting the series expansions for the various quantities, and collecting coefficients yields

$$
\begin{equation*}
\Delta \mu_{0}^{r \rightarrow s}(\lambda)=\frac{R}{S} \lambda+O\left(\lambda^{2}\right), \tag{2.3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
R=2 b_{200}\left[2 b_{200}\left(a_{001} b_{010}-b_{001} a_{010}\right)+b_{110}\left(a_{001}-b_{010}\right)-b_{101}\left(a_{010}-b_{010}\right)\right], \tag{2.3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
S=\left(2 b_{200} a_{001}+b_{101}\right)\left(2 b_{200} b_{001}+b_{101}\right) . \tag{2.3.13}
\end{equation*}
$$

A recursion relation is obtained as follows:

$$
\begin{align*}
0 & \equiv I_{n}^{r \rightarrow s}\left(\lambda, \mu_{n}^{r \rightarrow s}(\lambda)\right)=I_{n}^{r \rightarrow s}\left(\lambda, \mu_{s s}(\lambda)+\Delta \mu_{n}^{r \rightarrow s}(\lambda)\right), \\
& =I_{n}^{r \rightarrow s}\left(\lambda, \mu_{s s}(\lambda)\right)-P_{n} \Delta \mu_{n}^{r \rightarrow s}(\lambda)+O(\lambda) \Delta \mu_{n}^{r \rightarrow s}(\lambda)+O\left(\left(\Delta \mu_{n}^{r \rightarrow s}(\lambda)\right)^{2}\right), \tag{2.3.14}
\end{align*}
$$

where

$$
P_{n}= \begin{cases}-\left(a_{001}-d_{01}\right), & n=0  \tag{2.3.15}\\ -\left(b_{001}-d_{01}\right), & n>0,\end{cases}
$$

and $d_{01}=-b_{101} / 2 b_{200}$. Thus

$$
\begin{equation*}
\Delta \mu_{n}^{r \rightarrow s}(\lambda)=\frac{1}{P_{n}} I_{n}^{r \rightarrow s}\left(\lambda, \mu_{s s}(\lambda)\right)+\text { h.o.t. } \tag{2.3.16}
\end{equation*}
$$

We have also that

$$
\begin{align*}
I_{n+1}^{r \rightarrow s}(\lambda, \mu) & =g^{n+1} f(r, \lambda, \mu)-s \\
& =g g^{n} f(r, \lambda, \mu)-s  \tag{2.3.17}\\
& =g\left(I_{n}^{r \rightarrow s}+s, \lambda, \mu\right)-s .
\end{align*}
$$

Thus

$$
\begin{align*}
I_{n+1}^{r \rightarrow s}\left(\lambda, \mu_{s s}\right) & =g\left(s\left(\lambda, \mu_{s s}\right)+I_{n}^{r \rightarrow s}\left(\lambda, \mu_{s s}\right), \lambda, \mu_{s s}\right)-s\left(\lambda, \mu_{s s}\right) \\
& =Q\left[I_{n}^{r \rightarrow s}\left(\lambda, \mu_{s s}\right)\right]^{2}+O\left(\lambda^{2}\right)\left[I_{n}^{r \rightarrow s}\left(\lambda, \mu_{s s}\right)\right]^{2}+O\left(\left[I_{n}^{r \rightarrow s}\left(\lambda, \mu_{s s}\right)\right]^{4}\right), \tag{2.3.18}
\end{align*}
$$

where

$$
\begin{equation*}
Q=b_{200} . \tag{2.3.19}
\end{equation*}
$$

(Recall that $s$ is a turning point of $g$ that is quadratic even at $\lambda=\mu=0$.) We thus obtain

$$
\begin{align*}
\Delta \mu_{n+1}^{r \rightarrow s}(\lambda) & =\frac{1}{P_{n+1}} I_{n+1}^{r \rightarrow s}\left(\lambda, \mu_{s s}\right)+\text { h.o.t. } \\
& =\frac{Q}{P_{n+1}} \lambda\left[I_{n}^{r \rightarrow s}\left(\lambda, \mu_{s s}\right)\right]^{2}+\text { h.o.t. }  \tag{2.3.20}\\
& =\frac{Q}{P} \lambda\left[P_{n} \Delta \mu_{n}^{r \rightarrow s}(\lambda)\right]^{2}+\text { h.o.t. } \\
& = \begin{cases}\frac{Q}{P_{1}} P_{0}^{2} \lambda\left[\Delta \mu_{n}^{r \rightarrow s}(\lambda)\right]^{2}+\text { h.o.t., } & n=0 \\
P_{1} Q \lambda\left[\Delta \mu_{n}^{r \rightarrow s}(\lambda)\right]^{2}+\text { h.o.t., } & n>0 .\end{cases}
\end{align*}
$$

And finally,

$$
\Delta \mu_{n}^{r \rightarrow s}(\lambda)=\left\{\begin{array}{l}
\frac{R}{S} \lambda+O(\lambda)^{2}, \quad n=0  \tag{2.3.21}\\
{\left[\frac{\left(P_{1} Q\right)^{2^{n-1}}}{P_{1} Q}\right]\left[\frac{Q}{P_{1}}\right]^{2^{n-1}}\left[\frac{P_{0} R}{S}\right]^{2^{n}} \lambda^{2^{n}}+O\left(\lambda^{2^{n+1}}\right), \quad n>0}
\end{array}\right.
$$

The $n=0$ result indicates the generic transversal intersection of the ligament and bone which we think of as causing the $\psi$-point. The leading orders of the $\left\{\Delta \mu_{n}^{r \rightarrow s}(\lambda)\right\}$ representing the ligaments which emanate from the $\psi$-point are $\lambda^{2}, \lambda^{4}, \lambda^{8}, \lambda^{16}, \cdots$ for $n=1,2,3,4, \cdots$ all even powers. The sign of the leading order coefficients for $n>0$ are all the same: the signs of $P_{1} Q$. (Note that for $n=1$, it is the sign of $Q / P_{1}$, which is of course the same.) Thus the qualitative arrangement of the ligaments and bones is universal, and is as specified in Theorem 3.
3. Extending the bones and ligaments away from the neighborhood of their point of origin. Having determined the manner in which bones and ligaments originate, we now consider the rules which govern their behavior away from their points of origin, and examine the consequences.

In the present paper we restrict our attention to "full" two-parameter families of maps.

Definition. A two-parameter family of two-extremum maps is full if there is complete transversal self-intersection of the ligament bundle emanating from an $\alpha$-point.

The cubic family $\Phi(x, \lambda, \mu)=x^{3}-\lambda x+\mu$, for example, with $\alpha$-point at $\lambda=\mu=0$, is full. The ligaments emanating from an $\alpha$-point of a full family are sketched in Fig. 4(a). The $\chi$-points caused by the intersections of these ligaments are marked by large dots. We can proceed with the derivation of the qualitative form of the rest of the skeleton by adding, according to the local rules derived in § 2 , the bones and secondary ligaments that originate from each $\chi$-point. The addition of the ligaments generates additional $\chi$-points, and $\psi$-points are generated by the addition of the bones. Then at each of these points, the emanating bones and/or ligaments are again added. This procedure has a topologically unique result (independent of the order in which we choose to deal with the $\chi$ - and $\psi$-points) if, following [2], we insist that the family is "nice."


Fig. 4. (a) A "full" two-parameter family of maps: the ligament bundle (broken curves) emanating from the $\alpha$-point intersects itself completely (only first four ligaments shown) and transversally. This diagram is the starting point for the construction of the skeleton pursued in Fig. 5. The unbroken curve is the period-1 bone, as in Fig. 2(a). The thin v-shaped curve is a locus of tangent bifurcation which is commonly present (see [1], for example). (b) Inset: environment of every $\chi$-point in Fig. 4(a). Main figure: necessary paths of ligaments and bones emanating from a $\chi$-point situated as in the inset. The shaded bands represent the ligament bundles. (c) Inset: environment of every $\psi$-point in Fig. 4(b). Main figure: necessary paths of ligaments and bones emanating from a $\psi$-point situated as in the inset. The shaded band represents the ligament bundle.

Definition. A two-parameter family is nice if each bone and ligament has only one point of origin in the sense of § 2 (cf. [2]).

This property, which is imposed to guarantee that things are as simple as possible, implies the following:
(1) Two ligaments of the same type may not touch except at the point of origin of at least one of them, for it can easily be shown that a point of coincidence of two ligaments of the same type is necessarily an $\alpha$-, $\chi$-, or $\psi$-point; and
(2) Away from its point of origin, a bone may not touch a ligament whose itinerary begins at the turning point with which the bone is associated, for such a point of coincidence would necessarily be another $\chi$-point of origin of the bone.

Table 1
Rules of contact and intersection of curves ( $r$ denotes one turning point, $s$ the other).

|  | $s \rightarrow r$ ligament | $r \rightarrow s$ ligament | $r$-bone | $s$-bone |
| :--- | :--- | :--- | :--- | :--- |
| $r$-bone | $\psi$-point | forbidden ${ }^{2}$ | forbidden | unrestricted $^{3}$ |
| $s \rightarrow r$ ligament | forbidden $^{1}$ | $\chi$-point |  |  |

${ }^{1}$ By niceness, unless point of origin of at least one of the ligaments.
${ }^{2}$ Other than at $\chi$-point of origin of bone.
${ }^{3}$ May be $\chi$-point of origin of the bones, otherwise no interaction.

Additionally, it is a proximate consequence of the implicit function theorem that (without assumption) the coincidence of two bones associated with the same turning point is structurally unstable in two-parameter families. So generically no two bones associated with the same turning point intersect or touch. On the other hand, two bones can cross with no restriction and no interaction if they are associated with different turning points.

The rules of contact and interaction of bones and ligaments we have established are summarized in Table 1, and are sufficient to guide the construction of the skeleton unambiguously, as is now explained. We start with Fig. 4(a). Consider that the environment of each $\chi$-point in Fig. 4(a) is as depicted in the circular inset of Fig. 4(b). That is, each causative ligament is intersected "downstream" by a ligament which has the same point of origin as the other causative ligament. We make three observations. First, of the two ways that the local picture of Fig. 2(b) can be oriented at the marked $\chi$-point, only one does not lead to a conflict with the "crossability" rules described above when the emanating curves are extended; a ligament or bone cannot emanate into a sealed box of uncrossable walls. The unique orientation that is possible is as sketched in the main part of Fig. 4(b), where the shaded bands represent the bundles of emanating ligaments. Second, the way the emanating curves are extended in Fig. $4(\mathrm{~b})$ away from the locality of the $\chi$-point is the only way of reconciling the local picture with the crossability rules. Third, the environment of every additional $\chi$-point caused by the emanating ligaments is exactly analogous to that of the marked $\chi$-point in the inset; the same arguments thus apply to the curves emanating from these points.

Similarly, consider that the environment of each $\psi$-point generated by the introduction of the bones in Fig. 4(b) is as depicted in the circular inset of Fig. 4(c). That is, it has a neighboring $\psi$-point, with common bone, whose causative ligament has the same point of origin as its own. The $\psi$-point's ligament bundle cannot emanate "downwards" into the sealed trilateral box, but must emanate "upwards" as sketched in the main part of Fig. 4(c). (The shaded band represents the bundle of emanating ligaments.) All the $\chi$-points and additional $\psi$-points caused by the ligaments emanating from the $\psi$-point again have environments analogous to those depicted in the insets of Figs. 4(b) and 4(c), respectively, and so the above arguments apply recursively to all the $\chi$ - and $\psi$-points generated. Thus if we start with Fig. 4(a), and follow the rules described, a topologically unique network of bones and ligaments will be generated.

In Fig. 5 we show this network constructed as far as to include all bones up to period 6. (A true sketch was drawn according to the rules: the figure as presented is a fair copy of that sketch with the spacing of the curves adjusted for better clarity.) A subset of this picture (bones up to period 5, no ligaments) was generated by Mackay and Tresser [2] following an entirely different procedure based on ordering of kneading


Fig. 5. The skeleton of bones and ligaments constructed, according to the rules developed, to the extent of including every bone of period 6 and less. The figure constitutes a genealogy of the cycles. The length of the itinerary associated with each ligament, and the period of the cycle associated with each $\chi$-point and its emanating bones, are marked. The reader is invited to check the arithmetic of these numbers. The same symbols as before are used for the $\alpha$-, $\chi$-, and $\psi$-points. (Only four $\psi$-points participate at this level; this number increases greatly if period-7 bones are to be included.) In order to avoid a dense mass of bones at the upper right, bones are produced only as far as is necessary to visually establish their positions relative to other bones.
sequences. Bones of the inadmissible cycles of [2] do not arise in our construction simply because the loci (ligaments) of the would-be constituent kneading sequences do not get an opportunity to intersect, due to the relative positions of their ( $\alpha-$, $\chi^{-}$-, or $\psi$-) points of origin.

Of the numerous interesting structural features of the skeleton of bones and ligaments, we mention two. One is the substructure responsible for the $U$-sequence [5] of doubly superstable ( $\chi$-) points which occurs along each causative ligament of every doubly superstable point. The lexical self-similarity of the U-sequence is reflected in structural self-similarity of the parameter-plane skeleton. This can be seen, for example, in Fig. 5 on either of the ligaments of itinerary length 1 that emanate from the $\alpha$-point. Consider the $U$-sequence based on the period- $2 \chi$-point and the one based
on the neighboring period-4 $\chi$-point. The ligaments (itinerary lengths $3,5,(7,9, \cdots)$ ) emanating from the period- $2 \chi$-point can be seen to play the role for the latter analogous to that played for the former by the ligaments (itinerary lengths $1,2,3,4, \cdots$ ) emanating from the $\alpha$-point. A more extensive development of the $U$-sequence substructure appears in Fig. 5 of [9], where the results of the present paper, Theorems 2 and 3, are used. A second self-similar substructure of the bone-and-ligament skeleton is the two-parameter Farey tree, as developed in [9] using Theorem 2 of the present paper.

The great ease of constructing the parameter-plane skeleton using our method is a facet of the method's value. ${ }^{3}$ But more significant is that the genealogy of the cycles is realized and manifest in our skeleton of bones and ligaments, and that the emergence of the global structure upon the application of local rules offers a new perspective on the dynamics of two-extremum maps.
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# CONSTRUCTING SYMMETRIC NONNEGATIVE MATRICES WITH PRESCRIBED EIGENVALUES BY DIFFERENTIAL EQUATIONS* 
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#### Abstract

The inverse eigenvalue problem is solved for symmetric nonnegative matrices by means of a differential equation. If the given spectrum is feasible, then a symmetric nonnegative matrix can be constructed simply by following the solution curve of the differential system. The choice of the vector field is based on the idea of minimizing the distance between the cone of symmetric nonnegative matrices and the isospectral surface determined by the given spectrum. The projected gradient of the objective function is explicitly described. Using center manifold theory, it is also shown that the $\omega$-limit set of any solution curve is a single point. Some numerical examples are presented.
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1. Introduction. A matrix $A \in R^{n \times n}$ is said to be nonnegative if no entry of $A$ is negative. Nonnegative matrices arise frequently in various applied areas [3]. The Perron-Frobenius theorem concerning the spectrum of nonnegative matrices may be regarded as the central result in the theory of nonnegative matrices. It is, therefore, of great interest to study the following inverse eigenvalue problem.

Problem 1. Given a set $\sigma:=\left\{\lambda_{1}, \cdots, \lambda_{n}\right\} \subset C$, find necessary and sufficient conditions for $\sigma$ to be the spectrum of some nonnegative matrix.

In practice, the prescribed eigenvalues $\lambda_{1}, \cdots, \lambda_{n}$ often are real numbers. Thus it is also interesting to ask the following.

Problem 2. Given a set $\sigma=\left\{\lambda_{1}, \cdots, \lambda_{n}\right\} \subset R$, find necessary and sufficient conditions for $\sigma$ to be the spectrum of some symmetric nonnegative matrix.

For decades researchers have been trying to answer these problems. A few necessary and a few sufficient conditions can be found, for example, in [2], [10]-[14], [16], [18], or more recently in [4]. To our knowledge, however, neither Problem 1 nor Problem 2 has been completely solved.

In this paper we want to address the problem of constructing a nonnegative matrix with prescribed spectrum. The problem is stated as follows.

Problem 3. Given a set $\sigma$ of $n$ real values that is known a priori to be the spectrum of some nonnegative matrix, numerically construct a symmetric nonnegative matrix whose spectrum is exactly $\sigma$.

We have not found much discussion of Problem 3 in the literature. The most constructive result we have seen is the sufficient condition studied by Soules [18]. But Soules' condition is still limited because his construction depends on the specification of the Perron eigenvector-in particular, the components of the Perron eigenvector need to satisfy certain inequalities in order for his construction to work.

For our consideration, we shall need the following notation. Let $\mathcal{O}(n)$ denote the set of all orthogonal matrices in $R^{n \times n}$. Let $\Lambda$ denote the diagonal matrix with

[^106]diagonal entries $\lambda_{1}, \cdots, \lambda_{n}$; in symbols,
\[

$$
\begin{equation*}
\Lambda:=\operatorname{diag}\left\{\lambda_{1}, \cdots, \lambda_{n}\right\} \tag{1}
\end{equation*}
$$

\]

The set

$$
\begin{equation*}
\mathcal{M}(\Lambda):=\left\{Q^{T} \Lambda Q \mid Q \in \mathcal{O}(n)\right\} \tag{2}
\end{equation*}
$$

will be called the isospectral surface corresponding to $\Lambda$. Although the assumption is not required in our discussion, it can be shown that $\mathcal{M}(\Lambda)$ is indeed a smooth manifold with dimension $n(n-1) / 2$ if all $\lambda_{i}$ are distinct. The set of all symmetric nonnegative matrices in $R^{n \times n}$ is denoted by $\pi_{s}\left(R_{+}^{n}\right)$. We note that Problem 2 is equivalent to the following.

Problem 2'. Find necessary and sufficient conditions for the intersection of the isospectral surface $\mathcal{M}(\Lambda)$ and the cone $\pi_{s}\left(R_{+}^{n}\right)$ to be nonempty.

Thus we are motivated to explore the idea of developing a way to systematically reduce the distance between $\pi_{s}\left(R_{+}^{n}\right)$ and $\mathcal{M}(\Lambda)$. If $\mathcal{M}(\Lambda)$ does intersect $\pi_{s}\left(R_{+}^{n}\right)$, then, of course, the distance is zero. Otherwise, our approach still finds a matrix from $\mathcal{M}(\Lambda)$ and a matrix from $\pi_{s}\left(R_{+}^{n}\right)$ such that their distance is a local minimum. In the latter case, the matrix from $\pi_{s}\left(R_{+}^{n}\right)$ is expected to be on a face of the cone $\pi_{s}\left(R_{+}^{n}\right)$, i.e., some of the entries of the nonnegative matrix are zero. We shall see that this property indeed shows up naturally in the development of our theory. Another fact, obvious from the geometry, is also worth mentioning: if $\mathcal{M}(\Lambda)$ intersects $\pi_{s}\left(R_{+}^{n}\right)$ at an interior point, then $\mathcal{M}(\Lambda)$ intersects $\pi_{s}\left(R_{+}^{n}\right)$ in a relative neighborhood of that point. In this case there are infinitely many symmetric nonnegative matrices corresponding to the given spectrum.

We can precisely formulate our idea as a constrained optimization problem. We first note that the set $\pi\left(R_{+}^{n}\right)$ of all nonnegative matrices in $R^{n \times n}$ can be formed as

$$
\begin{equation*}
\pi\left(R_{+}^{n}\right)=\left\{B * B \mid B \in R^{n \times n}\right\} \tag{3}
\end{equation*}
$$

where $X * Y$ denotes the Hadamard product of matrices $X$ and $Y$. Let $\mathcal{S}(n)$ denote the set of all symmetric matrices in $R^{n \times n}$. Let

$$
\begin{equation*}
\langle A, B\rangle:=\operatorname{trace}\left(A B^{T}\right)=\sum_{i, j} a_{i j} b_{i j} \tag{4}
\end{equation*}
$$

denote the Frobenius inner product of two matrices $A, B \in R^{n \times n}$. We shall consider the following minimization problem.

Problem 4. Minimize

$$
\begin{equation*}
F(Q, R):=\frac{1}{2}\left\|Q^{T} \Lambda Q-R * R\right\|^{2} \tag{5}
\end{equation*}
$$

subject to

$$
(Q, R) \in \mathcal{O}(n) \times \mathcal{S}(n)
$$

where $\|\cdot\|$ represents the Frobenius matrix norm. We shall show that the projection of the gradient vector of the objective function $F$ onto the manifold $\mathcal{O}(n) \times \mathcal{S}(n)$ can be calculated explicitly. Consequently, we can introduce a steepest descent vector field on $\mathcal{O}(n) \times \mathcal{S}(n)$. This vector field can easily be transformed into a "flow" on the isospectral surface $\mathcal{M}(\Lambda)$ and a "flow" in the cone $\pi_{s}\left(R_{+}^{n}\right)$. Both flows are moving
in the steepest descent direction to minimize their distance until an equilibrium is reached. Our approach to Problem 4, therefore, is a continuous realization process.

In our earlier works, we have applied similar ideas to tackle the inverse Toeplitz eigenvalue problems [9] and other least squares matrix approximation problems subject to spectral constraint [8]. Our approach there proves to be quite successful. In this paper, we shall use some of our previously developed ideas. In $\S 2$ we develop the differential system; this is our main result. In $\S 3$ we use center manifold theory to study the stability properties of the resulting differential system. We argue that generically the $\omega$-limit set of a solution flow contains only a single point. This proves the global convergence of our method. In $\S 4$, we study in detail the stability of equilibria for the case $n=2$. Although this represents the simplest case, the stability analysis should shed some light on the behavior of our flow for higher-dimension cases. We present some numerical examples in the last section.
2. Projected gradient. In the product space $R^{n \times n} \times R^{n \times n}$, we shall use the induced Frobenius inner product:

$$
\begin{equation*}
\left\langle\left(A_{1}, A_{2}\right),\left(B_{1}, B_{2}\right)\right\rangle:=\left\langle A_{1}, B_{1}\right\rangle+\left\langle A_{2}, B_{2}\right\rangle . \tag{6}
\end{equation*}
$$

With this topology, the feasible set $\mathcal{O}(n) \times \mathcal{S}(n)$ of Problem 4 is clearly a smooth manifold. It is not difficult to show [8] that the space tangent to $\mathcal{O}(n) \times \mathcal{S}(n)$ at a point $(Q, R) \in \mathcal{O}(n) \times \mathcal{S}(n)$ is given by

$$
\begin{equation*}
\mathcal{T}_{(Q, R)} \mathcal{O}(n) \times \mathcal{S}(n)=\mathcal{T}_{Q} \mathcal{O}(n) \times \mathcal{T}_{R} \mathcal{S}(n)=Q \mathcal{S}(n)^{\perp} \times \mathcal{S}(n) \tag{7}
\end{equation*}
$$

where $\mathcal{S}(n)^{\perp}$ denotes the orthogonal complement of $\mathcal{S}(n)$ and is composed of all skewsymmetric matrices in $R^{n \times n}$.

We first extend the definition of the function $F$ in (5) in an obvious way to the entire space $R^{n \times n} \times R^{n \times n}$. A straightforward calculation shows that the Fréchet derivative of $F$ at a general point $(A, B) \in R^{n \times n} \times R^{n \times n}$ acting on $(H, K) \in R^{n \times n} \times$ $R^{n \times n}$ is

$$
\begin{align*}
F^{\prime}(A, B)(H, K)= & \left\langle A^{T} \Lambda A-B * B, H^{T} \Lambda A+A^{T} \Lambda H-K * B-B * K\right\rangle \\
= & \left\langle\Lambda A\left[\left(A^{T} \Lambda A-B * B\right)^{T}+\left(A^{T} \Lambda A-B * B\right)\right], H\right\rangle  \tag{8}\\
& +\left\langle-2\left(A^{T} \Lambda A-B * B\right) * B, K\right\rangle
\end{align*}
$$

The adjoint property $\langle A, B C\rangle=\left\langle A C^{T}, B\right\rangle=\left\langle B^{T} A, C\right\rangle$ has been used to rearrange terms in (8). It follows that, with respect to the inner product (6), the gradient of $F$ at $(A, B)$ is a pair of matrices; in fact, we have

$$
\begin{align*}
\nabla F(A, B)= & \left(\Lambda A\left[\left(A^{T} \Lambda A-B * B\right)^{T}+\left(A^{T} \Lambda A-B * B\right)\right]\right.  \tag{9}\\
& \left.-2\left(A^{T} \Lambda A-B * B\right) * B\right)
\end{align*}
$$

We are interested only in the case when $(A, B)=(Q, R) \in \mathcal{O}(n) \times \mathcal{S}(n)$. In this case, (9) is simplified to

$$
\begin{equation*}
\nabla F(Q, R)=\left(2 \Lambda Q\left(Q^{T} \Lambda Q-R * R\right),-2\left(Q^{T} \Lambda Q-R * R\right) * R\right) \tag{10}
\end{equation*}
$$

We now calculate the projection of $\nabla F(Q, R)$ on the manifold $\mathcal{O}(n) \times \mathcal{S}(n)$. Because we are using a product topology, the projection of $\nabla F(Q, R)$ on $\mathcal{O}(n) \times \mathcal{S}(n)$ is the direct product of the projections of the two components of $\nabla F(Q, R)$ on $\mathcal{O}(n)$
and $\mathcal{S}(n)$, respectively. Each of these projections can be calculated easily. In [8] we presented a simple way to do the projection on $\mathcal{O}(n)$ : Since

$$
\begin{equation*}
R^{n \times n}=\mathcal{T}_{Q} \mathcal{O}(n) \oplus \mathcal{N}_{Q} \mathcal{O}(n)=Q \mathcal{S}(n)^{\perp} \oplus Q \mathcal{S}(n) \tag{11}
\end{equation*}
$$

any matrix $A \in R^{n \times n}$ has a unique orthogonal splitting

$$
\begin{equation*}
A=Q\left\{\frac{1}{2}\left(Q^{T} A-A^{T} Q\right)\right\}+Q\left\{\frac{1}{2}\left(Q^{T} A+A^{T} Q\right)\right\} \tag{12}
\end{equation*}
$$

as the sum of elements from $\mathcal{T}_{Q} \mathcal{O}(n)$ and $\mathcal{N}_{Q} \mathcal{O}(n)$. In particular, the projection of $2 \Lambda Q\left(Q^{T} \Lambda Q-R * R\right)$ onto $\mathcal{T}_{Q} \mathcal{O}(n)$ is

$$
\begin{align*}
& \frac{1}{2} Q\left\{Q^{T}\left[2 \Lambda Q\left(Q^{T} \Lambda Q-R * R\right)\right]-\left[2 \Lambda Q\left(Q^{T} \Lambda Q-R * R\right)\right]^{T} Q\right\}  \tag{13}\\
& \quad=Q\left\{-Q^{T} \Lambda Q(R * R)+(R * R) Q^{T} \Lambda Q\right\}
\end{align*}
$$

On the other hand, $\mathcal{S}(n)$ is a vector space already, so the projection of $-2\left(Q^{T} \Lambda Q-\right.$ $R * R) * R$ onto $\mathcal{S}(n)$ is just itself. Thus we have found that the projection $g(Q, R)$ of $\nabla F(Q, R)$ onto the manifold $\mathcal{O}(n) \times \mathcal{S}(n)$ is given by the pair of matrices,

$$
\begin{equation*}
g(Q, R)=\left(Q\left\{-Q^{T} \Lambda Q(R * R)+(R * R) Q^{T} \Lambda Q\right\},-2\left(Q^{T} \Lambda Q-R * R\right) * R\right) \tag{14}
\end{equation*}
$$

The differential equation

$$
\begin{equation*}
\frac{d(Q, R)}{d t}=-g(Q, R) \tag{15}
\end{equation*}
$$

therefore, defines a "steepest" descent vector field on $\mathcal{O}(n) \times \mathcal{S}(n)$ for the objective function $F(Q, R)$.

We now transport the flow (15) to the surface $\mathcal{M}(\Lambda)$ and the cone $\pi_{s}\left(R_{+}^{n}\right)$. For $Q(t) \in \mathcal{O}(n)$ and $R(t) \in \mathcal{S}(n)$, let

$$
\begin{align*}
X(t) & :=Q(t)^{T} \Lambda Q(t)  \tag{16}\\
Y(t) & :=R(t) * R(t) \tag{17}
\end{align*}
$$

Upon differentiating $X(t)$ and $Y(t)$ with respect to the variable $t$ and using (15), we find that $X(t)$ and $Y(t)$ are governed by the differential system

$$
\begin{align*}
\frac{d X}{d t} & =[X,[X, Y]]  \tag{18}\\
\frac{d Y}{d t} & =4 Y *(X-Y) \tag{19}
\end{align*}
$$

In (18) we have used the Lie bracket notation $[A, B]:=A B-B A$. Together with an initial value $(X(0), Y(0)) \in \mathcal{M}(\Lambda) \times \pi_{s}\left(R_{+}^{n}\right)$, we have reformulated Problem 4 as an initial value problem for $(X, Y)$. The initial value problem is readily solved by available software.

The vector field on the right-hand sides of (18) and (19) is well defined for every $(X, Y) \in R^{n \times n} \times R^{n \times n}$. However, it is important to note that we intend to start the flow from an initial value $(X(0), Y(0))$ in $\mathcal{M}(\Lambda) \times \pi_{s}\left(R_{+}^{n}\right)$. Then $X(t) \in \mathcal{M}(\Lambda)$ and $Y(t) \in \pi_{s}\left(R_{+}^{n}\right)$ throughout the interval of existence. By the way these flows are
constructed, we know both $X(t)$ and $Y(t)$ are bounded and, hence, exist for $t \in[0, \infty)$. In fact, if we define

$$
\begin{equation*}
G(t):=F(X(t), Y(t))=\frac{1}{2}\|X(t)-Y(t)\|^{2} \geq 0 \tag{20}
\end{equation*}
$$

then it is easy to calculate that

$$
\begin{equation*}
\frac{d G}{d t}=-\langle[X, Y],[X, Y]\rangle-4\langle(X-Y), Y *(X-Y)\rangle \leq 0 \tag{21}
\end{equation*}
$$

According to Lyapunov's second method [5, Thm. 5.5], the limit points of $(X(t), Y(t)) \in$ $\mathcal{M}(\Lambda) \times \pi_{s}\left(R_{+}^{n}\right)$ must satisfy the equation $d G / d t=0$. That is, $(\hat{X}, \hat{Y})$ will be a limit point only if

$$
\begin{equation*}
[\hat{X}, \hat{Y}]=0 \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{Y} *(\hat{X}-\hat{Y})=0 \tag{23}
\end{equation*}
$$

It is crucial to note from (18) and (19) that the conditions (22) and (23) are also sufficient for the condition that $(\hat{X}, \hat{Y})$ be an equilibrium point for the system. (In fact, if all eigenvalues in $\sigma$ are distinct, then it can be shown that conditions (22) and (23) are also necessary.) Let

$$
\begin{equation*}
\mathcal{L}:=\left\{(X, Y) \in \mathcal{M}(\Lambda) \times \pi_{s}\left(R_{+}^{n}\right) \mid[X, Y]=0, Y *(X-Y)=0\right\} . \tag{24}
\end{equation*}
$$

We conclude that if we start with any $(X(0), Y(0)) \in \mathcal{M}(\Lambda) \times \pi_{s}\left(R_{+}^{n}\right)$, then the solution flow $(X(t), Y(t))$ approaches the set $\mathcal{L}$ as $t \longrightarrow \infty$ [5, Lemma 5.4]. That is, for every $\epsilon>0$, there exists a $T>0$ such that for every $t>T$ there exist a point $(\hat{X}, \hat{Y}) \in \mathcal{L}$ (possibly depending on $t$ ) such that $\|(X(t), Y(t))-(\hat{X}, \hat{Y})\|<\epsilon$.

The above convergence result is not entirely satisfactory. For example, the flow $(X(t), Y(t))$ might oscillate around a nontrivial limit set. It will be interesting and important if we can show that the $\omega$-limit set of any orbit $(X(t), Y(t))$ contains only a singleton. In the next section we shall use center manifold theory to prove that if the $\omega$-limit set of an orbit $(X(t), Y(t))$ contains a point of the type $(\hat{X}, \hat{X})$, then $(X(t), Y(t))$ indeed converges to $(\hat{X}, \hat{X})$.

For computation, we obviously may choose $X(0)=\Lambda$. We note (using (19)) that if one component of $Y(t)$ is zero, then that component remains zero. For a feasible set of "generic" values, therefore, we should begin the flow $Y(t)$ with an interior point (i.e., a positive matrix) of the cone $\pi_{s}\left(R_{+}^{n}\right)$. Other than this restriction, the choice of $Y(0)$ is arbitrary. Different initial values of $Y(0)$ may lead to different limit points. We shall see some numerical examples in the last section.

Finally, we remark that a limit point $\hat{Y}$ of a flow $Y(t)$ could lie in one of the faces of $\pi_{s}\left(R_{+}^{n}\right)$ even if the flow starts from the interior of $\pi_{s}\left(R_{+}^{n}\right)$. We expect this situation when $\mathcal{M}(\Lambda) \cap \pi_{s}\left(R_{+}^{n}\right)=\emptyset$, i.e., when the given spectrum $\sigma$ is not associated with any element of $\pi_{s}\left(R_{+}^{n}\right)$. But the most interesting case occurs when no component of the limit point $\hat{Y}$ is zero. Then, by (23), the symmetric nonnegative matrix $\hat{Y}$ must be the same as the isospectral matrix $\hat{X}$. In this case, we have numerically constructed a symmetric nonnegative matrix that has a prescribed spectrum.
3. Convergence. We have pointed out earlier that the $\omega$-limit set of any orbit $(X(t), Y(t))$ is nonempty and invariant and that the orbit approaches its $\omega$-limit set. In this section we shall take a closer look at the convergence behavior of the solution flow $(X(t), Y(t))$. We first use center manifold theory [6] to study the behavior of $(X(t), Y(t))$ near an equilibrium point. We then argue that the $\omega$-limit set of any orbit $(X(t), Y(t))$ contains only a singleton.

Let $(\hat{X}, \hat{Y})$ be an equilibrium point of the system (18) and (19). If $\hat{X} \neq \hat{Y}$ or if $(\hat{X}, \hat{Y})$ does not belong to $\mathcal{M}(\Lambda) \times \pi_{s}\left(R_{+}^{n}\right)$, then we have not yet solved the inverse eigenvalue problem. We shall consider only the opposite case, namely, $\hat{X}=\hat{Y} \in$ $\pi_{s}\left(R_{+}^{n}\right)$.

Our first approach is similar to the work done in [7]. For convenience, we first briefly review center manifold theory: Consider the system

$$
\begin{align*}
& \frac{d x}{d t}=A x+f(x, y)  \tag{25}\\
& \frac{d y}{d t}=B y+g(x, y) \tag{26}
\end{align*}
$$

where $x \in R^{n}, y \in R^{m}$, and $A, B$ are constant matrices such that all eigenvalues of $A$ have zero real parts while all those of $B$ have negative real parts, the functions $f$ and $g$ are $C^{2}$ with $f(0,0)=0, f^{\prime}(0,0)=0, g(0,0)=0$, and $g^{\prime}(0,0)=0$. Then there exists an invariant manifold, called the center manifold, for the system (25) and (26). The center manifold is characterized by a $C^{2}$ function $h$ from $R^{n}$ to $R^{m}$ with the property

$$
\begin{equation*}
y=h(x), \quad h(0)=0, \quad h^{\prime}(0)=0 \tag{27}
\end{equation*}
$$

Furthermore, the stability of $(0,0) \in R^{n} \times R^{m}$ for the system (25) and (26) is equivalent to the stability of $0 \in R^{n}$ for the system

$$
\begin{equation*}
\frac{d z}{d t}=A z+f(z, h(z)) \tag{28}
\end{equation*}
$$

In addition, if $0 \in R^{n}$ is stable for (28), then with $(x(0), y(0))$ sufficiently small, there exists a solution $z(t)$ of (28) such that as $t \longrightarrow \infty$,

$$
\begin{gather*}
x(t)=z(t)+O\left(e^{-\mu t}\right),  \tag{29}\\
y(t)=h(z(t))+O\left(e^{-\mu t}\right) \tag{30}
\end{gather*}
$$

for some constant $\mu>0$.
We now apply these results to (18) and (19). Near an equilibrium point ( $\hat{X}, \hat{X}$ ), we define

$$
\begin{gather*}
U(t):=X(t)-\hat{X}  \tag{31}\\
W(t):=X(t)-Y(t) \tag{32}
\end{gather*}
$$

It is easy to see that (18) and (19) are equivalent to the following equations:

$$
\begin{align*}
\frac{d U}{d t}= & {[\hat{X},[W, \hat{X}]]+[U,[W, \hat{X}]]+[\hat{X},[W, U]]+[U,[W, U]] }  \tag{33}\\
\frac{d W}{d t}= & {[\hat{X},[W, \hat{X}]]-4 \hat{X} * W }  \tag{34}\\
& +[U,[W, \hat{X}]]+[\hat{X},[W, U]]+[U,[W, U]]-4 W *(U-W)
\end{align*}
$$

Readers should distinguish between the linear and the nonlinear terms in each of the above expressions. We note that (33) is not quite in the same form as (25) since the linear term in (33) is in the variable $W$. But this discrepancy can easily be fixed through a simple linear transformation. Additionally, we are more interested in knowing whether $W(t)$ converges to zero than what $X(t)$ converges to. Thus we shall not be bothered to perform the transformation explicitly.

Since all underlying matrices are symmetric, it suffices to consider only the upper triangular parts of the matrices. Let $\Omega$ be the $n(n+1) / 2 \times n(n+1) / 2$ matrix representing the upper triangular part of the linear operator $[\hat{X},[W, \hat{X}]]-4 \hat{X} * W$. Applying center manifold theory, we first study the behavior of a solution flow near an equilibrium point.

Lemma 3.1. Suppose that all eigenvalues of $\Omega$ at an equilibrium point ( $\hat{X}, \hat{X}$ ) have negative real part. Then, starting with any matrix $(X(0), Y(0))$ sufficiently close to $(\hat{X}, \hat{X})$, the solution flow $(X(t), Y(t))$ of (18) and (19) converges to a constant matrix of the form $(\hat{Z}, \hat{Z})$. (Note that $\hat{Z}$ may not be the same as $\hat{X}$.)

Proof. If all eigenvalues of $\Omega$ have negative real part, then obviously (see [6, Thm. 3, p. 5])

$$
\begin{equation*}
W \equiv h(U) \equiv 0 \tag{35}
\end{equation*}
$$

is a center manifold for the system (33) and (34). It follows that the corresponding system (28) on the center manifold has constant solution. From (29) and (30), we conclude that $U(t)$ converges to a constant matrix while $W(t)$ converges to the zero matrix as $t \longrightarrow \infty$. We note that center manifold theory does not provide any information regarding which limit point $U(t)$ (and hence $X(t))$ is converging to, although it does guarantee that $X(t)$ and $Y(t)$ are converging to the same point.

The critical supposition that all eigenvalues of $\Omega$ have negative real part is difficult to justify in general. Even for the special case $n=2$ to be discussed in the next section, the explicit expressions for eigenvalues of $\Omega$ are very complicated. Nonetheless, we have observed the following fact concerning this supposition.

Lemma 3.2. At any equilibrium point $(\hat{X}, \hat{X}) \in \mathcal{M}(\Lambda) \times \pi_{s}\left(R_{+}^{n}\right)$, no eigenvalue of the corresponding $\Omega$ can have positive real part.

Proof. We recall the definition $W(t)=X(t)-Y(t)$ and the fact that the differential equations (18) and (19) are designed to fulfill the specific purpose of reducing $\|X(t)-Y(t)\|$. Thus the Frobenius norm of the upper triangular part of $W(t)$ cannot grow as a function of $t$. Since $W(t)$ is related to its derivative by (34), the assertion follows.

In order that some eigenvalues of $\Omega$ have zero real parts, the components of $\hat{X}$ must satisfy certain algebraic equations. (Some examples are demonstrated in the next section.) The algebraic constraint, therefore, limits these special matrices, denoted by ( $\tilde{X}, \tilde{X}$ ), to a lower dimensional manifold in $\mathcal{M}(\Lambda) \times \pi_{s}\left(R_{+}^{n}\right)$. Forming a set of measure zero in the relative topology of $\mathcal{M}(\Lambda) \times \pi_{s}\left(R_{+}^{n}\right)$, points like ( $\tilde{X}, \tilde{X}$ ) should be regarded as nongeneric. Thus, for almost all equilibrium points of the kind ( $\hat{X}, \hat{X}$ ), all eigenvalues of the corresponding $\Omega$ have negative real part. Lemma 3.1, therefore, serves to explain the generic behavior of the dynamics of (18) and (19).

Near an equilibrium point of the kind ( $\tilde{X}, \tilde{X})$, the corresponding center manifold becomes much more complicated than (35). However, it can be proved that any flow, starting sufficiently close to ( $\tilde{X}, \tilde{X}$ ), still converges to a single point ( $\tilde{Z}, \tilde{Z}$ ). The proof is tedious but straightforward. We shall not give the full account of details here. But examples in the next section should illustrate our point.

It should be noted that Lemma 3.1 proves only a local convergence result. But we also know in the earlier discussion that the semiorbit of $(X(t), Y(t))$ approaches arbitrarily close to its $\omega$-limit set which is a subset of all equilibrium points. These observations together imply that a solution flow $(X(t), Y(t))$ converges globally to a single point $[1, \mathrm{Thm} .2 .3]$. Indeed, we have the following result.

Lemma 3.3. Let $(X(t), Y(t))$ be a solution flow of the differential system (18) and (19). Suppose $(\hat{X}, \hat{X})$ is an $\omega$-limit point of the orbit $(X(t), Y(t))$ where all eigenvalues of the corresponding $\Omega$ have negative real parts. Then $(X(t), Y(t)) \longrightarrow(\hat{X}, \hat{X})$ as $t \longrightarrow \infty$.

Proof. Since $(\hat{X}, \hat{X})$ is an $\omega$-limit point of $(X(t), Y(t))$, there exists $T>0$ such that $(X(T), Y(T))$ is sufficiently close to $(\hat{X}, \hat{X})$. By Lemma 3.1, the solution flow that begins at $(X(T), Y(T))$ converges to a single point $(\hat{Z}, \hat{Z})$. It follows that $(X(t), Y(t))$ converges to $(\hat{Z}, \hat{Z})$. Since $(\hat{X}, \hat{X})$ is an $\omega$-limit point, it must be that $\hat{X}=\hat{Z}$.

In the above lemma, the assumption that all eigenvalues of $\Omega$ have negative real parts can be weakened. In fact, all we need in the proof of global convergence is the fact of local convergence to a single point. Thus, we restate the lemma as follows.

Lemma 3.4. Let $(X(t), Y(t)) \in \mathcal{M}(\Lambda) \times \pi_{s}\left(R_{+}^{n}\right)$ be a solution of the differential system (18) and (19). If $(\hat{X}, \hat{X})$ is an $\omega$-limit point of this solution, then $\lim _{t \rightarrow \infty}(X(t), Y(t))=(\hat{X}, \hat{X})$.

We conclude this section with one final remark on Lemma 3.4. It is obvious that not every given set $\sigma$ of $n$ real values can be the spectrum of some nonnegative matrix. If a nonfeasible spectrum is given, we cannot expect the $\omega$-limit set of any solution $(X(t), Y(t)) \in \mathcal{M}(\Lambda) \times \pi_{s}\left(R_{+}^{n}\right)$ to contain a point of the form $(\hat{X}, \hat{X})$. But even if $\sigma$ is feasible, it is possible that an orbit $(X(t), Y(t))$ contains no limit point of the form $(\hat{X}, \hat{X})$. We have not analyzed this type of equilibrium points yet. In either case, however, our numerical experiment seems to suggest that the $\omega$-limit set of $(X(t), Y(t))$ still contains a single point.
4. Stability analysis for $n=2$. We shall now analyze the differential system (18) and (19) for the case $n=2$ in detail. The answers to Problems 2 and 3 are obviously known for this simple case. But we hope the following study will provide some interesting insight into the understanding of the higher-dimensional case.

First we explain the geometry of $\mathcal{M}(\Lambda)$ and $\pi_{s}\left(R_{+}^{n}\right)$. Due to symmetry, it suffices to study the behavior of the six variables $\left(x_{11}, x_{12}, x_{22} ; y_{11}, y_{12}, y_{22}\right)$ only. We note that the set $\mathcal{O}(2)$ consists of two kinds of orthogonal matrices

$$
\left[\begin{array}{rr}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right], \quad\left[\begin{array}{rr}
\cos \theta & \sin \theta \\
\sin \theta & -\cos \theta
\end{array}\right]
$$

with $\theta \in[0,2 \pi)$. From (16), it follows that

$$
\begin{align*}
& x_{11}=\lambda_{1} \cos ^{2} \theta+\lambda_{2} \sin ^{2} \theta \\
& x_{12}=\left(\lambda_{1}-\lambda_{2}\right) \cos \theta \sin \theta  \tag{36}\\
& x_{22}=\lambda_{1} \sin ^{2} \theta+\lambda_{2} \cos ^{2} \theta
\end{align*}
$$

These equations provide a parametric representation of the ellipse in $R^{3}$ formed by the intersection of the plane $\Pi$ with equation $x_{11}+x_{22}=\lambda_{1}+\lambda_{2}$ and the ellipsoid with equation $x_{11}^{2}+2 x_{12}^{2}+x_{22}^{2}=\lambda_{1}^{2}+\lambda_{2}^{2}$. If $\lambda_{1}=\lambda_{2}$, then this ellipse is degenerate. Thus, the isospectral surface $\mathcal{M}(\Lambda)$ for $n=2$ is represented by an ellipse. The distance from the plane $\Pi$ to the origin is $\frac{1}{2}\left|\lambda_{1}+\lambda_{2}\right|$. The cone $\pi_{s}\left(R_{+}^{2}\right)$ is the set of points in the


Fig. 1. The set $\mathcal{M}(\Lambda)$.


Fig. 2. Representation of points in $\mathcal{L}$.
first octant of $R^{3}$. The inverse eigenvalue problem will have a solution if and only if the ellipse intersects the first octant (see Fig. 1). It is clear from the geometry that this condition is equivalent to $\lambda_{1}+\lambda_{2} \geq 0$.

For $n=2$, the set $\mathcal{L}$ defined in (24) contains points of the following eight types:

| (1) | $\left(y_{11}, y_{12}, y_{22} ; y_{11}, y_{12}, y_{22}\right) ;$ | $y_{i j}$ arbitrary but $>0 ;$ |
| :--- | :--- | :--- |
| (2) | $\left(0, y_{12}, y_{22} ; 0, y_{12}, y_{22}\right) ;$ | $y_{i j}$ arbitrary but $>0 ;$ |
| (3) | $\left(y_{11}, 0, y_{22} ; y_{11}, 0, y_{22}\right) ;$ | $y_{i j}$ arbitrary but $>0, y_{11} \neq y_{22} ;$ |
| (4) | $\left(y_{11}, x_{12}, y_{11} ; y_{11}, 0, y_{11}\right) ;$ | $x_{12}, y_{i j}$ arbitrary, but $y_{11}>0 ;$ |
| (5) | $\left(y_{11}, y_{12}, 0 ; y_{11}, y_{12}, 0\right) ;$ | $y_{i j}$ arbitrary but $>0 ;$ |
| (6) | $\left(x_{11}, 0, y_{22} ; 0,0, y_{22}\right) ;$ | $x_{11}, y_{22}$ arbitrary, but $y_{22}>0 ;$ |
| (7) | $\left(x_{11}, y_{12}, x_{11} ; 0, y_{12}, 0\right) ;$ | $x_{11}, y_{12}$ arbitrary, but $y_{12}>0 ;$ |
| (8) | $\left(y_{11}, 0, x_{22} ; y_{11}, 0,0\right) ;$ | $x_{22}, y_{11}$ arbitrary, but $y_{11}>0$. |

We note that the set $\mathcal{L}$ is the union [15] of one three-dimensional manifold (points of type (1)) and several two-dimensional manifolds (points of types (2)-(8)). The set $\mathcal{L}$ is represented in Fig. 2. For convenience, we have identified a representative for each type of point in Fig. 2. For example, the first open octant represents type (1) points; the first open quadrant in the $y z$-plane represents type (2) points, and so on. The extra lines sticking out from the coordinate axes or planes represent the freedom of variables for the matrix X. These are types (4), (6), (7), and (8) points, respectively.

For these types of limit points, note that the matrix $Y$ is fixed to be the single point at the foot of these lines.

We consider the case when

$$
\hat{X}=\hat{Y}=\left[\begin{array}{ll}
c & a \\
a & b
\end{array}\right]
$$

The corresponding matrix $\Omega$ in (19) is given by

$$
\Omega=\left[\begin{array}{ccc}
-4 c-2 a^{2} & 2 c a-2 b a & 2 a^{2}  \tag{37}\\
c a-b a & 2 c b-c^{2}-b^{2}-4 a & -c a+b a \\
2 a^{2} & -2 c a+2 b a & -2 a^{2}-4 b
\end{array}\right] .
$$

A general formula for eigenvalues of $\Omega$ is difficult to compute even with the help of a symbolic package. However, we already know from Lemma 3.2 that all eigenvalues of $\Omega$ have nonpositive real part. As an example, when $a=2, b=3$, and $c=5$, we find the eigenvalues of $\Omega$ are approximately $-35.53793480,-15.53700242$, and -8.925062779 . It can be seen easily from the characteristic polynomial that $\Omega$ will have two purely imaginary eigenvalues only if $a, b$, and $c$ come from a very special two-dimensional hypersurface in $R^{3}$.

It turns out that some eigenvalues of $\Omega$ can be zero when $\hat{X}$ is on the faces or edges of the cone $\pi_{s}\left(R_{+}^{n}\right)$. In the following, we consider the local convergence for some of the following special cases.

Case 1. Type (8) limit point where

$$
\tilde{X}=\tilde{Y}=\left[\begin{array}{ll}
c & 0 \\
0 & 0
\end{array}\right]
$$

In this case, $\Omega=\operatorname{diag}\left\{-4 c,-c^{2}, 0\right\}$. So Lemma 3.1 cannot be applied. We give below a somewhat extended argument to demonstrate how the convergence of a flow near ( $\tilde{X}, \tilde{X}$ ) can be reached. The differential system (33) and (34) becomes

$$
\begin{align*}
u_{11}^{\prime}= & 2 u_{12} w_{12} c+2 u_{12} w_{12} u_{11}+2 w_{22} u_{12}^{2}-2 w_{11} u_{12}^{2}-2 u_{12} w_{12} u_{22} ;  \tag{38}\\
u_{12}^{\prime}= & -w_{12} c^{2}-2 w_{12} u_{11} c+2 u_{22} w_{12} c+c w_{11} u_{12}-c w_{22} u_{12}+u_{11} w_{11} u_{12} \\
& +2 u_{11} w_{12} u_{22}-w_{12} u_{11}^{2}-u_{11} w_{22} u_{12}-w_{11} u_{12} u_{22}-w_{12} u_{22}^{2}+w_{22} u_{12} u_{22} ; \\
u_{22}^{\prime}= & -2 u_{12} w_{12} c+2 w_{11} u_{12}^{2}+2 u_{12} w_{12} u_{22}-2 u_{12} w_{12} u_{11}-2 w_{22} u_{12}^{2} ; \\
w_{11}^{\prime}= & -4 w_{11} c+2 u_{12} w_{12} c+2 u_{12} w_{12} u_{11}+2 w_{22} u_{12}^{2}-2 w_{11} u_{12}^{2} \\
& -2 u_{12} w_{12} u_{22}-4 w_{11} u_{11}+4 w_{11}^{2} ; \\
w_{12}^{\prime}= & -w_{12} c^{2}-2 w_{12} u_{11} c+2 u_{22} w_{12} c+c w_{11} u_{12}-c w_{22} u_{12}+u_{11} w_{11} u_{12} \\
& +2 u_{11} w_{12} u_{22}-w_{12} u_{11}^{2}-u_{11} w_{22} u_{12}-w_{11} u_{12} u_{22}-w_{12} u_{22}^{2} \\
& +w_{22} u_{12} u_{22}-4 w_{12} u_{12}+4 w_{12}^{2} ; \\
w_{22}^{\prime}= & -2 u_{12} w_{12} c+2 w_{11} u_{12}^{2}+2 u_{12} w_{12} u_{22}-2 u_{12} w_{12} u_{11}-2 w_{22} u_{12}^{2} \\
& -4 w_{22} u_{22}+4 w_{22}^{2} .
\end{align*}
$$

We note there are two negative linear terms in $w_{11}^{\prime}$ and $w_{12}^{\prime}$. So the convergence is contingent upon how the flow behaves on the center manifold. By center manifold theory, the center manifold of (38) is given by

$$
\begin{equation*}
\left(w_{11}, w_{12}\right)=h\left(u_{11}, u_{12}, u_{22}, w_{22}\right) \tag{39}
\end{equation*}
$$



Fig. 3. Four-dimensional center manifold.
for some smooth function $h$. The geometry is illustrated in Fig. 3 where we use the $x$-axis to represent the three variables $\left(u_{11}, u_{12}, u_{22}\right) \in R^{3}$, the $y$-axis to represent the variable $w_{22} \in R$, and the $z$-axis to represent the two variables $\left(w_{11}, w_{12}\right) \in R^{2}$. We note that the $x$-axis where $W \equiv 0$ also represents the three-dimensional equilibrium points of type (1). Although $h$ is difficult to compute explicitly, the following function can be shown to be an $O\left(\|(U, W)\|^{3}\right)$ approximation to $h[6]$ near the origin:

$$
\begin{align*}
& w_{11}:=\frac{u_{12}^{2} w_{22}}{2 c}  \tag{40}\\
& w_{12}:=\frac{-c u_{12} w_{22}-u_{11} u_{12} w_{22}+u_{12} u_{22} w_{22}}{c^{2}}
\end{align*}
$$

Upon substitution, we find the flow (28) on the center manifold is given by

$$
\begin{array}{cc}
u_{11}^{\prime}= & -w_{22} u_{12}^{2}\left(-4 u_{22} c+4 u_{11} c-4 u_{22} u_{11}+2 u_{11}^{2}+u_{12}^{2} c+2 u_{22}^{2}\right) / c^{2} ; \\
u_{12}^{\prime}= & w_{22} u_{12}\left(-12 u_{22} u_{11} c+6 u_{11}^{2} c+4 u_{11} c^{2}+6 u_{22}^{2} c-4 u_{22} c^{2}\right. \\
& +u_{12}^{2} c^{2}+u_{12}^{2} u_{11} c+6 u_{22}^{2} u_{11}-6 u_{11}^{2} u_{22}+2 u_{11}^{3} \\
& \left.-u_{12}^{2} u_{22} c-2 u_{22}^{3}\right) /\left(2 c^{2}\right) ;  \tag{41}\\
u_{22}^{\prime}= & w_{22} u_{12}^{2}\left(-4 u_{22} c+4 u_{11} c-4 u_{22} u_{11}+2 u_{11}^{2}+u_{12}^{2} c+2 u_{22}^{2}\right) / c^{2} ; \\
w_{22}^{\prime}= & w_{22}\left(-4 u_{12}^{2} u_{22} c+4 u_{12}^{2} u_{11} c+u_{12}^{4} c+2 u_{12}^{2} u_{22}^{2}-4 u_{12}^{2} u_{22} u_{11}\right. \\
& \left.+2 u_{12}^{2} u_{11}^{2}-4 u_{22} c^{2}+4 w_{22} c^{2}\right) / c^{2} .
\end{array}
$$

The most dominant term in (41) is

$$
\begin{equation*}
w_{22}^{\prime}=4 w_{22}\left(w_{22}-u_{22}\right)+\text { higher-order terms } \tag{42}
\end{equation*}
$$

It is also obvious that

$$
\begin{equation*}
\left(w_{22}-u_{22}\right)^{\prime}=4 w_{22}\left(w_{22}-u_{22}\right) \tag{43}
\end{equation*}
$$

We are interested only in the case where $Y(t) \in \pi_{s}\left(R_{+}^{n}\right)$. Therefore, $w_{22}=x_{22}-$ $y_{22}=u_{22}-y_{22} \leq u_{22}$ since $y_{22} \geq 0$. By checking the signs of the right-hand sides of (42) and (43), we find that the projection of the vector field (41) at any point ( $u_{11}, u_{12}, u_{22}, w_{22}$ ) $\in R^{4}$ onto the ( $u_{22}, w_{22}$ )-plane must be within the shaded region as shown in Fig. 4. It is obvious from the geometry that $u_{22}(t)$ converges to a fixed


Fig. 4. Projection of flows.
point and $w_{22}(t)$ converges to zero as $t$ converges to infinity. In other words, we have shown that near a equilibrium point $(\tilde{X}, \tilde{X})$ of type (8), the solution flow $(X(t), Y(t))$ with $Y(0) \in \pi_{s}\left(R_{+}^{n}\right)$ converges to a fixed point of the form $(\tilde{Z}, \tilde{Z})$. This should manifest our point made in the preceding section concerning the convergence when $\Omega$ has zero eigenvalues. In Fig. 4 we have also drawn the projection of vector field of (41) when $Y(0)$ is not in $\pi_{s}\left(R_{+}^{n}\right)$. This corresponds to the region below the diagonal $u_{22}=w_{22}$. It is interesting to note that $w_{22}(t)$ may diverge to infinity. This is because the differential system (18) and (19) has the descending property only if $Y(t) \in \pi_{s}\left(R_{+}^{n}\right)$.

Case 2. Type (3) limit points where

$$
\hat{X}=\hat{Y}=\left[\begin{array}{ll}
c & 0 \\
0 & b
\end{array}\right]
$$

and $b \neq c$. We find $\Omega=\operatorname{diag}\left\{-4 c,-(b-c)^{2},-4 b\right\}$. Thus Lemma 3.1 can be applied.
Case 3. Type (7) limit points where

$$
\tilde{X}=\tilde{Y}=\left[\begin{array}{ll}
0 & a \\
a & 0
\end{array}\right] .
$$

At such a limit point, the matrix $\Omega$ has eigenvalues $\left\{0,-4 a,-4 a^{2}\right\}$. An argument similar to the one given in Case 1 can be made. The center manifold should become more complicated because the eigenvectors, $[1,0,1]^{T},[0,1,0]^{T}$, and $[1,0,-1]^{T}$, of $\Omega$ indicate that there are couplings between components. Instead of using center manifold theory, we now take a geometric viewpoint to study this limit point. Limit points of Type (7) have a unique feature that makes them special-that is, the ellipse $\mathcal{M}(\Lambda)$ containing ( $\tilde{X}, \tilde{X}$ ) intersects the first octant only at $(\tilde{X}, \tilde{X})$. Therefore, the ellipse corresponding to a slightly perturbed spectrum, say $\sigma=\{a-\epsilon,-a\}$ with $\epsilon>0$, will not intersect the first octant at all. This observation perhaps explains why we experience some numerical difficulty in constructing the second example in [18] by our method. We shall report this difficulty in the next section.

Case 4. Type (2) limit points where

$$
\hat{X}=\hat{Y}=\left[\begin{array}{ll}
0 & a \\
a & b
\end{array}\right]
$$

It can be checked that the characteristic polynomial of $\Omega$ is given by $p(\lambda)=\lambda^{3}+$ $\left(4 a^{2}+b^{2}+4 a+4 b\right) \lambda^{2}+\left(4 b^{3}+16 a^{3}+8 a^{2} b+16 a b\right) \lambda+32 a^{3} b$. Clearly, $p(\lambda)$ must have
one negative real root. The other two roots can be purely imaginary numbers only if $\left(4 a^{2}+b^{2}+4 a+4 b\right)\left(4 b^{3}+16 a^{3}+8 a^{2} b+16 a b\right)=32 a^{3} b$. We therefore conclude that for almost all values of $a$ and $b$, all three roots of $p(\lambda)$ have negative real part.
5. Numerical results. In this section we briefly report some of our numerical experiments with the differential equations (18) and (19).

We use the subroutine ODE in [17] as the integrator. Both local control parameters ABSERR and RELERR are set to be $10^{-12}$. This criterion is used to control the accuracy in following the solution path. We examine the output values at time interval of 1 . Normally, we should expect the loss of one or two digits in the global error. Thus, when the norm of the difference between two consecutive output points becomes less than $10^{-9}$, we assume the path has converged to an equilibrium point. The execution is then terminated automatically. We always use $X(0)=\Lambda$ as the starting value for $X(t)$.

Example 1. We consider the spectrum $\sigma=\{5,0,-2,-2\}$ which satisfies the so-called condition (K) in [10]. Let $E$ denote the matrix whose components are all 1 's. We report below various choices of $Y(0)$ and the corresponding approximate equilibrium points $\hat{Y}$. We also report the approximate length of $t$ for convergence. These lengths may depend on the initial values and the integrators, but they should be independent of the computing machine.
(a) $Y(0)=E, \hat{Y} \approx Y(120) \approx$

$$
\left[\begin{array}{cccc}
.3035817600 D+0 & .5849737957 D+0 & .2062366873 D+1 & .2062366873 D+1 \\
.5849737957 D+0 & .5568227490 D+0 & .1257189377 D+1 & .1257189377 D+1 \\
.206236873 D+1 & .1257189377 D+1 & .697977450 D-1 & .2069797746 D+1 \\
.2062366873 D+1 & .1257189377 D+1 & .2069797746 D+1 & .6979774550 D-1
\end{array}\right] ;
$$

(b) $Y(0)=2 E, \hat{Y} \approx Y(120) \approx$

$$
\left[\begin{array}{cccc}
.2384681793 D+0 & .5682102400 D+0 & .2008259297 D+1 & .2008259297 D+1 \\
.5682102400 D+0 & .6025576213 D+0 & .1336108181 D+1 & .1336108181 D+1 \\
.2008259297 D+1 & .1336108181 D+1 & .7948709968 D-1 & .2079487100 D+1 \\
.2008259297 D+1 & .1336108181 D+1 & .2079487100 D+1 & .7948709968 D-1
\end{array}\right] ;
$$

(c) $Y(0)=12 E, \hat{Y} \approx Y(120) \approx$

$$
\left[\begin{array}{cccc}
.2054687518 D+0 & .5725349916 D+0 & .1995497108 D+1 & .1995497108 D+1 \\
.5725349916 D+0 & .6259762947 D+0 & .1349043940 D+1 & .1349043940 D+1 \\
.1995497108 D+1 & .1349043940 D+1 & .8427747670 D-1 & .2084277477 D .+1 \\
.1995497108 D+1 & .1349043940 D+1 & .2084277477 D+1 & .8427747670 D-1
\end{array}\right] ;
$$

(d) $Y(0)=200 E, \hat{Y} \approx Y(120) \approx$

$$
\left[\begin{array}{cccc}
.2002571961 D+0 & .5800168336 D+0 & .2000122546 D+1 & .2000122546 D+1 \\
.5800168336 D+0 & .6302391750 D+0 & .1339883371 D+1 & .1339833371 D+1 \\
.2000122546 D+1 & .1339883371 D+1 & .8475181443 D-1 & .2084751814 D+1 \\
.200012546 D+1 & .1339883371 D+1 & .2084751814 D+1 & .8475181442 D-1
\end{array}\right] ;
$$

(e) $Y(0)=$ a randomly generated symmetric positive matrix, $\hat{Y} \approx Y(240) \approx$

$$
\left[\begin{array}{cccc}
.5806553062 D+0 & .8075689805 D+0 & .2354051323 D+1 & .2276884031 D+1 \\
.8075689805 D+0 & .5285565377 D-1 & .1981177836 D+0 & .4150231898 D+0 \\
.2354051323 D+1 & .1981177836 D+0 & .3084574129 D+0 & .2165951279 D+1 \\
.2276884031 D+1 & .4150231898 D+0 & .2165951279 D+1 & .5803162721 D-1
\end{array}\right] .
$$

It is interesting to note that different choices of $Y(0)$ lead to different equilibrium points. It is also interesting to note that it takes about the same length of integration to reach convergence, although this observation is not conclusive.

Example 2. We consider the spectrum $\sigma=\{3-t, 1+t,-1,-1,-1,-1\}$ for $0<t<1$. It can be checked easily that the sufficient condition (K) in [10] is not satisfied. But in [18] it is proved that the set $\sigma$ is indeed the spectrum of the nonnegative matrix

$$
N:=\left[\begin{array}{ll}
A & B \\
B & A
\end{array}\right],
$$

where

$$
A=\left[\begin{array}{lll}
1 & 0 & 1 \\
1 & 0 & 1 \\
1 & 1 & 0
\end{array}\right]
$$

and

$$
B=\frac{(1-t)}{3}\left[\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right]
$$

Considering $t=\frac{1}{2}$, we find the matrix $\Omega \in R^{21 \times 21}$ at the point ( $\tilde{X}, \tilde{X}$ ) with $\tilde{X}=N$ has one zero eigenvalue. Thus, this example is one of the exceptional cases we mentioned earlier. Furthermore, the sum of elements of $\sigma$ is equal to zero for every value of $t$. A slight perturbation of $\sigma$, therefore, may make the spectrum unfeasible. We think this is a situation similar to Case 3 discussed in the previous section. Indeed, the matrix $N$ has zeros on its diagonal, which indicates that $N$ is at the intersection of $n$ faces of $\pi_{s}\left(R_{+}^{6}\right)$.
(a) Suppose $Y(0)=N$. It can be calculated that $\|X(0)-Y(0)\|=5$. We find $\hat{Y} \approx Y(130) \approx$

$$
\left[\begin{array}{cccccc}
.0000 D+0 & .9928 D+0 & .9978 D+0 & .2279 D+0 & .2279 D+0 & .2279 D+0 \\
.9928 D+0 & .0000 D+0 & .9985 D+0 & .1096 D+0 & .1096 D+0 & .1096 D+0 \\
.9978 D+0 & .9985 D+0 & .0000 D+0 & .1631 D+0 & .1631 D+0 & .1631 D+0 \\
.2279 D+0 & .1096 D+0 & .1631 D+0 & .0000 D+0 & .1000 D+1 & .1000 D+1 \\
.2279 D+0 & .1096 D+0 & .1631 D+0 & .1000 D+1 & .0000 D+0 & .1000 D+1 \\
.2279 D+0 & .1096 D+0 & .1631 D+0 & .1000 D+1 & .1000 D+1 & .0000 D+0
\end{array}\right],
$$

where $\|X(130)-Y(130)\| \approx 7.9105 \times 10^{-11}$. We note this nonnegative matrix is different from the one constructed in [18] even though $Y(0)$ itself is already a solution to Problem 3.
(b) Suppose $Y(0)=E$. Then $\|X(0)-Y(0)\| \approx 6.9642$. We are surprised to find that our flow does not converge to an equilibrium point of the form $(\hat{X}, \hat{X})$, but rather $X(t)$ converges to $\hat{X} \approx$

$$
\left[\begin{array}{rrrrrr}
-.3000 D+0 & -.2041 D-3 & .7000 D+0 & .7000 D+0 & .7000 D+0 & .7000 D+0 \\
-.2041 D-3 & .1500 D+1 & .5867 D-3 & .5867 D-3 & .5867 D-3 & .5867 D-3 \\
.7000 D+0 & .5867 D-3 & -.3000 D+0 & .7000 D+0 & .7000 D+0 & .7000 D+0 \\
.7000 D+0 & .5867 D-3 & .7000 D+0 & -.3000 D+0 & .7000 D+0 & .7000 D+0 \\
.7000 D+0 & .5867 D-3 & .7000 D+0 & .7000 D+0 & -.3000 D+0 & .7000 D+0 \\
.7000 D+0 & .5867 D-3 & .7000 D+0 & .7000 D+0 & .7000 D+0 & -.3000 D+0
\end{array}\right]
$$

while $Y(t)$ converges to $\hat{Y} \approx$

$$
\left[\begin{array}{cccccc}
.5909-307 & .3325 D-6 & .7000 D+0 & .7000 D+0 & .7000 D+0 & .7000 D+0 \\
.3325 D-6 & .1500 D+1 & .6963 D-3 & .6963 D-3 & .6963 D-3 & .6963 D-3 \\
.7000 D+0 & .6963 D-3 & .7348-307 & .7000 D+0 & .7000 D+0 & .7000 D+0 \\
.7000 D+0 & .6963 D-3 & .7000 D+0 & .7348-307 & .7000 D+0 & .7000 D+0 \\
.7000 D+0 & .6963 D-3 & .7000 D+0 & .7000 D+0 & .7348-307 & .7000 D+0 \\
.7000 D+0 & .6963 D-3 & .7000 D+0 & .7000 D+0 & .7000 D+0 & .7348-307
\end{array}\right]
$$

with $\|X(9120)-Y(9120)\| \approx .6708$. It is interesting to note that the eigenvalues of $\hat{Y}$ are $\{2.8,1.5,-.7,-.7-.7,-.7\}$. The true equilibrium point $(\hat{X}, \hat{Y})$ is where all the small components in the second row and the second column except the ( 2,2 )position of the above two matrices are zero. We have observed that all the significant components of $(\hat{X}, \hat{Y})$ are reached as early as $t \approx 500$. The overall slow convergence is due to the slow rate of change of components in the second row and the second column. To see this, we rerun the code by choosing

$$
Y(0)=\left[\begin{array}{llllll}
1 & 0 & 1 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 & 1
\end{array}\right]
$$

so that the small components become zero. Then the corresponding orbit converges to the limit point within $t \approx 80$. This example also illustrates that an orbit $(X(t), Y(t))$ may not necessarily have a limit point of the form $(\hat{X}, \hat{X})$.
(c) Suppose $Y(0)=12 E$. Then $\|X(0)-Y(0)\| \approx 72.0868$. Again, we find that $X(t)$ converges to

$$
\left[\begin{array}{rrrrrr}
-.3000 D+0 & -.2487 D-3 & .7000 D+0 & .7000 D+0 & .7000 D+0 & .7000 D+0 \\
-.2487 D-3 & .1500 D+1 & .7158 D-3 & .7158 D-3 & .7158 D-3 & .7158 D-3 \\
.7000 D+0 & .7158 D-3 & -.3000 D+0 & .7000 D+0 & .7000 D+0 & .7000 D+0 \\
.7000 D+0 & .7158 D-3 & .7000 D+0 & -.3000 D+0 & .7000 D+0 & .7000 D+0 \\
.7000 D+0 & .7158 D-3 & .7000 D+0 & .7000 D+0 & -.3000 D+0 & .7000 D+0 \\
.7000 D+0 & .7158 D-3 & .7000 D+0 & .7000 D+0 & .7000 D+0 & -.3000 D+0
\end{array}\right]
$$

while $Y(t)$ converges to

$$
\left[\begin{array}{cccccc}
.7206-307 & .7133 D-6 & .7000 D+0 & .7000 D+0 & .7000 D+0 & .7000 D+0 \\
.7133 D-6 & .1500 D+1 & .8494 D-3 & .8494 D-3 & .8494 D-3 & .8494 D-3 \\
.7000 D+0 & .8494 D-3 & .7205-307 & .7000 D+0 & .7000 D+0 & .7000 D+0 \\
.7000 D+0 & .8494 D-3 & .7000 D+0 & .7205-307 & .7000 D+0 & .7000 D+0 \\
.7000 D+0 & .8494 D-3 & .7000 D+0 & .7000 D+0 & .7205-307 & .7000 D+0 \\
.7000 D+0 & .8494 D-3 & .7000 D+0 & .7000 D+0 & .7000 D+0 & .7205-307
\end{array}\right]
$$

with $\|X(7140)-Y(7140)\| \approx .6708$. We believe the true limit point is the same as the one in (b).

Example 3. We consider the spectrum $\sigma=\{11,-3,-2,-2,-1,-1\}$ which satisfies a sufficient condition in [10, Thm. 2.4]. Then,
(a) With $Y(0)=2 E$, then $\|X(0)-Y(0)\| \approx 16.6132$ and $\hat{Y} \approx Y(70) \approx$

$$
\left[\begin{array}{llllll}
.5514 D+0 & .1920 D+1 & .2194 D+1 & .1620 D+1 & .1551 D+1 & .1920 D+1 \\
.1920 D+1 & .2243 D+0 & .2550 D+1 & .2265 D+1 & .1920 D+1 & .2224 D+1 \\
.2194 D+1 & .2550 D+1 & .1158 D+0 & .3058 D+1 & .2194 D+1 & .2550 D+1 \\
.1620 D+1 & .2265 D D+1 & .3058 D+1 & .3328 D+0 & .1620 D+1 & .2265 D+1 \\
.1551 D+1 & .1920 D+1 & .2149 D+1 & .1620 D+1 & .5514 D+0 & .1920 D+1 \\
.1920 D+1 & .2224 D+1 & .2550 D+1 & .2265 D+1 & .1920 D+1 & .2243 D+0
\end{array}\right]
$$

with $\|X(70)-Y(70)\| \approx 4.3653 \times 10^{-10}$.
(b) With $Y(0)=12 E$, then $\|X(0)-Y(0)\| \approx 72.6360$ and $\hat{Y} \approx Y(70) \approx$

$$
\left[\begin{array}{llllll}
.5741 D+0 & .1946 D+1 & .2206 D+1 & .1604 D+1 & .1574 D+1 & .1946 D+1 \\
.1946 D+1 & .2292 D+0 & .2550 D+1 & .2230 D+1 & .1946 D+1 & .2229 D+1 \\
.2206 D+1 & .2550 D+1 & .1100 D+0 & .3025 D+1 & .2206 D+1 & .2550 D+1 \\
.1604 D+1 & .2230 D+1 & .3025 D+1 & .2833 D+0 & .1604 D+1 & .2230 D+1 \\
.1574 D+1 & .1946 D+1 & .2206 D+1 & .1604 D+1 & .5741 D+0 & .1946 D+1 \\
.1946 D+1 & .2229 D+1 & .2550 D+1 & .2230 D+1 & .1946 D+1 & .2292 D+0
\end{array}\right]
$$

with $\|X(70)-Y(70)\| \approx 6.0561 \times 10^{-10}$.
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# TWO-SCALE DIFFERENCE EQUATIONS I. EXISTENCE AND GLOBAL REGULARITY OF SOLUTIONS* 
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#### Abstract

A two-scale difference equation is a functional equation of the form $f(x)=\sum_{n=0}^{N} c_{n} f\left(\alpha x-\beta_{n}\right)$, where $\alpha>1$ and $\beta_{0}<\beta_{1}<\cdots<\beta_{n}$ are real constants, and $c_{n}$ are complex constants. Solutions of such equations arise in spline theory, in interpolation schemes for constructing curves, in constructing wavelets of compact support, in constructing fractals, and in probability theory. This paper studies the existence and uniqueness of $L^{1}$-solutions to such equations. In particular, it characterizes $L^{1}$-solutions having compact support. A time-domain method is introduced for studying the special case of such equations where $\left\{\alpha, \beta_{0}, \cdots, \beta_{n}\right\}$ are integers, which are called lattice two-scale difference equations. It is shown that if a lattice two-scale difference equation has a compactly supported solution in $C^{m}(\mathbb{R})$, then $m<\left(\beta_{n}-\beta_{0}\right) /(\alpha-1)-1$.
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## 1. Introduction. A two-scale difference equation is a functional equation of the form

$$
\begin{equation*}
f(x)=\sum_{n=0}^{N} c_{n} f\left(\alpha x-\beta_{n}\right) \tag{1.1}
\end{equation*}
$$

where $\alpha>1$ and $\beta_{0}<\beta_{1}<\cdots<\beta_{n}$ are real constants, and $x$ takes real values, while the $c_{n}$ are complex constants. The right side of (1.1) is typical for difference equations, and the name two-scale difference equation reflects the fact that (1.1) relates translates of scaled versions of the same function, involving two different scales. A lattice two-scale difference equation is the special case where $\alpha$ and all $\beta_{n}$ are integers, i.e.,

$$
\begin{equation*}
f(x)=\sum_{n=0}^{N} c_{n} f(k x-n) \tag{1.2}
\end{equation*}
$$

where $k \geqq 2$ is an integer. The apparently more general equation

$$
\begin{equation*}
f(x)=\sum_{n=-N_{1}}^{N_{2}} c_{n} f(k x-n) \tag{1.3}
\end{equation*}
$$

can be reduced to the form (1.2) by the change of variable $y=x-N_{1} /(k-1)$.
This paper and its sequel (Daubechies and Lagarias (1988), hereafter called part II) study $L^{1}$-solutions of two-scale difference equations, and of lattice two-scale difference equations in particular. The basic questions concern the existence, uniqueness, and degree of regularity of solutions for a given equation. We treat in detail $L^{1}$-solutions having compact support. In fact, two-scale difference equations always have solutions in the sense of distributions and may also possess functions not in $L^{1}(\mathbb{R})$ as solutions, e.g., if $\sum_{n=0}^{N} c_{n}=1$, then the constant functions are solutions. However, only for special sets of $\left\{\alpha, \beta_{n}, c_{n}\right\}$ will (1.1) have any nonzero $L^{1}$-solutions.

Functions that satisfy lattice two-scale difference equations arise in several different contexts. G. de Rham is credited with an example of a continuous,

[^107]nowhere-differentiable function which satisfies (1.2) with $k=3$ and $c_{0}=1, c_{1}=c_{-1}=\frac{1}{3}$, $c_{2}=c_{-2}=\frac{2}{3}$, and all other $c_{n} \equiv 0$. (This was communicated to us by Meyer (1987). We have not found a direct reference to this function in de Rham's papers but similar functions appear in de Rham (1947), (1956), (1957), (1959).) Such functions also arise as limits of "uniform subdivision schemes" for constructing curves and surfaces. As observed and generalized in the work of Dahmen and Micchelli (1984), (1988) and Micchelli and Prautzsch (1987a), (1987b), (1989), normalized B-splines and ddimensional box splines each satisfy a lattice two-scale difference equation with $k=2$. They point out that this two-scale property is really the basic ingredient in a subdivision algorithm for numerically evaluating B-spline curves and surfaces, given by Lane and Riesenfeld (1980). This can be exploited to define and study other subdivision schemes for the design of curves and surfaces, also characterized by a lattice two-scale equation (Cavaretta and Micchelli (1989)). Dyn and Levin (1989) similarly link subdivision algorithms with the study of a lattice two-scale equation. Dubuc (1986) proposed a dyadic interpolation scheme where the "fundamental function" satisfies an equation of type (1.3) with $k=2$. For special values of the parameters, he proved smoothness results of this fundamental function. Dyn, Gregory, and Levin (1987) independently and by different techniques proved similar results for the same dyadic interpolation schemes. In Deslauriers and Dubuc (1987) this interpolation scheme was applied to the construction of fractal objects and functions with fractal properties. Deslauriers and Dubuc (1989) extend the dyadic interpolation scheme to other integer values of $k$; they use the properties of solutions of (1.3) corresponding to specific values of the $c_{n}$ to study Lagrange iterative interpolation processes. In another field, Daubechies (1988) constructed orthonormal bases of compactly supported wavelets, i.e., orthonormal bases $\left\{h_{m n}(x)\right\}$ of $L^{2}(\mathbb{R})$ generated by translating and dilating a single compactly supported function $h$ via
$$
h_{m n}(x)=2^{-m / 2} h\left(2^{-m} x-n\right) .
$$

The construction of such $h$ requires an auxiliary function which is a solution of a lattice two-scale difference equation, and our interest in these equations arose from these functions. All of these examples actually involve $L^{1}$-solutions having compact support.

Solutions of general two-scale difference equations (1.1) arise in other areas of mathematics as well. Kershner and Wintner (1935) considered symmetric Bernoulli convolutions $d \lambda(x, \beta)$ whose Fourier transform $\Lambda(u, \beta)=\int_{-\infty}^{\infty} e^{i u x} d \lambda(x, \beta)$ has

$$
\begin{equation*}
\Lambda(u, \beta)=\prod_{n=0}^{\infty} \cos \left(\beta^{n} u\right) \tag{1.4}
\end{equation*}
$$

For certain values of $\beta$ in $(0,1)$ the measure $d \lambda(x, \beta)=\lambda^{\prime}(x, \beta) d x$ is absolutely continuous, and $\lambda^{\prime}(x, \beta)$ then satisfies the two-scale difference equation

$$
\lambda^{\prime}(x)=\frac{\beta}{2}\left(\lambda^{\prime}\left(\frac{1}{\beta} x-1\right)+\lambda^{\prime}\left(\frac{1}{\beta} x+1\right)\right)
$$

Smoothness properties of this and related Bernoulli convolutions were studied by Jessen and Wintner (1935), Erdös (1939), (1940), Garsia (1962), and Brown and Moran (1973). It remains a difficult open problem to characterize the set of $\beta$ for which $d \lambda(x, \beta)$ is absolutely continuous. More recently, Barnsley and Demko (1985, Ex. 21) in studying iterated function systems construct a function $f_{\beta}(z)$ defined on $\mathbb{C}-A$ where
$A$ is the Cantor set, satisfying the two-scale difference equation

$$
f_{\beta}(z)=\frac{3^{\beta}}{2}\left(f_{\beta}(3 z-2)+f_{\beta}(3 z)\right) .
$$

Here $f_{\beta}(z)=\int_{A} d \mu(x) /(z-x)^{\beta}$, where $d \mu$ is uniform measure on the Cantor set.
We use two methods for studying these equations. They are a Fourier transform approach that applies to the general equation (1.1), and a time-domain approach described further below that applies only to lattice two-scale difference equations. Part I describes Fourier transform results on existence and uniqueness, introduces the time-domain approach, and uses it to establish bounds on the smoothness of $L^{1}$ solutions of compact support. Part II studies the time-domain construction in detail and gives sufficient conditions for the existence of nonzero continuous solutions of compact support, and determines their local and global regularity properties.

The Fourier transform provides a method for the study of $L^{1}$-solutions $f$ of general two-scale difference equations (1.1). The convolution character of the right side of (1.1) leads to an infinite product expansion for the Fourier transform $\hat{f}(u)$ permitting detailed study. Section 2 uses this approach to obtain existence and uniqueness results for $L^{1}$-solutions to (1.1). These depend in a crucial way on the quantity

$$
\begin{equation*}
\Delta=\alpha^{-1} \sum_{m=0}^{N} c_{n} . \tag{1.5}
\end{equation*}
$$

There are no nonzero $L^{1}$-solutions if $|\Delta|<1$ or if $|\Delta|=1$ and $\Delta \neq 1$. The case of most interest is $\Delta=1$; it has at most one nonzero $L^{1}$-solution, up to a multiplicative scale factor. This solution, if it exists, is of compact support with support $(f) \subset$ $\left[0,(\alpha-1)^{-1} N\right]$, and has $\int_{-\infty}^{\infty} f(x) d x \neq 0$. For $|\Delta|>1$ it is possible to have zero, one, or infinitely many $L^{1}$-solutions, which need not have compact support, depending on the values $\left\{\alpha, \beta_{n}, c_{n}\right\}$.

Section 3 studies $L^{1}$-functions of compact support solving (1.1), and shows that they are all derived from solutions of the case $\Delta=1$, in the following sense. If a two-scale difference equation (1.1) has a nonzero $L^{1}$-solution $f$ of compact support, then it is unique (up to normalization), and necessarily,
(1) $\Delta=\alpha^{m}$ for some nonnegative integer $m$;
(2) The two-scale difference equation with $\Delta=1$ obtained by replacing the coefficients $\left\{c_{n}\right\}$ with $\left\{\alpha^{-m} c_{n}\right\}$ has a nonzero $L^{1}$-solution $g$ of compact support, and for a suitable choice of normalization,

$$
\frac{d^{m}}{d x^{m}} g(x) \equiv f(x) \quad \text { a.e; }
$$

The remainder of part I and part II use time-domain methods that apply only to the special case of lattice two-scale difference equations (1.2). This approach exploits the special feature that lattice two-scale difference equations make sense when restricted to the discrete domain $\mathbb{Z}$. Suppose we are given data $\{f(n) ; n \in \mathbb{Z}\}$ which satisfy

$$
\begin{equation*}
f(x)=\sum_{n=0}^{N} c_{n} f(k x-n) \tag{1.6}
\end{equation*}
$$

for all $x \in \mathbb{Z}$. The functional equation then determines $f(x)$ for $x \in \mathbb{Z} / k$, and by iteration for $x \in \cup_{n=1}^{\infty} \mathbb{Z} / k^{n}$. In particular, such data $\{f(n) ; n \in \mathbb{Z}\}$ can be interpolated by at most one continuous solution of (1.6). This approach thus applies most naturally to the problem of finding continuous solutions of (1.6). Here we have the two subproblems
of finding solutions to (1.6) on $\mathbb{Z}$, and then determining conditions under which such solutions interpolate to solutions on $\mathbb{R}$.

The time-domain approach applies particularly well in the study of compactly supported continuous solutions, since we then know that $\{f(n) ; n \in \mathbb{Z}\}$ has $f(n)=0$ off the finite set $0 \leqq n \leqq N /(k-1)$, and the set of solutions on $\mathbb{Z}$ to (1.6) is a finitedimensional vector space. The iterative process of recursively solving (1.6) on $\left\{\mathbb{Z} / k^{n} ; n=1,2, \cdots\right\}$ can be encoded using products of a finite set of matrices, as is explained in part II, and this provides a vehicle for studying convergence and smoothness of solutions. Such an approach was initiated by Micchelli and Prautzsch (1987a), as we discovered after completing this work.

In the rest of part I we apply the time-domain approach to obtain information about compactly supported solutions in the case where $\Delta=1$, which by the results of § 3 is essentially the most general case.

Section 4 obtains results on two different iterative methods to find solutions of the lattice two-scale equation (1.6). A solution is a fixed point $f=V f$ of the linear operator

$$
\begin{equation*}
V f(x)=\sum_{n=0}^{N} c_{n} f(k x-n), \tag{1.7}
\end{equation*}
$$

and a natural approach is to consider iterative schemes $f_{j}=V f_{j-1}$ that converge to a fixed point $f$ starting from suitable $f_{0}$. Given data $\{f(n) ; n \in \mathbb{Z}\}$ for an $L^{1}$-solution of such an equation with $\Delta=1$, we can construct a piecewise linear spline $f_{0}$ that has $f_{0}(n)=f(n)$ for all $n \in \mathbb{Z}$. We show that if $f$ is continuous, then the iterates $f_{j+1}=V f_{j}$ are piecewise linear splines with successively finer knot sets (Theorem 4.1) and that $f_{j} \rightarrow f$ pointwise, with a rate of convergence depending on the smoothness of $f$. If $f$ is $L$ times continuously differentiable, then $f_{0}$ can be chosen to be a $C^{L}$ piecewise polynomial spline of degree $2 L+1$, with $f_{0}^{(l)}(n)=f^{(l)}(n)$ for all $n \in \mathbb{Z}, l=0, \cdots, L$. Then the iterates $f_{j+1}=V f_{j}$ are again $C^{L}$ piecewise polynomial splines of degree $2 L+1$ with successively finer knot sets, and we prove $f_{j}^{(l)} \rightarrow f^{(l)}$ pointwise, for all $l=0, \cdots, L$. These results show in particular that convergence to a $C^{0}$-solution $f(x)$ occurs when one exists, if we start with correct initial conditions on $\mathbb{Z}$. However, they give no information concerning existence of such solutions.

The second iterative method for finding solutions to (1.6) discussed in $\S 4$ is the "cascade algorithm." The successive approximations $f_{j}$ in this scheme are again defined by $f_{j}=V f_{j-1}$, but the starting point is now $f_{0}(x)=1-|x|$ for $-\frac{1}{2} \leqq x \leqq \frac{1}{2}$ and $f_{0}(x)=0$ otherwise. These initial conditions are not usually a solution to (1.6) on $\mathbb{Z}$. The advantage of the cascade algorithm is that $f_{j}$ can be computed via a "local" method: at every step $j$, the value of $f_{j}(x)$ can be determined using only the values obtained in the previous step in the region $\left\{y ;|y-x| \leqq C 2^{-j}\right\}$ ( $C$ independent of $j$ ), a neighborhood of $x$ becoming exponentially small as $j$ increases. This lends a "zoom-in" quality to the successive steps of the cascade algorithm (when it converges). It is known that the cascade algorithm does not always converge pointwise to a nonzero $C^{0}$-solution when one exists. This scheme has been studied by several authors (cf. Deslauriers and Dubuc (1989), Dyn, Gregory, and Levin (1989), (1990)), and various sufficient conditions for its convergence are known.

Section 5 obtains bounds on the global regularity of any nonzero $L^{1}$-solution to (1.6) when $\Delta=1$. Theorem 5.1 shows that if such a solution is in $C^{m}(\mathbb{R})$, then $m<N /(k-1)-1$. This result is best possible in the sense that there exist equations having $C^{m}$-solutions, for which $m \geqq N /(k-1)-2$, for arbitrarily large $m$.

Finally, § 6 applies these results to three examples.

A number of authors have studied more general solutions to two-scale difference equations and related functional equations. In constructing fractals Barnsley and Demko (1985) study measures $\mu$ which are solutions of

$$
\mu(S)=\sum_{n=0}^{N} c_{n} \mu\left(\alpha S-\beta_{n}\right), \quad S \text { a Borel set. }
$$

The adjoint operator (in the $L^{2}$-sense) to (1.1) is

$$
V^{A} g(x)=\sum_{n=0}^{N} c_{n} g\left(\alpha^{-1}\left(x+\beta_{n}\right)\right) .
$$

The stationary measures $\mu$ studied by Diaconis and Shashahani (1986) are fixed points of generalizations of such adjoint operators. It is also interesting to note that the $m$ th Bernoulli polynomial $B_{m}(x)$ satisfies the equation $V^{A} B_{m}(x)=B_{m}(x)$ with

$$
V^{A} g(x)=\sum_{n=0}^{m-1} n^{m-1} g\left(\frac{1}{m}(x+n)\right) .
$$

2. Existence and uniqueness of $\boldsymbol{L}^{1}$-solutions. We are interested in $L^{1}$-solutions $f$ to the two-scale difference equation

$$
\begin{equation*}
f(x)=\sum_{n=0}^{N} c_{n} f\left(\alpha x-\beta_{n}\right) . \tag{2.1}
\end{equation*}
$$

Since $f$ is in $L^{1}(\mathbb{R})$, its Fourier transform $\hat{f}$,

$$
\hat{f}(u)=\int_{-\infty}^{\infty} e^{i x u} f(x) d x
$$

is a bounded continuous function. By viewing (2.1) as a convolution equation, we see that $\hat{f}$ satisfies

$$
\begin{equation*}
\hat{f}(u)=P\left(\alpha^{-1} u\right) \hat{f}\left(\alpha^{-1} u\right) \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
P(u)=\frac{1}{\alpha} \sum_{n=0}^{N} c_{n} e^{i \beta_{n} u} . \tag{2.3}
\end{equation*}
$$

The existence and uniqueness of $L^{1}$-solutions to (2.1) are governed by the value

$$
\Delta=P(0)=\frac{1}{\alpha} \sum_{n=0}^{N} c_{n},
$$

as shown in the following result.
Theorem 2.1. Let $\Delta$ be defined as above. Then the following are true.
(a) If $|\Delta| \leqq 1$ and $\Delta \neq 1$, then the only $L^{1}$-solution of (2.1) is the trivial solution $f \equiv 0$.
(b) If $\Delta=1$ then there exists, up to normalization, at most one nontrivial $L^{1}$-solution to (2.1). If it exists, then its Fourier transform is given by

$$
\begin{equation*}
\hat{f}(u)=A \prod_{j=1}^{\infty} P\left(\alpha^{-j} u\right) \tag{2.4}
\end{equation*}
$$

where $A=\hat{f}(0)=\int f(x) d x$ and the infinite product converges for all $u$. Conversely, if the right-hand side of (2.4) is the inverse Fourier transform of an $L^{1}$-function $f$, then $f$ is a nontrivial $L^{1}$-solution to (2.1).
(c) If $|\Delta|>1$, then the Fourier transform of any $L^{1}$-solution f is necessarily of the form

$$
\begin{equation*}
\hat{f}(u)=\left[\prod_{j=1}^{\infty} p\left(\alpha^{-j} u\right)\right] \exp \left(\frac{\ln \Delta}{\ln \alpha} \ln |u|\right) g_{\operatorname{sgn}(u)}\left(\frac{\ln |u|}{\ln \alpha}\right) \tag{2.5}
\end{equation*}
$$

where

$$
\begin{aligned}
& p(u)=\Delta^{-1} P(u), \\
& g_{ \pm} \text {are continuous periodic functions with period } 1 \text {, and } \\
& \ln \Delta=\ln |\Delta|+i \theta \quad \text { where } \Delta=|\Delta| e^{i \theta} \quad \text { and } \quad-\pi<\theta \leqq \pi .
\end{aligned}
$$

Furthermore, the infinite product converges for all complex $u$. Conversely, if $g_{+}, g_{-}$are continuous periodic functions of period 1 such that the inverse Fourier transform $f$ of the right side of $(2.5)$ is in $L^{1}(\mathbb{R})$, then $f$ satisfies (2.1).

Proof. (1) We have

$$
\begin{align*}
|P(u)-\Delta| & \leqq \alpha^{-1} \sum_{n=0}^{N}\left|c_{n}\right|\left|e^{i \beta_{n} u}-1\right|  \tag{2.6}\\
& \leqq K \min (1,|u|) \exp [B|\operatorname{Im}(u)|]
\end{align*}
$$

where $B=\max \left|\beta_{i}\right|$ and $K=2 \alpha^{-1} \sum_{n=0}^{N}\left|c_{n}\right|\left(1+\left|\beta_{n}\right|\right)$.
(2) We first treat the case where $|\Delta|<1$. Since $f \in L^{1}(\mathbb{R}), \hat{f}(u)$ is continuous for $u \in \mathbb{R}$. From (2.6) we have (for real $u$ )

$$
|\hat{f}(u)|=\left|P\left(\alpha^{-1} u\right)\right|\left|\hat{f}\left(\alpha^{-1} u\right)\right| \leqq\left(|\Delta|+K \alpha^{-1}|u|\right)\left|\hat{f}\left(\alpha^{-1} u\right)\right|
$$

It follows that, for all $j \in \mathbb{N}$,

$$
\begin{equation*}
|\hat{f}(u)| \leqq\|f\|_{1} \prod_{l=1}^{j}\left(|\Delta|+K \alpha^{-l}|u|\right) . \tag{2.7}
\end{equation*}
$$

For any real $u$ we can make the product on the right side of (2.7) arbitrarily small by choosing $j$ large enough, since $|\Delta|<1$. Hence $f \equiv 0$. This proves (a), except for $|\Delta|=1$, which we treat below.
(3) For $|\Delta| \geqq 1$ define $p(u)=\Delta^{-1} P(u)$. By (2.6) we have

$$
\begin{equation*}
|p(u)-1| \leqq K e^{B} \Delta^{-1}|u|:=K^{\prime}|u|, \tag{2.8}
\end{equation*}
$$

for complex $|u|<1$. Now we define

$$
\begin{equation*}
\hat{f}_{0}(u):=\prod_{j=1}^{\infty} p\left(\alpha^{-j} u\right) \tag{2.9}
\end{equation*}
$$

and (2.8) shows that the infinite product converges absolutely and uniformly on compact subsets of $\mathbb{C}$ to an entire function. The bound (2.8) shows that for $|u| \leqq\left(2 K^{\prime}\right)^{-1}$, $|p(u)| \geqq 1-K^{\prime}|u| \geqq\left(1+2 K^{\prime}|u|\right)^{-1}$ and

$$
\begin{aligned}
\left|\hat{f}\left(\alpha^{-j} u\right)\right| & =|\hat{f}(u)| \prod_{l=1}^{j}\left|P\left(\alpha^{-l} u\right)\right|^{-1} \\
& \leqq|\Delta|^{-j}|\hat{f}(u)| \prod_{l=1}^{j}\left(1+2 K^{\prime} \alpha^{-l}|u|\right) \\
& \leqq|\Delta|^{-j}\|f\|_{1} \exp \left[2 K^{\prime}(\alpha-1)^{-1}|u|\right] .
\end{aligned}
$$

This implies that

$$
|\hat{f}(u)| \leqq \exp \left[(\alpha-1)^{-1}\right]\|f\|_{1}|\Delta|^{-j} \quad \text { when }|u| \leqq\left(2 K^{\prime}\right)^{-1} \alpha^{-j} .
$$

For any $|u| \leqq\left(2 K^{\prime}\right)^{-1}$ we can find $j$ so that $\left(2 K^{\prime}\right)^{-1} \alpha^{-(j+1)} \leqq|u| \leqq\left(2 K^{\prime}\right)^{-1} \alpha^{-j}$. It follows that

$$
\begin{align*}
|\hat{f}(u)| & \leqq \exp \left[(\alpha-1)^{-1}\right]\|f\|_{1}|\Delta|^{-j} \\
& \leqq \exp \left[(\alpha-1)^{-1}\right]\|f\|_{1} \alpha^{-j \ln |\Delta| / \ln \alpha}  \tag{2.10}\\
& \leqq C|u|^{\ln \mid \Delta / \ln \alpha}
\end{align*}
$$

for all $|u| \leqq\left(2 K^{\prime}\right)^{-1}$. Since $|\hat{f}(u)|$ is bounded for real $u\left(f \in L^{1}\right)$, (2.10) also extends (with possibly a different constant) to all $u \in \mathbb{R}$. Note that for $|\Delta|>1$, (2.10) implies that

$$
\int_{-\infty}^{\infty} f(x) d x=\hat{f}(0)=0
$$

which can also be obtained directly from (2.1) by integration. Define $F(u)$ by

$$
F(u):=\exp \left(-\frac{\ln |\Delta|}{\ln \alpha} \ln |u|\right) \hat{f}(u) .
$$

Since $\hat{f}$ is continuous, $F$ is continuous as well, except possibly at $u=0$, and by (2.10), $F$ is bounded near $u=0$. The function $F$ satisfies the recursion

$$
\begin{equation*}
F(u)=e^{i \theta} p\left(\alpha^{-1} u\right) F\left(\alpha^{-1} u\right) \tag{2.11}
\end{equation*}
$$

where $\Delta=|\Delta| e^{i \theta}$ and $-\pi<\theta \leqq \pi$. This yields

$$
F(u)=\left[\prod_{j=1}^{J} p\left(\alpha^{-j} u\right)\right] e^{i J \theta} F\left(\alpha^{-J} u\right)
$$

The first factor has the limit $\hat{f}_{0}(u)$ as $J \rightarrow \infty$. When this limit is not zero, the second factor must also converge as $J \rightarrow \infty$, and we denote this limit by $\phi(u)$, so that

$$
\phi(u):=\left[\hat{f}_{0}(u)\right]^{-1} F(u) .
$$

The function $\phi$ is continuous, except possibly at $u=0$, where $F$ may be discontinuous, and at the zeros of $\hat{f}_{0}(u)$. From (2.8) we find for complex $|u| \leqq 1$ that

$$
\left|\hat{f}_{0}(u)-1\right| \leqq K^{\prime}|u| \exp \left[B(\alpha-1)^{-1}|u|\right]
$$

which implies that $\hat{f}_{0}(u)$ is bounded away from zero in a neighborhood of $u=0$. It follows that $\phi$ is continuous in a neighborhood of zero, except possibly at $u=0$. On the other hand, the recursion (2.11) for $F$ gives

$$
\phi(u)=e^{i \theta} \phi\left(\alpha^{-1} u\right) .
$$

Define the two functions

$$
g_{ \pm}(t):=\phi\left( \pm \alpha^{t}\right) \exp (i \theta t), \quad t \in \mathbb{R} .
$$

Then

$$
\begin{equation*}
g_{ \pm}(t+1)=g_{ \pm}(t) . \tag{2.12}
\end{equation*}
$$

If the periodic functions $g_{ \pm}$had any singularity (including discontinuities), then $\phi$ would have infinitely many singularities in a neighborhood of $u=0$. Since this is impossible, it follows that the $g_{ \pm}$are continuous. To prove the converse statement, it suffices to observe that, under the stated conditions, for $|\Delta| \geqq 1$, the right-hand side of (2.5) satisfies the functional equation $\hat{f}(u)=P\left(\alpha^{-1} u\right) \hat{f}\left(\alpha^{-1} u\right)$. This establishes (c).
(4) If $|\Delta|=1$, then the above construction simplifies. We have

$$
\begin{equation*}
\hat{f}(u)=\hat{f}_{0}(u) \phi(u), \tag{2.13}
\end{equation*}
$$

where $\phi$ satisfies

$$
\phi(u)=\Delta \phi\left(\alpha^{-1} u\right)=e^{i \theta} \phi\left(\alpha^{-1} u\right) .
$$

Since $\hat{f}_{0}(u)$ is bounded away from zero for small $|u|$, it follows from (2.13) that $\phi$ is continuous at zero. In particular,

$$
\phi(0)=e^{i \theta} \phi(0)
$$

implying either $\Delta=e^{i \theta}=1$ or $\phi(0)=0$. However, we also know that

$$
\phi(u)=g_{\operatorname{sgn}(u)}\left(\frac{\ln |u|}{\ln \alpha}\right) \exp \left(i \theta \frac{\ln |u|}{\ln \alpha}\right)
$$

where $g_{ \pm}$are continuous periodic functions with period 1 . If $\Delta \neq 1$ then $\phi(0)=0$; hence $\left|g_{ \pm}(t)\right|=\left|\phi\left( \pm \alpha^{t}\right)\right| \rightarrow 0$ as $t \rightarrow-\infty$. Since the functions $g_{ \pm}$are periodic, this forces $g_{ \pm} \equiv 0$; hence $\phi \equiv 0$ and $f \equiv 0$ for $\Delta \neq 1$, which proves the rest of (a). If $\Delta=1$ then $g_{ \pm}(t)=$ $\phi\left( \pm \alpha^{t}\right) \rightarrow \phi(0)$ as $t \rightarrow \infty$. By the periodicity of $g_{ \pm}$this implies that $g_{ \pm} \equiv \phi(0)$ are both the same constant function; hence $\hat{f}(u)=\phi(0) \hat{f}_{0}(u)$. This proves (b).

Remarks. (1) Theorem 2.1 also holds for "infinite" two-scale difference equations, i.e.,

$$
f(x)=\sum_{n=-\infty}^{\infty} c_{n} f\left(\alpha x-\beta_{n}\right)
$$

provided that $\sum_{n=-\infty}^{\infty}\left|c_{n}\right|\left|\beta_{n}\right|^{\delta}<\infty$ for some $\delta>0$. The estimate (2.6) then becomes

$$
|P(u)-\Delta| \leqq \alpha^{-1} \sum_{n=-\infty}^{\infty}\left|c_{n}\right| \min \left(2,\left|\beta_{n} u\right|^{\min (1, \delta)}\right) e^{|B||\operatorname{Im} u|}
$$

and the other estimates can be adjusted similarly.
(2) Note that there may exist distributional solutions even if $|\Delta|<1$. One example is the equation

$$
f(x)=\frac{1}{12} f(2 x)+\frac{1}{6}[f(2 x+1)+f(2 x-1)]-\frac{1}{12}[f(2 x+2)+f(2 x-2)],
$$

which admits $f(x)=x^{2}$ as a solution. The Fourier transform of this solution is a distribution supported at the origin, so that the continuity argument used in the proof of Theorem 2.1 does not apply.
(3) There are no distributional solutions with Fourier transform continuous at zero if $|\Delta|<1$. For $|\Delta| \geqq 1$, (2.4) and (2.5) always give distributional solutions to the two-scale equation (2.1), but there may exist other distributional solutions with discontinuous Fourier transforms.

Theorem 2.1 has the following corollary, proved in the lattice case by Deslauriers and Dubuc (1987).

Corollary 2.2. If the two-scale difference equation (2.1) with $\Delta=1$ possesses a nontrivial $L^{1}$-solution $f$, then $\int_{-\infty}^{\infty} f(x) d x \neq 0$ and $f$ has compact support, with

$$
\begin{equation*}
\operatorname{supp}(f) \subset\left[\beta_{0}(\alpha-1)^{-1}, \beta_{N}(\alpha-1)^{-1}\right] \tag{2.14}
\end{equation*}
$$

Proof. By Theorem 2.1

$$
\hat{f}(u)=\hat{f}(0) \prod_{j=1}^{\infty} P\left(\alpha^{-j} u\right)=\hat{f}(0) \hat{f}_{0}(u)
$$

Hence $\int_{-\infty}^{\infty} f(x) d x=\hat{f}(0) \neq 0$. We can without loss of generality reduce to the case that $\beta_{0}=-\beta_{N}$ by considering

$$
f_{1}(x)=f\left(x-(\alpha-1)^{-1} \frac{\beta_{N}-\beta_{0}}{2}\right),
$$

which is easily checked to satisfy

$$
f_{1}(x)=\sum_{n=0}^{N} c_{n} f_{1}\left(\alpha x-\beta_{j}+\frac{\beta_{0}-\beta_{N}}{2}\right) .
$$

Now suppose $\beta_{0}=-\beta_{N}$ and (2.6) becomes

$$
|P(u)-1| \leqq K \min (1,|u|) \exp (B|\operatorname{Im}(u)|)
$$

with $B=\beta_{N}$. On the annulus $\alpha^{k} \leqq|u| \leqq \alpha^{k+1}$ this gives

$$
\begin{align*}
\left|\hat{f}_{0}(u)\right| & \leqq \prod_{j=1}^{k+1}\left[1+K \Delta^{-1} \exp \left(B \alpha^{-j}|\operatorname{Im}(u)|\right)\right] \prod_{j=k+2}^{\infty}\left[1+K^{\prime} \alpha^{-j} \exp (B)\right] \\
& \leqq C(1+|u|)^{M} \exp \left[B(\alpha-1)^{-1}|\operatorname{Im}(u)|\right] \tag{2.15}
\end{align*}
$$

where $M=\left[\left|\ln \left(\left(K \Delta^{-1}+1\right) / \alpha\right)\right|+1\right]$ and $C$ is a constant. By the Paley-Wiener theorem for distributions (see, e.g., Reed and Simon (1975, Thm. IX.12)) $\hat{f}_{0}(u)$ is the Fourier transform of a distribution $f_{0}$ in $\mathscr{G}^{\prime}(\mathbb{R})$ having compact support in the interval $|x| \leqq$ $B(\alpha-1)^{-1}$. By hypothesis this distribution is the $L^{1}$-function $[\hat{f}(0)]^{-1} f$; hence $f$ has compact support in $|x| \leqq\left(\beta_{n}-\beta_{0}\right) /(2(\alpha-1))$ and (2.14) follows.

This proof shows that all two-scale difference equations with $\Delta=1$ possess a distributional solution $f$ in $\mathscr{S}^{\prime}(\mathbb{R})$ having compact support in $\left[\beta_{0}(\alpha-1)^{-1}, \beta_{N}(\alpha-1)^{-1}\right]$ which has Fourier transform (2.4). The arguments of $\S 3$ will show that up to a scale factor this is the unique distribution in $\mathscr{S}^{\prime}(\mathbb{R})$ which satisfies (3.1) and has compact support. The following examples illustrate a few cases, for different values of $\Delta$.

Examples. (1) Consider the lattice two-scale difference equation

$$
f(x)=\frac{1}{2} \Delta[f(2 x)+2 f(2 x-1)+f(2 x-2)] .
$$

Depending on the value of $\Delta$, there will be one, infinitely many, or no nontrivial $L^{1}$-solutions. If $\Delta=1$, then any candidate $L^{1}$-solution satisfies

$$
\begin{aligned}
\hat{f}(u) & =\hat{f}(0) \prod_{j=1}^{\infty}\left\{\frac{1}{4}\left[1+\exp \left(i 2^{-j} u\right)\right]^{2}\right\} \\
& =\hat{f}(0) e^{i u}\left(\frac{\sin (u / 2)}{u / 2}\right)^{2}
\end{aligned}
$$

It follows that $f$ is a multiple of the function $g$,

$$
g(x)= \begin{cases}x, & 0 \leqq x \leqq 1 \\ 2-x, & 1 \leqq x \leqq 2 \\ 0 & \text { otherwise }\end{cases}
$$

Up to normalization, we therefore have a unique $L^{1}$-solution in this case. For $\Delta=2$, we find

$$
\hat{f}(u)=|u| e^{i u}\left(\frac{\sin (u / 2)}{u / 2}\right)^{2} g_{\operatorname{sgn}(u)}\left(\frac{\ln |u|}{\ln 2}\right)
$$

where $g_{ \pm}$are periodic, continuous functions of period 1 . Clearly, $\hat{f} \in L^{2}(\mathbb{R})$. If $g_{ \pm}$are $C^{1}$, then we easily check that also $(\hat{f})^{\prime} \in L^{2}$, which implies $f \in L^{1}$. There is therefore
clearly an infinity of different possible $L^{1}$-solutions in this case. Only one of these $L^{1}$-solutions is compactly supported (see § 3). For $\Delta=4$, however, we have

$$
\hat{f}(u)=4 e^{i u}[\sin (u / 2)]^{2} g_{\operatorname{sgn}(u)}\left(\frac{\ln |u|}{\ln 2}\right)
$$

This tends to zero for $|u| \rightarrow \infty$ only if both functions $g_{ \pm} \equiv 0$. The only $L^{1}$-solution is therefore the trivial solution $f \equiv 0$.
(2) The following example shows that $\Delta=1$ does not imply the existence of a nontrivial $L^{1}$-solution. Take the lattice two-scale difference equation

$$
f(x)=2 f(2 x-1)
$$

Every candidate $L^{1}$-solution satisfies

$$
\hat{f}(u)=\hat{f}(0) \prod_{j=1}^{\infty}\left[\exp \left(i 2^{-j} u\right)\right]=\hat{f}(0) e^{i u}
$$

Since $e^{i u}$ is the Fourier transform of the Dirac $\delta$-measure at $x=1$, there are no nontrivial $L^{1}$-solutions.
(3) Consider the family of two-scale difference equations

$$
f_{\alpha}(x)=\frac{\alpha}{2}\left\{f_{\alpha}(\alpha x-1)+f_{\alpha}(\alpha x+1)\right\},
$$

which all have $\Delta=1$. This equation always has a distributional solution with Fourier transform

$$
\hat{f}_{\alpha}(u)=\prod_{n=1}^{\infty} \cos \left(\alpha^{-n} u\right)
$$

which has compact support in $\left[-(\alpha-1)^{-1},(\alpha-1)^{-1}\right]$ by the same argument as in the proof of Corollary 2.2. The smoothness of this distribution as a function of $\beta=\alpha^{-1}$ for $0<\beta<1$ was studied by Kershner and Wintner (1935), Erdös (1939), (1940), and Garsia (1962). It is known that for $\alpha=2^{1 / k}$, with $k$ sufficiently large, the function $f_{\alpha}$ is continuous (hence in $L^{1}(\mathbb{R})$ ) and arbitrarily smooth. Erdös (1940) showed that for any $k$ there is a constant $c(k)$ such that for almost all $\beta=\alpha^{-1}$ in the interval $[c(k), 1]$ the distribution $f_{\alpha}$ is a function in $C^{(k)}(\mathbb{R})$.
3. $L^{1}$-solutions having compact support. We consider the general two-scale difference equation

$$
\begin{equation*}
f(x)=\sum_{n=0}^{N} c_{n} f\left(\alpha x-\beta_{n}\right) \tag{3.1}
\end{equation*}
$$

and derive necessary conditions for the existence of nonzero $L^{1}$-function of compact support.

Theorem 3.1. Suppose that the two-scale difference equation (3.1) possesses a nonzero $L^{1}$-solution $f$ having compact support. Then:
(a) $\Delta=\alpha^{m}$ for a nonnegative integer $m$.
(b) $f$ is unique up to a scale factor and has Fourier transform

$$
\begin{equation*}
\hat{f}(u)=A u^{m} \prod_{k=1}^{\infty} p\left(\alpha^{-k} u\right) \tag{3.2}
\end{equation*}
$$

where $p(u)=\Delta^{-1} \sum_{n=0}^{n} c_{n} e^{i \beta_{n} u}$.
(c) The two-scale equation with $\Delta=1$ obtained by replacing $\left\{c_{n}\right\}$ by $\left\{\alpha^{-m} c_{n}\right\}$ has a nonzero $L^{1}$-solution $g$ unique up to scale, and with a proper choice of scale $\left(d^{m} / d x^{m}\right) g(x) \equiv$ $f(x)$.

The main ingredient in the proof is the following result.
Lemma 3.2. Suppose that the function $M_{0}$, defined on $\mathbb{R}-\{0\}$ by

$$
\begin{equation*}
M_{0}(u):=\exp \left(\gamma_{0} \ln |u|\right) g_{\operatorname{sgn}(u)}\left(\gamma_{1} \ln |u|\right) \tag{3.3}
\end{equation*}
$$

is such that
(1) $g_{ \pm}(t)$ are periodic functions of period 1.
(2) $\gamma_{1}$ is real.
(3) $M_{0}(u)$ possesses an analytic continuation to $\mathbb{C}$ which is an entire function of exponential type.
Then $M_{0}(u)=A u^{m}$ where $m$ is a nonnegative integer.
Proof. (1) The function $h(u)=\exp \left(\gamma_{0} \ln u\right)$ can be continued analytically to the simply-connected two-sheeted region $\mathbf{R}=\left\{z=r e^{i \theta} ; r>0\right.$ and $\left.-\frac{3}{2} \pi \leqq \theta \leqq \frac{3}{2} \pi\right\}$ where $r e^{i \theta}$ and $r e^{i(\theta+2 \pi)}$ are viewed as distinct points and

$$
\begin{equation*}
h\left(r e^{i(\theta+2 \pi)}\right)=\exp \left(2 \gamma_{0} \pi i\right) h\left(r e^{i \theta}\right) \tag{3.4}
\end{equation*}
$$

whenever both sides are in $\mathbf{R}$.
(2) Since $M_{0}(u)$ is entire and $h(z)$ is nonzero on $\mathbf{R}$, it follows from (3.3) that $g_{+}\left(\gamma_{1} \ln u\right)$ has an analytic continuation to $\mathbf{R}$. Therefore, in terms of the variable $t=\gamma_{1} \ln u, g_{+}(t)$ has an analytic continuation to the horizontal strip $\mathbf{T}=$ $\left\{t ;-\frac{3}{2} \pi \gamma_{1}<\operatorname{Im}(t)<\frac{3}{2} \pi \gamma_{1}\right\}$. The periodicity

$$
\begin{equation*}
g_{+}(t+1)=g_{+}(t) \tag{3.5}
\end{equation*}
$$

on the real axis extends to this strip by analytic continuation. Now the single-valuedness of $M_{0}(u)$ on $\mathbb{C}$ means that

$$
M_{0}\left(r e^{i(\theta+2 \pi)}\right)=M_{0}\left(r e^{i \theta}\right), \quad i=1,2,
$$

on the region $\mathbf{R}$, and combined with (3.3) and (3.4) this implies that

$$
\begin{equation*}
g_{+}\left(t+2 \gamma_{1} \pi i\right)=\exp \left(-2 \gamma_{0} \pi i\right) g_{+}(t) \tag{3.6}
\end{equation*}
$$

is valid when both $t, t+2 \gamma_{1} \pi i \in \mathbf{T}$, i.e., for $\left\{t ;-\frac{3}{2} \pi \gamma_{1}<\operatorname{Im}(t)<\frac{1}{2} \pi \gamma_{1}\right\}$. This relation allows us to continue $g_{+}$analytically to the entire plane, and (3.5), (3.6) then hold for all complex $t$.
(3) We claim next that $g_{+}(t)$ is an entire function of exponential type. To see this, note that it is bounded by a constant, say $C$, on the rectangle $0 \leqq \operatorname{Re}(t) \leqq 1$, $0 \leqq \operatorname{Im}(t) \leqq 2 \pi \gamma_{1}$, and the periodicity relations (3.5) and (3.6) then give

$$
\left|g_{+}(t)\right| \leqq C \exp \left(2 \pi\left|\gamma_{0}\right||\operatorname{Im}(t)|\right),
$$

proving the claim.
Next we show that $g_{+}(t)$ has no zeros. For if it had a zero at $t_{0}$, the periodicity relations (3.5) and (3.6) would give it zeros at $t_{0}+m+\left(2 \gamma_{1} \pi i\right) n$ for $m, n \in \mathbb{Z}$, which contradicts the property that an entire function of exponential type has $O(R)$ zeros in the disc $\{t:|t| \leqq R\}$ as $R \rightarrow \infty$.

Since $g_{+}(t)$ is an entire function of exponential type having no zeros, $g_{+}(t)=$ $A_{+} \exp \left(c_{+} z\right)$ for some constant $c_{+}$. The periodicity (3.5) forces $c_{+}=2 k \pi i$ for some $k \in \mathbb{Z}$.
(4) A similar argument applied to $g_{-}\left(\gamma_{1} \ln (-u)\right)$ shows that $g_{-}(t)=A_{-} \exp \left(c_{-} z\right)$ where $c_{-}=2 l \pi i$ for some $l \in \mathbb{Z}$.
(5) Now we have for real $u$ that

$$
M_{0}(u)= \begin{cases}A_{+} \exp \left[\left(\gamma_{0}+2 k \pi i\right) \ln u\right], & u>0 \\ A_{-} \exp \left[\left(\gamma_{0}+2 l \pi i\right) \ln (-u)\right], & u<0\end{cases}
$$

The first expression has a singularity at $u=0$ unless $\gamma_{0}+2 k \pi i=m_{+}$is an integer. Similarly, we conclude that $\gamma_{0}+2 l \pi i=m_{-}$is an integer. Analyticity of $M_{0}(u)$ at $u=0$ yields $A_{+}=A_{-}$and $m_{+}=m_{-}=m \geqq 0$, and $M_{0}(u)=A u^{m}$ for a nonnegative integer $m$.

We now proceed to prove Theorem 3.1.
Proof of Theorem 3.1. (1) By the Paley-Wiener theorem the Fourier-Laplace transform $\hat{f}$ of $f$ is necessarily an entire function of exponential type, satisfying

$$
\begin{equation*}
|\hat{f}(u)| \leqq C \exp (B|\operatorname{Im} u|) \tag{3.7}
\end{equation*}
$$

for some constants $B, C$. Now set

$$
\hat{f}_{0}(u):=\prod_{j=1}^{\infty} p\left(\alpha^{-j} u\right)
$$

which by the argument in the proof of Corollary 2.2 is also entirely of exponential type. We claim that

$$
\begin{equation*}
M(u):=\frac{\hat{f}(u)}{\hat{f}_{0}(u)} \tag{3.8}
\end{equation*}
$$

is also an entire function of exponential type, i.e., any zero of $\hat{f}(u)$ has at least the multiplicity of $\hat{f}_{0}(u)$. To see this, note that for any zero $u_{0}$ of $\hat{f}_{0}(u)$ of multiplicity $m$ there is a finite product $\prod_{j=1}^{J} p\left(\alpha^{-j} u\right)$ having a zero of the same multiplicity. Iterating the basic recursion (2.2) yields

$$
\hat{f}(u)=\Delta^{J}\left(\prod_{j=1}^{J} p\left(\alpha^{-j} u\right)\right) \hat{f}\left(\alpha^{-J} u\right)
$$

Since all terms on the right side of this expression are analytic at $u_{0}$ and the product has a zero of multiplicity $m, \hat{f}(u)$ has a zero there of at least that multiplicity, and the claim follows.
(2) Since $f \in L^{1}$, it satisfies the formula of Theorem 2.1(c). Thus the hypotheses of Lemma 3.2 are satisfied for $M(u)$ given by (3.8). Consequently, $M=A u^{m}$ and

$$
\begin{equation*}
\hat{f}(u)=A u^{m} \prod_{k=1}^{\infty} p\left(\alpha^{-k} u\right) \tag{3.9}
\end{equation*}
$$

This proves claim (b). On the other hand, the two-scale equation (3.1) implies

$$
\hat{f}(u)=\Delta p\left(\alpha^{-1} u\right) \hat{f}\left(\alpha^{-1} u\right)
$$

Substituting (3.9) gives $\Delta=\alpha^{m}$, which proves (a).
(3) For (c), observe that if $m \geqq 1$ then $\hat{f}(0)=0$; hence

$$
\begin{equation*}
\int_{-\infty}^{\infty} f(x) d x=0 \tag{3.10}
\end{equation*}
$$

Define $f_{1}(x)=\int_{-\infty}^{x} f(w) d w$ and observe that since $f$ has compact support (3.10) shows that $f_{1}(x)$ is in $L^{1}(\mathbb{R})$ with compact support. Furthermore, $f_{1}$ satisfies the two-scale equation (3.1) with $\left\{c_{n}\right\}$ replaced by $\left\{\alpha^{-1} c_{n}\right\}$, by integrating (3.1). Of course $(d / d x)\left(f_{1}(x)\right)=f(x)$. By integrating $m$ times, (c) follows.

Remarks. (1) Under the weaker hypothesis that (3.1) possesses a solution which is a tempered distribution of compact support, the conclusions (a) and (b) of the theorem still hold.
(2) $L^{1}$-solutions satisfying (a) can exist for arbitrarily large values of $m$, for suitable values of $\alpha$ and of the $c_{j}, \beta_{j}$. By (c), this is equivalent to saying that there exist $L^{1}$-solutions with arbitrary high regularity for two-scale difference equations with $\Delta=1$. Examples are given in § 6 .
4. Lattice two-scale difference equations: iterative approximations. In the remainder of this paper we study compactly supported continuous solutions of lattice two-scale difference equations,

$$
\begin{equation*}
f(x)=\sum_{n=0}^{N} c_{n} f(k x-n), \tag{4.1}
\end{equation*}
$$

where $k$ is an integer $\geqq 2$. We will suppose that $\Delta=(1 / k) \sum_{n=0}^{N} c_{n}=1$, which involves essentially no loss of generality by Theorem 3.1.

A continuous solution of such an equation is a fixed point $V f=f$ of the linear operator

$$
\begin{equation*}
V f(x)=\sum_{n=0}^{N} c_{n} f(k x-n) \tag{4.2}
\end{equation*}
$$

acting on a function space, e.g., $C^{0}(\mathbb{R})$. A natural method to construct a solution of (4.1) is as a limit of the iterative approximation scheme $f_{j+1}=V f_{j}$, where $f_{0}$ is a suitable initial function. In this section we discuss the convergence of two such approximation schemes.

We first suppose that a compactly supported continuous solution $f(x)$ exists, and that the data $\{f(n): n \in \mathbb{Z}\}$ are known. We consider initial functions $f_{0}$ which are piecewise linear splines interpolating these data with knots at the integers $\mathbb{Z}$. That is, $f_{0}$ is defined by

$$
f_{0}(x)=f(n)(n+1-x)+f(n+1)(x-n) \quad \text { for } n \leqq x \leqq n+1 .
$$

Since $f(n)=0$ for $n \notin\left[0,(k-1)^{-1} N\right], f_{0}$ has compact support in $\left[0,\left\lceil(k-1)^{-1} N\right\rceil\right]$, so we may regard it as being defined on the finite knot set $\mathbb{Z} \cap\left[0,\left\lceil(k-1)^{-1} N\right\rceil\right]$. (As usual $\lceil a\rceil$ stands for "smallest integer larger than or equal to $a$.") It immediately follows that $f_{j}=V^{j} f_{0}$ is a piecewise linear spline with knots at the $k^{-j} n, 0 \leqq n \leqq$ $\left\lceil k^{j}(k-1)^{-1} N\right\rceil$, which agrees with $f$ at these knots. Consequently we have Theorem 4.1.

Theorem 4.1. Suppose that the lattice two-scale equation (4.1) with $\Delta=1$ has a nonzero continuous solution $f$ of compact support. Let $f_{0}$ be the spline of degree 1 with knot set $\left\{n ; n \in \mathbb{Z} \cap\left[0,\left\lceil(k-1)^{-1} N\right\rceil\right]\right.$, and with $f_{0}(n)=f(n)$. Define $f_{j}=V^{j} f_{0}$, with $V$ as in (4.2). Then
(1) $f_{j}$ is an interpolating spline of degree 1 with knot set $k^{-j}\left(\mathbb{Z} \cap\left[0,\left\lceil k^{j}(k-1)^{-1} N\right\rceil\right]\right)$.
(2) $f_{j}$ agrees with $f$ at its knots, $f_{j}\left(k^{-j} n\right)=f\left(k^{-j} n\right)$.
(3) $\left\|f-f_{j}\right\|_{L^{\infty} \rightarrow 0}$ as $j \rightarrow \infty$.
(4) If $f \in \operatorname{Lip}^{\alpha}$ for $0<\alpha \leqq 1$, i.e., $|f(x)-f(y)| \leqq C|x-y|^{\alpha}$, then $\left\|f-f_{j}\right\|_{L^{\infty}} \leqq C k^{-j \alpha}$.

Proof. (1) and (2) were derived above; (3) and (4) are standard spline convergence results; see, e.g., Schumaker (1981, Thm. 6.15) or Theorem 4.2 below.

If the compactly supported solution $f$ has more regularity, e.g., if $f \in \operatorname{Lip}^{L, \alpha}$ (which means $f \in C^{L}$ and $d^{L} f / d x^{L} \in \operatorname{Lip}^{\alpha}$ ), then the same piecewise linear $f_{j}$ converge even faster to $f$ (Schumaker (1981, Thm. 6.15)). In order to obtain convergence of the derivatives as well, we need to use an initial function $f_{0}$ that is more regular. This can
be achieved by choosing for $f_{0}$ a $C^{L}$ piecewise polynomial spline of degree $2 L+1$ that agrees with $f$ and its first $L$ derivatives on the knot set $\mathbb{Z}$. (Similar fast convergence of the $f_{j}$ and their derivatives can be achieved by other $C^{L}$ choices for $f_{0}$, for which the derivatives on $\mathbb{Z}$ do not necessarily agree with those of $f$. In our present case, however, we can determine the $f^{(l)}(n)$ easily, and we can therefore afford to pick this particular $f_{0}$. The associated $f_{j}$ will play a role in part II as well.)

Theorem 4.2. Suppose that the lattice two-scale equation (4.1) with $\Delta=1$ has a nonzero solution $f$ of compact support which is $L$ times continuously differentiable. Let $f_{0}$ be the $C^{L}$ interpolating spline of degree $2 L+1$ with knot set $\left\{n ; n \in \mathbb{Z} \cap\left[0,\left\lceil(k-1)^{-1} N\right\rceil\right]\right\}$ and such that $f_{0}^{(l)}(n)=f^{(l)}(n), l=0, \cdots, L$. Define $f_{j}=V^{j} f_{0}$, with $V$ as in (4.2). Then
(1) $f_{j}$ is a $C^{L}$ interpolating spline of degree $2 L+1$ with knot set $k^{-j}\left(\mathbb{Z} \cap\left[0,\left\lceil k^{j}(k-\right.\right.\right.$ $\left.\left.1)^{-1} N\right\rceil\right]$ ).
(2) $f_{j}^{(l)}\left(k^{-j} n\right)=f^{(l)}\left(k^{-j} n\right)$ for $n \in \mathbb{Z}$ and, $l=0, \cdots, L$.
(3) For all $l, 0 \leqq l \leqq L,\left\|f^{(l)}-f_{j}^{(l)}\right\|_{L^{\infty}} \leqq C k^{-j(L-l)}$.
(4) If $f \in \operatorname{Lip}^{L, \alpha}$, then $\left\|f^{(l)}-f_{j}^{(l)}\right\|_{L^{\infty}} \leqq C k^{-j(L-l+\alpha)}$ for $l=0, \cdots, L$.

Proof. Note first that $f_{0}$ exists and is uniquely determined by the constraints imposed: on every interval $[n, n+1]$, the $2 L+2$ coefficients of $f_{0}$ are linear functions of the $2 L+2$ boundary values $f_{0}^{(l)}(n), f_{0}^{(l)}(n+1), l=0, \cdots, L$. It is obvious that $f_{0} \in C^{L}$. It then immediately follows that $f_{j}$ is also $C^{L}$, that $f_{j}$ is piecewise polynomial of degree $2 L+1$, with knots at $k^{-j} \mathbb{Z}$, and that $f_{j}^{(l)}\left(k^{-j} n\right)=f^{(l)}\left(k^{-j} n\right)$, for $l=0, \cdots, L$. Points 3 and 4 are again standard results in spline approximation theory (they can, e.g., easily be proved by methods similar to those used in the proof of Theorem 6.15 in Schumaker (1981)); for the sake of convenience we also give an explicit and simple proof in the Appendix.

Theorems 4.1 and 4.2 guarantee convergence of spline interpolants, provided we start from the right data $\{f(n) ; n \in \mathbb{Z}\}$ or $\left\{f^{(l)}(n) ; n \in \mathbb{Z}, l=0, \cdots, L\right\}$. In the latter case, we obtain very fast convergence of $f$ and its derivatives. However, the theorems do not show how to determine these data or how to estimate smoothness of $f$ given the data $\left\{k, c_{1}, \cdots, c_{n}\right\}$ specifying (4.1).

In the next section we shall see that the $f(n), n=0$ to $\left\lceil(k-1)^{-1} N\right\rceil$ can be related to the eigenvector of eigenvalue 1 of a particular matrix constructed from the coefficients $c_{n}$. If this eigenvalue is nondegenerate, then this provides a way to determine the $f(n)$. Similarly, nondegenerate eigenvectors of this matrix, corresponding to the eigenvalue $k^{-l}$, are linked to the $f^{(l)}(n)$. We shall also see how this matrix provides an upper bound for the regularity of $f$; more subtle matrix techniques in part II will lead to more precise regularity estimates.

There exists another iterative scheme that is often used for the construction of $f$. The $j$ th approximation function $f_{j}$ in this scheme is also a spline function with knot set $2^{-j} \mathbb{Z}$, and $f_{j+1}=V f_{j}$, but the initial function $f_{0}$ is different. It is a continuous, piecewise linear spline, with $f_{0}(0)=1, f_{0}(n)=0$ for $n \neq 0$. The advantage of this choice for $f_{0}$ is that it results in a "local" algorithm called the cascade algorithm. We check (see, e.g., Daubechies (1988)) that, for $0 \leqq l<k$,

$$
f_{j}\left(k^{-j}(k m+l)\right)=\sum_{n} c_{l+k n} f_{j-1}\left(k^{-j+1}(m-n)\right) .
$$

This means that the $f_{j}\left(k^{-j} n\right)$ can be computed by using only the values of $f_{j-1}$ in a small neighborhood of $k^{-j} n$; more precisely, $f_{j}\left(k^{-j} n\right)$ is determined by the $f_{j-1}\left(k^{-j+1} l\right)$ with $k^{-j}(n-N) \leqq k^{-(j-1)} l \leqq k^{-j} n$. This is quite unlike the previous scheme, where $f_{j}\left(k^{-j} n\right)$ was computed from the $f_{j-1}\left(k^{-j-1} n-m\right), 0 \leqq m \leqq N$. We remark that in general
$f_{0}(n)=\delta_{n 0}$ does not satisfy the two-scale difference equation (4.1) restricted to $\mathbb{Z}$. It does so only if all but one of the coefficients $c_{k n}$ (with index of a multiple of $k$ ) vanish, $c_{k n}=\delta_{n 0}$. (We suppose here that $c_{n}=0$ for $n<N_{1}$, or $n>N_{2}$, where $N_{1}$ need not be equal to zero. We can shift this to the standard situation $c_{n}=0$ for $n<0$ or $n>N$; in this case we would have $c_{k n+n_{0}}=\delta_{n 0}$ for some $n_{0}$, and we would choose $f_{0}(n)=\delta_{n n_{0}}$ correspondingly.) In this case the cascade algorithm corresponds to an interpolating subdivision scheme (Chaiken (1974), Dyn, Gregory, and Levin (1987), (1989), (1990), Micchelli (1986), Micchelli and Prautzsch (1987a), (1987b), (1989)): at every level $j$, the function $f_{j}$ coincides with $f_{j-1}$ at the knots of $f_{j-1}$, i.e.,

$$
f_{j}\left(k^{-j+1} n\right)=f_{j-1}\left(k^{-j+1} n\right)
$$

the intermediate values $f_{j}\left(k^{-j}(k n+l)\right), 0<l<k$, are computed by an appropriate interpolation procedure (determined by the $c_{n}$ ). The "local" aspect of the cascade algorithm makes subdivision schemes of interest for the construction of curves and surfaces. In Daubechies (1988) the same scheme was called the "graphical" construction algorithm.

A drawback of the cascade algorithm is that it does not always converge, even when a continuous solution to the two-scale difference equation exists. An example is

$$
f(x)=\frac{1}{2} f(2 x-3)+f(2 x)+\frac{1}{2} f(2 x+3) .
$$

This equation corresponds to a subdivision scheme. It has a continuous solution with support $[-3,3]$, namely,

$$
f(x)= \begin{cases}1-|x| / 3, & |x| \leqq 3 \\ 0 & \text { otherwise }\end{cases}
$$

The cascade algorithm converges to this solution in the sense of distributions, but not in $C^{0}(\mathbb{R})$ : indeed $f_{n}(1)=0$ for all $n$. In the special case of interpolating subdivision schemes ( $c_{k m}=\delta_{m 0}$ ), Dyn and Levin (1989) give necessary and sufficient conditions to ensure convergence of the cascade algorithm. Daubechies (1988) lists a different set of sufficient conditions for convergence of the cascade algorithm.

## 5. Lattice two-scale difference equations: global regularity of compactly supported solutions. Assume that the lattice two-scale difference equation

$$
\begin{equation*}
f(x)=\sum_{n=0}^{N} c_{n} f(k x-n), \tag{5.1}
\end{equation*}
$$

with $\Delta=(1 / k) \sum_{n=0}^{N} c_{n}=1$, has a nontrivial $L^{1}$-solution, necessarily of compact support. The regularity of this function can be bounded above purely in terms of its support width.

Theorem 5.1. Given a lattice two-scale difference equation, $f(x)=\sum_{n=0}^{N} c_{n} f(k x-n)$ with $\Delta=1$. Let $N_{0}$ be the largest integer strictly smaller than $N /(k-1)$, and define $M$ to be the $N_{0} \times N_{0}$ matrix

$$
\begin{equation*}
\mathrm{M}_{i j}=c_{k i-j}, \quad i, j=1, \cdots, N_{0} . \tag{5.2}
\end{equation*}
$$

If there exists a nontrivial $L^{1}$-solution $f$ which is in $C^{m}(\mathbb{R})$, then $\left\{1, k^{-1}, \cdots, k^{-m}\right\} \subset$ spectrum (M). In particular,

$$
\begin{equation*}
m<\frac{N}{k-1}-1 . \tag{5.3}
\end{equation*}
$$

Proof. (1) Since $f$ is continuous, and support $(f) \subset[0, N /(k-1)]$, it follows that $f(l)=0$ for $l \leqq 0$ and $l>N_{0}$. Define $v^{0} \in \mathbb{R}^{N_{0}}$ by

$$
\mathrm{v}_{j}^{0}=f(j), \quad j=1, \cdots, N_{0}
$$

Substituting $x=j$, with $j=1, \cdots, N_{0}$, into equation (5.1) leads to

$$
\mathrm{v}^{0}=M \mathrm{v}^{0},
$$

where $M$ is defined by (5.2).
(2) On the other hand, it is clear that $v^{0} \neq 0$. Indeed, if $v^{0}=0$, i.e. $f(j)=0$ for all $j \in \mathbb{Z}$, then $f\left(k^{-l} m\right)=0$ would follow, for all $l \in \mathbb{N}, m \in \mathbb{Z}$, by applying (5.1). By continuity this would imply $f \equiv 0$. Since $f \neq 0$, we have $\mathrm{v}^{0} \neq 0$. Consequently, 1 is an eigenvalue of $M$.
(3) Similarly we define, for $l \leqq m, v^{l} \in \mathbb{R}^{N_{0}}$ by

$$
\mathrm{v}_{j}^{l}=f^{(l)}(j), \quad j=1, \cdots, N_{0}
$$

where $f^{(l)}$ denotes the $l$ th derivative of $f$. Differentiating (5.1) $l$ times, and substituting $x=1, \cdots, N_{0}$ leads to

$$
\mathrm{v}^{l}=k^{l} \mathrm{M} \mathrm{v}^{l} .
$$

Again $\mathrm{v}^{l}=0$ would imply $f^{(l)} \equiv 0$, hence $f^{(l-1)} \equiv$ constant. Since $f^{(l-1)}$ has compact support, $f^{(l-1)} \equiv 0$ would follow. By induction this would imply that $f \equiv 0$. Since $f \neq 0$, $\mathrm{v}^{l} \neq 0$, and $k^{-l}$ is an eigenvalue of M for $0 \leqq l \leqq m$.
(4) $f \in C^{m}(\mathbb{R})$ implies that the $N_{0} \times N_{0}$ matrix M has $m+1$ eigenvalues. Hence $m \leqq N_{0}-1<N /(k-1)-1$.

Remarks. (1) The bound (5.3) of Theorem 5.1 cannot be improved. For $N=$ $(k-1) L$ there exist $\left\{c_{n} ; n=0,1, \cdots, N\right\}$ such that the $(L-1) \times(L-1)$ matrix $M$ has exactly the eigenvalues $1, k^{-1}, \cdots, k^{-L+2}$, and such that the corresponding $f$ is in $c^{L-2}$. One such example is given by

$$
p(\xi)=\sum_{n=0}^{(k-1) L} c_{n} e^{i n \xi}=\left[\left(1+e^{i \xi}+\cdots+e^{i(k-1) \xi}\right) / k\right]^{L},
$$

leading to $\hat{f}(\xi)=\left[\left(1+e^{i \xi}\right) / \xi\right]^{L}$. The function $f$ is a B-spline of degree $L-1$; it is in $C^{L-2}$. The fact that any $C^{n-1}$-spline with knot set $\mathbb{Z}$ must have support width greater than or equal to $n+2$ has long been known (cf. Schoenberg (1973, p. 13)).
(2) The condition $\left\{1, k^{-1}, \cdots, k^{-m}\right\} \subset$ spectrum (M) is not sufficient to ensure that $f \in C^{m}$. For $k=2, N=3$, e.g., all the choices $c_{0}=\frac{1}{4}+\lambda, c_{1}=\frac{3}{4}+\lambda, c_{2}=\frac{3}{4}-\lambda, c_{3}=\frac{1}{4}-\lambda$, all other $c_{n}=0$, where $\lambda \in \mathbb{R}$ is arbitrary, lead to $2 \times 2$ matrices $M$ with the same spectrum, namely, $\left\{1, \frac{1}{2}\right\}$. Nevertheless, the regularity of $f$ depends on $\lambda$. Using the techniques of part II, we can check that $f$ is continuous if and only if $|\lambda|<\frac{3}{4}$, and that $f \in C^{1}$ if and only if $|\lambda|<\frac{1}{4}$. For $\lambda=\frac{1}{4}$, e.g., we find $p(\xi)=\left(1+e^{i \xi}\right)^{2} / 4$; hence $f(x)=x$ for $0 \leqq x \leqq 1$, $2-x$ for $1 \leqq x \leqq 2$, zero otherwise, which is clearly not in $C^{1}$.
(3) It follows from the proof that, provided that they are nondegenerate, the eigenvectors of M with eigenvalue $k^{-l}$ determine the $f^{(l)}(n)$, up to normalization. It is not a priori obvious how to choose these $m+1$ different normalizations (one for each $l$ ) in a coherent way. In part II we shall see how this can be done, modulo some restrictions on the $c_{n}$.

## 6. Examples.

6.1. The de Rham function. The de Rham function is a classical example of a continuous nowhere-differentiable function. Like many such examples, it is defined as the limit of successive approximations.

Define

$$
f_{0}(x)= \begin{cases}1+x, & -1 \leqq x \leqq 0 \\ 1-x, & 0 \leqq x \leqq 1 \\ 0, & |x| \leqq 1\end{cases}
$$

Clearly $f_{0}$ is piecewise linear; its restriction to the intervals [ $m, m+1$ ], $m \in \mathbb{Z}$, is linear. The next function $f_{1}$ in the approximation scheme is constructed as follows: $f_{1}$ is again piecewise linear, with its restriction to the intervals $[m / 3,(m+1) / 3]$ linear, for all $m \in \mathbb{Z}$. The nodes of $f_{1}$ are given by $f_{1}(m)=f_{0}(m), f_{1}\left(m+\frac{1}{3}\right)=f_{0}\left(m+\frac{2}{3}\right), f_{1}\left(m+\frac{2}{3}\right)=$ $f_{0}\left(m+\frac{1}{3}\right)$, for all $m \in \mathbb{Z}$. Graphically, this corresponds to splitting every interval on which $f_{0}$ is linear into three equal parts, exchanging the values at $f_{0}$ at the two interior points, and linearly interpolating between the nodes obtained in this way (see Fig. 1). Exactly the same procedure is then repeated to obtain $f_{j+1}$ from $f_{j}$, for all $j \in \mathbb{N}$. The resulting $f_{j}$ are piecewise linear, with linear restrictions to the intervals [ $\mathrm{m3}{ }^{-j}$, $\left.(m+1) 3^{-j}\right]$, for all $m \in \mathbb{Z}$. Geometrically it is clear that this process converges pointwise to a continuous limit function $f$.

It can be checked fairly easily that $f_{n+1}=V f_{n}$ where

$$
V f(x)=f(3 x)+\frac{1}{3}[f(3 x+1)+f(3 x-1)]+\frac{2}{3}[f(3 x+2)+f(3 x-2)] .
$$

(a)

(b)


Fig. 1. (a) The first three approximations $f_{0}, f_{1}, f_{2}$ to the de Rham function. (b) The de Rham function. (Note. We have plotted $f_{8}$ rather than $f$. At the scale of the figure, they are indistinguishable.)

As the pointwise limit of the $f_{i}$, the de Rham function $f$ satisfies the two-scale difference equation

$$
\begin{equation*}
f(x)=f(3 x)+\frac{1}{3}[f(3 x+1)+f(3 x-1)]+\frac{2}{3}[f(3 x+2)+f(3 x-2)] . \tag{6.1}
\end{equation*}
$$

The corresponding trigonometric polynomial is given by

$$
p(\xi)=e^{-2 i \xi}\left[\left(1+e^{i \xi}+e^{2 i \xi}\right) / 3\right]\left[\left(2-e^{i \xi}+2 e^{2 i \xi}\right) / 3\right] ;
$$

it is not clear how to deduce the continuity of $f$ from this expression for $p$ ! In part II we shall use a time-domain method to prove that $f$ is Hölder continuous, with exponent $\gamma=1-\ln 2 / \ln 3=.36907 \cdots$ but is nowhere differentiable. The method of part II also allows us to analyze local properties of $f$, to show that there exist fractal sets with nonzero Hausdorff dimension, but zero Lebesgue measure, on which $f$ is "almost" differentiable, in the sense that the local Hölder exponent can be chosen arbitrarily close to 1 . (The choice of the fractal set depends on the desired Hölder exponent.)

A variant on the de Rham function is obtained by choosing $k=3, c_{0}=1, c_{1}=c_{-1}=$ $\frac{1}{2}-\alpha, c_{2}=c_{-2}=\frac{1}{2}+\alpha$, all other $c_{n} \equiv 0$. The corresponding $f_{j}^{\alpha}$ and $f^{\alpha}$ are plotted in Fig. 2; for $\alpha=\frac{1}{6}$ we obviously revert to the de Rham case. The analysis of part II will show
(a)

(b)


FIG. 2. (a) The first three approximations $f_{j}^{\alpha}, j=0,1,2$ for the generalized de Rham function corresponding to $\alpha=\frac{1}{12}$. (b) The generalized de Rham function $f^{\alpha}$ itself.
that for sufficiently small $\alpha, \alpha(1+2 \alpha)^{2}<\frac{2}{27}$, or $\alpha<.0492 \cdots$, the resulting function $f^{\alpha}$ is Lipschitz almost everywhere.

Note that for any $\alpha$ we have $N=4$, hence $N_{0}=1$, so that the matrix M reduces to the scalar 1. It therefore follows immediately from Theorem 5.1 that $f$ and $f^{\alpha}$ cannot possibly be $C^{1}$, since then $M$ would have at least the two eigenvalues 1 and $\frac{1}{2}$.
6.2. The Lagrange interpolation functions of Deslauriers and Dubuc. These functions are obtained by choosing an integer, $k>1$, called the "base" of the interpolation scheme, and an even integer $M, M \geqq 2$, called the "number of nodes," in the language of Deslauriers and Dubuc (1989). The interpolation function is then defined by the recursive process

$$
f\left[k^{-j}(k m+n)\right]=\sum_{m^{\prime}=-M / 2+1}^{M / 2} \beta_{m^{\prime}, n} f\left[k^{-(j-1)}\left(m+m^{\prime}\right)\right]
$$

where

$$
\begin{equation*}
\sum_{m^{\prime}=-M / 2+1}^{M / 2} \beta_{m^{\prime}, n}=1 \quad \text { for all } n=1, \cdots, k-1 . \tag{6.2}
\end{equation*}
$$

This corresponds to a two-scale equation of the type

$$
f(x)=f(k x)+\sum_{m=-M / 2}^{M / 2-1} \sum_{m=1}^{k-1} \alpha_{m, n} f(k x-k m-n)
$$

where $\alpha_{m n}=\beta_{-m, n}$. The $\beta_{m, n}$, or $\alpha_{m n}$, are determined by (6.2), by the requirement that $p(\xi)$ be divisible by as many factors [ $\left.1+e^{i \xi}+\cdots+e^{i(k-1) \xi}\right]$ as possible, and by the symmetry condition $\beta_{-l, n}=\beta_{l+1, k-n}, 0 \leqq l \leqq M / 2, n=1, \cdots, k-1$. For base 2 , with four nodes ( $k=2, M=4$ ), this leads to the two-scale difference equation

$$
\begin{equation*}
f(x)=f(2 x)+\frac{9}{16}[f(2 x+1)+f(2 x-1)]-\frac{1}{16}[f(2 x+3)+f(2 x-3)], \tag{6.3}
\end{equation*}
$$

corresponding to

$$
\begin{aligned}
p(\xi) & =e^{-3 i \xi}\left[\left(1+e^{i \xi}\right) / 2\right]^{4}\left[-\frac{1}{2}+2 e^{i \xi}-\frac{1}{2} e^{2 i \xi}\right] \\
& =(\cos \xi / 2)^{4}(2-\cos \xi) .
\end{aligned}
$$

Using $\sup _{\xi}|2-\cos \xi|=3$, we obtain $|\hat{f}(\xi)| \leqq C|\xi|^{-4+\log _{2} 3}$ (see, e.g., Lemma 3.2 in Daubechies (1988)), from which it follows that $f \in C^{1}$. We can bound the regularity of $f(x)$ by Theorem 5.1. We have $N=6, k=2$, so that $N_{0}=5$. The spectrum of the $5 \times 5$ matrix M is in this case $\left\{1, \frac{1}{2}, \frac{1}{4}, \frac{1}{8}\right\}$ where the eigenvalue $\frac{1}{4}$ has multiplicity 2 . By Theorem 5.1 we know therefore that $f$ can be at most $C^{3}$. In fact, however, $f$ is not even $C^{2}$, as is shown in Deslauriers and Dubuc (1989), using the infinite product formula for $\hat{f}$ together with the special property that $p(\xi) \geqq 0$. They show that $f$ is "almost" $C^{2}$, in the sense that $f^{\prime}$ is Hölder continuous with exponent $1-\varepsilon(\varepsilon$ arbitrarily small), but not $C^{1}$. In Dubuc (1986) the sharper estimate $|f(x)-f(x+t)| \leqq$ $C|t| \log (1 /|t|)$ is proved, for small enough $t$. This same example was also studied by Dyn, Gregory, and Levin (1987), with more general weights in (6.3) ( $\frac{1}{2}+w, w$ instead of $\frac{9}{16}, \frac{1}{16}$ ). For the parameters fixed as in (6.3), their results are slightly weaker than Dubuc's. For a thorough and detailed analysis of this example we refer to Dubuc (1986), Dyn, Gregory, and Levin (1987), or to part II.
6.3. Orthonormal bases of compactly supported wavelets. A family of wavelets is generated by translating and dilating one single function,

$$
\psi_{j k}(x)=2^{-j / 2} \psi\left(2^{-j} x-k\right), \quad j, k \in \mathbb{Z}
$$

For some choices of $\psi$, the family $\psi_{j k}$ constitutes an orthonormal basis of $L^{2}(\mathbb{R})$. One such choice is

$$
\psi(x)=\left\{\begin{aligned}
1, & 0 \leqq x<\frac{1}{2} \\
-1, & \frac{1}{2} \leqq x<1 \\
0 & \text { otherwise }
\end{aligned}\right.
$$

The corresponding orthonormal basis is well known; it is called the Haar basis, and provides an unconditional basis for all $L^{p}$-spaces, $1<p<\infty$. Recently some other, more interesting choices for $\psi$ have been found. The first one was constructed by Stromberg (1982); later Meyer (1985/86) constructed independently another wavelet basis, which was extended to higher dimensions by Lemarié and Meyer (1986). In the Meyer construction $\hat{\psi}$ is $C^{\infty}$ and compactly supported; the basis $\left\{\psi_{j k}\right\}$ is not only an orthonormal basis for $L^{2}(\mathbb{R})$, but also an unconditional basis for all the $L^{p}$-spaces $(1<p<\infty)$, the Sobolev spaces, the Besov spaces, etc. Later Battle (1987) and Lemarié (1987) constructed other orthonormal bases of wavelets, based on $\psi$ which have faster (exponential) decay; their examples are $K$ times continuously differentiable ( $K$ arbitrarily large, but finite). Mallat (1989) and Meyer (1986), (1990) devised a scheme into which all these constructions fit naturally, which they call multiresolution analysis. Finally, Daubechies (1988) constructed orthonormal bases of wavelets generated by compactly supported $\psi$ which are $K$ times differentiable.


Fig. 3. Some examples of orthonormal wavelet bases with compact support constructed in Daubechies (1988). In every case both $\phi$ and $\psi$ are plotted. The number of nonvanishing $c_{n}$ is, respectively, 4, 12, and 20 , corresponding to support widths of, respectively, 3, 11, and 19.

A typical construction of an orthonormal basis of wavelets uses an auxiliary function $\phi$ such that

$$
\begin{equation*}
\phi(x)=\sum c_{n} \phi(2 x-n) . \tag{6.4}
\end{equation*}
$$

Provided the $\phi(x-n)$ are an orthonormal set, the function $\psi$ is then given by

$$
\psi(x)=\sum_{n}(-1)^{n} c_{n+1} \phi(2 x+n) .
$$

(If the functions $\phi(x-n)$ are not orthonormal, we first construct $\tilde{\phi}$ by $\hat{\tilde{\phi}}(\xi)=\hat{\phi}(\xi) \times$ $\left(\sum_{m \in \mathbb{Z}}|\hat{\phi}(\xi+2 \pi m)|^{2}\right)^{-1 / 2}$; the $\tilde{\phi}(x-n)$ are orthonormal, and satisfy an equation of type (6.4), with different $\tilde{c}_{n}$; for more details see Daubechies (1988) or Mallat (1989)).

A construction of $\phi$ using only finitely many $c_{n}$ results in a compactly supported $\phi$ (see § 2 ), and therefore a compactly supported $\psi$. As a finite linear combination of translated and dilated versions of $\phi, \psi$ has the same regularity as $\phi$. It follows that a good understanding of the regularity of solutions of finite two-scale difference equations is important in the construction of orthonormal bases of compactly supported wavelets. The examples constructed in Daubechies (1988) have the property that their support width increases linearly with their regularity. This is illustrated by Fig. 3, which shows the pairs $\phi, \psi$ for support widths 3,11 , and 19 , respectively. It is clear that $\phi, \psi$ become more regular as their width increases; Daubechies (1988) showed that there exists $\mu>0$ such that

$$
\phi_{N}, \psi_{N} \in C^{\mu N} \quad \text { where }\left|\operatorname{supp} \phi_{N}\right|=\left|\operatorname{supp} \psi_{N}\right|=N .
$$

The question then arose whether this linear increase of the support width was necessary. This question is now answered affirmatively by Theorem 5.1: if $\phi \in C^{K}$, then $|\operatorname{supp} \phi| \geqq$ $K+2$. This also provides a simple proof for the (known) fact that it is impossible to construct wavelet bases generated by a compactly supported $C^{\infty}$-function $\phi$.

## Appendix.

Proposition. Suppose $f$ is a compactly supported function in Lip ${ }^{L, \alpha}$. Define functions $f_{j}$ by:
(1) On every interval $\left[n 2^{-j},(n+1) 2^{-j}\right], f_{j}$ is a polynomial of degree $2 L+1$.
(2) $f_{j}$ is in $C^{L}$ and

$$
f_{j}^{(l)}\left(n 2^{-j}\right)=f^{(l)}\left(n 2^{-j}\right) \quad \text { for } l=0, \cdots, L, \quad n \in \mathbb{Z} .
$$

Then $\left\|f^{(l)}-f_{j}^{(l)}\right\|_{L^{\infty}} \leqq C 2^{-j(L-l+\alpha)}$ for $l=0, \cdots, L$, and for some $C$ independent of $j$ and $l$.

Proof. (1) Choose $x \in \operatorname{support}(f), j \in \mathbb{N}$ arbitrary. Find $n$ so that $2^{-j} n \leqq x \leqq$ $2^{-j}(n+1)$. Then

$$
\begin{align*}
\left|f^{(l)}(x)-f_{j}^{(l)}(x)\right| \leqq & \left|f^{(l)}(x)-\sum_{k=l}^{L} \frac{1}{(k-l)!} f^{(k)}\left(2^{-j} n\right)\left(x-2^{-j} n\right)^{(k-l)}\right|  \tag{A.1}\\
& +\left|f_{j}^{(l)}(x)-\sum_{k=l}^{L} \frac{1}{(k-l)!} f^{(k)}\left(2^{-j} n\right)\left(x-2^{-j} n\right)^{(k-l)}\right| .
\end{align*}
$$

Since $f \in \operatorname{Lip}^{L, \alpha}$ and support $(f)$ is finite, the first term is bounded by $C\left|x-2^{-j} n\right|^{\alpha+(L-l)} \leqq C 2^{-j(\alpha+L-l)}$ with $C$ independent of $x$ or $j$. It therefore suffices to bound the second term.
(2) On $\left[2^{-j} n, 2^{-j}(n+1)\right]$ we have

$$
f_{j}(y)=\sum_{l=0}^{L} \frac{1}{l!} f^{(l)}\left(2^{-j} n\right)\left(y-2^{-j} n\right)^{l}+\sum_{l=0}^{L} \frac{1}{(L+1+l)!} a_{n, l}^{j}\left(y-2^{-j} n\right)^{L+1+l}
$$

with the $a_{n, l}^{j}$ determined by the $L+1$ equations, $0 \leqq m \leqq L$,

$$
\sum_{l=0}^{L} \frac{1}{(L+1+l-m)!} a_{n, l^{j}} 2^{-j(L+1+l-m)}=f^{(m)}\left(2^{-j}(n+1)\right)-\sum_{l=m}^{L} \frac{1}{(l-m)!} f^{(l)}\left(2^{-j} n\right) 2^{-j(l-m)},
$$

or

$$
\begin{equation*}
\sum_{l=0}^{L} \frac{1}{(L+1+l-m)!} a_{n, l^{j}}^{-j(l+1)}=b_{n, m}^{j} \tag{A.2}
\end{equation*}
$$

where

$$
b_{n, m}^{j}=2^{-j(L-m)}\left[f^{(m)}\left(2^{-j}(n+1)\right)-\sum_{l=m}^{L} \frac{1}{(l-m)!} f^{(l)}\left(2^{-j} n\right) 2^{-j(l-m)}\right]
$$

is bounded, uniformly in $n$, by $C 2^{-j \alpha}$ because $f \in \operatorname{Lip}^{L, \alpha}$ and $f$ is compactly supported. It follows, by inverting the system (A.2), that

$$
\left|a_{n, 2^{j}} 2^{-j(l+1)}\right| \leqq C 2^{-j \alpha} .
$$

(3) Consequently,

$$
\begin{aligned}
& \left|f_{j}^{(l)}(x)-\sum_{k=1}^{L} \frac{1}{(k-l)!} f^{(k)}\left(2^{-n} j\right)\left(x-2^{-j} n\right)^{(k-l)}\right| \\
& \quad=\left|\sum_{k=0}^{L} \frac{1}{(L+1+k-l)!} a_{n, k}^{j}\left(x-2^{-j} n\right)^{L+1+k-l}\right| \\
& \quad \leqq \sum_{k=0}^{L} \frac{1}{(L+1+k-l)!} C 2^{j(k+1)} 2^{-j \alpha} 2^{-j(L+1+k-l)} \\
& \quad \leqq C 2^{-j(L-l+\alpha)} .
\end{aligned}
$$

Hence (A.1) $\leqq C 2^{-j(L-l+\alpha)}$ for all $x$, with $C$ independent of $j$, $l$, or $x$, and the proposition is proved.
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#### Abstract

For $Q u$ a second-order singular quasilinear elliptic operator, the notion of a first eigenvalue is introduced. The terminology singular arises from the fact that the coefficients of $Q$ may be zero on part or all of the boundary or the region of definition may be unbounded. A one-sided nonlinear result for $Q$ is established below the first eigenvalue, and a theorem and corollary (called results at resonance) are established at the first eigenvalue. The corollary presents a condition which is both necessary and sufficient. Examples are given involving Hermite polynomials, Bessel functions, and other special functions.
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1. Introduction. Let $\Omega \subset \mathbb{R}^{N}, N \geqq 1$, be an open (possibly unbounded) connected set and let $p$ and $\rho$ be two positive functions in $\Omega$ with $p \in C^{1}(\bar{\Omega})$ and $\rho \in C^{0}(\Omega)$. We set

$$
\begin{equation*}
Q u(x)=-D_{i}\left[p(x) A_{i}(x, u, D u)\right]+\rho(x) B_{0}(x, u, D u) u \tag{1.0}
\end{equation*}
$$

where $D_{i}=\partial / \partial x_{i}$ and $D=\left(D_{1}, \cdots, D_{N}\right)$. We shall study the singular quasi-linear equation

$$
\begin{equation*}
Q u(x)=\rho(x) f(x, u)+G . \tag{1.1}
\end{equation*}
$$

The term singular arises from the fact that $\Omega$ may be unbounded or that $p$ may equal zero on part or all of the boundary of $\Omega$. A similar situation occurs for the singular Sturm-Liouville system studied in elementary differential equations (see [1, p. 57], [2, p. 554], or [3, p. 560]).

In (1.0) and for the rest of the paper the summation convention is used for $i=1, \cdots, N$. Throughout we shall suppose

$$
\begin{equation*}
p \in C^{0}(\bar{\Omega}), \quad p>0 \quad \text { in } \Omega, \quad \int_{\Omega} p<\infty, \quad \text { and } p=0 \quad \text { on } \Gamma_{1} \subset \partial \Omega \tag{1.2}
\end{equation*}
$$

where $\Gamma_{1}$ may be the empty set, i.e., $\Gamma_{1}=\{x \in \partial \Omega: p(x)=0\}$.

$$
\begin{equation*}
\rho \in C^{0}(\Omega), \quad \rho>0 \quad \text { in } \Omega, \quad \text { and } \int_{\Omega} \rho<\infty . \tag{1.3}
\end{equation*}
$$

In order to explain the type of problem we intend to study for (1.1), we have to introduce some Hilbert spaces. In particular, we let $C_{\rho}^{0}(\Omega)$ and $C_{p, \rho}^{1}(\Omega)$ be the following two pre-Hilbert spaces:

$$
\begin{equation*}
C_{\rho}^{0}(\Omega)=\left\{u \in C^{0}(\Omega): \int_{\Omega} u^{2} \rho<\infty\right\} \tag{1.4}
\end{equation*}
$$

[^108]with $\langle u, v\rangle_{\rho}=\int_{\Omega} u v \rho$;
\[

$$
\begin{equation*}
C_{p, \rho}^{1}(\Omega)=\left\{u \in C^{0}(\bar{\Omega}) \cap C^{1}(\Omega): u=0 \text { on } \partial \Omega \backslash \Gamma_{1} \text { and } \int_{\Omega}|D u|^{2} p+u^{2} \rho<\infty\right\} \tag{1.5}
\end{equation*}
$$

\]

with $\langle u, v\rangle_{p, \rho}=\int_{\Omega}[D u \cdot D v p+u v \rho]$.
$L_{\rho}^{2}(\Omega)$ will designate the Hilbert space that we obtain by completing $C_{\rho}^{0}(\Omega)$ using the method of Cauchy sequences with respect to the norm $\|u\|_{\rho}=\langle u, u\rangle_{\rho}^{1 / 2}$, and $H_{p, \rho}^{1}(\Omega)$ will designate the Hilbert space that we obtain by completing $C_{p, \rho}^{1}(\Omega)$ with respect to the norm $\|u\|_{p, \rho}=\langle u, u\rangle_{p, \rho}^{1 / 2}$.

We define $L_{\rho}^{q}(\Omega)$ in a similar manner for $1 \leqq q<\infty$ and we also observe that $L_{p}^{2}(\Omega)$ is a well-defined space.

Continuing, we make the following assumptions for the functions $A_{i}(x, t, \xi)$, $i=1, \cdots, N$, and $B_{0}(x, t, \xi)$ where $x \in \Omega, t \in \mathbb{R}$, and $\xi \in \mathbb{R}^{N}$.
(Q1) $\quad A_{i}(x, t, \xi): \Omega \times \mathbb{R} \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ and $B_{0}(x, t, \xi): \Omega \times \mathbb{R} \times \mathbb{R}^{N} \rightarrow \mathbb{R}$, and both satisfy the Caratheodory conditions (i.e., $A_{i}(x, t, \xi)$ is measurable for $x$ in $\Omega$ for every fixed $(t, \xi) \in \mathbb{R} \times \mathbb{R}^{N}$ and is continuous in ( $t, \xi$ ) for almost every fixed $x \in \Omega$, and similarly, for $B_{0}(x, t, \xi)$ ).
(Q2) There exist $h \geqq 0$ and $c_{1} \geqq 0$ with $h \in L_{p}^{2}(\Omega)$ and $c_{1}$ a constant such that, respectively,

$$
\begin{aligned}
& \left|A_{i}(x, t, \xi)\right| \leqq h(x)+c_{1}|\xi| \text { for a.e. } x \in \Omega \text { or } \\
& \left|A_{i}(x, t, \xi)\right| \leqq h(x)+c_{1}\left(t^{2}+|\xi|^{2}\right)^{1 / 2} \quad \text { for a.e. } x \in \Omega
\end{aligned}
$$

accordingly as $L_{\rho}^{2}(\Omega)$ is not or is continuously imbedded in $L_{p}^{2}(\Omega)$ (i.e., the latter means $L_{\rho}^{2}(\Omega) \subset L_{p}^{2}$ and $\|u\|_{p} \leqq K\|u\|_{\rho}$ for all $\left.u \in L_{\rho}\right)$.
(Q3) There exists a positive constant $c_{2}$ such that $\left|B_{0}(x, t, \xi)\right| \leqq c_{2}$ for almost every $x \in \Omega$ and for all $(t, \xi) \in \mathbb{R} \times \mathbb{R}^{N}$.
(Q4) There exists a positive constant $c_{3}$ and a nonnegative function $Z \in L_{p}^{1}(\Omega)$ subject to $A_{i}(x, t, \xi) \xi_{i} \geqq c_{3}|\xi|^{2}-Z(x)$ for almost every $x \in \Omega$ and for all $(t, \xi) \in$ $\mathbb{R} \times \mathbb{R}^{N}$.
$\left[A_{i}(x, t, \xi)-A_{i}\left(x, t, \xi^{\prime}\right)\right]\left(\xi_{i}-\xi_{i}^{\prime}\right)>0$ for almost every $x \in \Omega$, for all $t \in \mathbb{R}^{N}$, and for all $\xi, \xi^{\prime} \in \mathbb{R}^{N}$ with $\xi \neq \xi^{\prime}$.

Next, we introduce the semilinear form

$$
\begin{equation*}
\mathscr{Q}(u, v)=\int_{\Omega} p A_{i}(x, u, D u) D_{i} v+\rho B_{0}(x, u, D u) u v \tag{1.6}
\end{equation*}
$$

and we see from (Q1)-(Q3) that $\mathscr{2}(u, v)$ is well defined for $u, v \in H_{p, \rho}^{1}$. Also, we define

$$
\begin{equation*}
\lambda_{1}^{*}=\liminf _{\|u\|_{\rho} \rightarrow \infty} \mathscr{2}(u, u) /\|u\|_{\rho}^{2}, \quad u \in H_{p, \rho}^{1} . \tag{1.7}
\end{equation*}
$$

It is clear that if 2 were a linear elliptic operator and $p$ and $\rho$ were equal to one, $\lambda_{1}^{*}$ would be the first eigenvalue associated with the Dirichlet problem (see [7, p. 213]). An easy computation using (Q2)-(Q4) shows that $\lambda_{1}^{*}$ is a finite-valued real number.
The first theorem that we shall present here will involve the interplay between the left-hand side and the right-hand side of (1.1), i.e., between $Q$ and $f$, at values strictly below $\lambda_{1}^{*}$. In particular, we shall assume the following:

$$
\begin{equation*}
f(x, t) \text { meets the usual Caratheodory condition. } \tag{f1}
\end{equation*}
$$

(f2) There exist $\tilde{h_{1}} \geqq 0$ and $\varepsilon_{0}>0$ with $\tilde{h_{1}} \in L_{\rho}^{2}(\Omega)$ subject to

$$
t f(x, t) \leqq\left(\lambda_{1}^{*}-\varepsilon_{0}\right) t^{2}+\tilde{h}_{1}(x)|t| \quad \forall t \in \mathbb{R} \text { and a.e. } x \in \Omega .
$$

There exist $K>0$ and $\tilde{h}_{2} \geqq 0$ with $\tilde{h}_{2} \in L_{\rho}^{2}(\Omega)$ subject to

$$
\begin{equation*}
|f(x, t)| \leqq \tilde{h}_{2}(x)+K|t| \quad \forall t \in \mathbb{R} \text { and a.e. } x \in \Omega . \tag{f3}
\end{equation*}
$$

We shall also assume that $G \in\left[H_{p, \rho}^{1}(\Omega)\right]^{*}$, i.e., $G: H_{p, \rho}^{1}(\Omega) \rightarrow \mathbb{R}, G$ is linear, and there exist $K_{1}$ subject to

$$
\begin{equation*}
|G(u)| \leqq K_{1}\|u\|_{p, \rho} \quad \forall u \in H_{p, \rho}^{1} . \tag{1.8}
\end{equation*}
$$

Next, we state the first theorem we shall prove in this paper. This statement will involve an assumption labeled $O_{p, \rho}(\Omega)$ which will be explained and illustrated using special functions in the paragraphs following the theorem.

Theorem 1. Let $\Omega \subset \mathbb{R}^{N}, N \geqq 1$, be an open connected set and let $p$ and $\rho$ satisfy (1.2) and (1.3). Assume (Q1)-(Q5), (f1)-(f3), $O_{p, \rho}(\Omega)$, and that $G \in\left[H_{p, \rho}^{1}(\Omega)\right]^{*}$. Then there exist $u^{\#} \in H_{p, \rho}^{1}(\Omega)$ such that

$$
\begin{equation*}
2\left(u^{\#}, v\right)=\left\langle f\left(\cdot, u^{\#}\right), v\right\rangle_{\rho}+G(v) \quad \forall v \in H_{p, \rho}^{1}(\Omega) \tag{1.9}
\end{equation*}
$$

where $2\left(u^{\#}, v\right)$ is defined by (1.6).
It is easy to give examples to show that the above theorem is a best possible result, i.e., (1.9) is false if we allow $\varepsilon_{0}$ to be zero in (f2). We shall do this in the concluding paragraphs of this section.

By assumption $O_{p, \rho}(\Omega)$ we shall mean that the following three conditions (O1)(O3) hold
(O1) There exists a complete orthonormal sequence of functions $\left\{\psi_{n}\right\}_{n=1}^{\infty}$ in $L_{\rho}^{2}(\Omega)$. Also $\psi_{n} \in H_{p, \rho}^{1}(\Omega)$ for all $n$.
(O2) There exist $\left\{\lambda_{n}\right\}_{n=1}^{\infty}$ with $1 \leqq \lambda_{1}<\lambda_{2} \leqq \lambda_{3} \leqq \cdots \leqq \lambda_{n} \leqq \cdots \rightarrow \infty$ subject to

$$
\left\langle\psi_{n}, v\right\rangle_{p, \rho}=\lambda_{n}\left\langle\psi_{n}, v\right\rangle_{\rho} \quad \forall v \in H_{p, \rho}^{1}(\Omega) .
$$

(O3) $\quad \psi_{1}>0$ almost everywhere in $\Omega$.
Now there are many unbounded (as well as bounded) open connected sets $\Omega$ that satisfy assumption $O_{p, \rho}(\Omega)$. We illustrate this fact using the theory of special functions.

First and first foremost, we take $\Omega=\mathbb{R}^{2}$ (with a similar situation prevailing in $\left.\mathbb{R}^{N}, N \geqq 1\right)$, set $\rho(x)=p(x)=e^{-\left(x_{1}^{2}+x_{2}^{2}\right)}$, and take

$$
\begin{equation*}
\phi_{m n}\left(x_{1}, x_{2}\right)=H_{m}\left(x_{1}\right) H_{n}\left(x_{2}\right) /\left(2^{-m} 2^{-n} m!n!\pi\right)^{1 / 2} \tag{1.10}
\end{equation*}
$$

where $H_{n}(t)=(-1)^{n} e^{t^{2}} d^{n} e^{-t^{2}} / d t^{n}$ is the familiar Hermite polynomial for $n=$ $0,1,2, \cdots$. As is well known, $\left\{H_{n}(t) /\left(2^{n} n!\pi^{1 / 2}\right)^{1 / 2}\right\}_{n=0}^{\infty}$ forms a complete orthonormal system over $\mathbb{R}^{1}$ with respect to the weight $e^{-t^{2}}$. Hence it follows from (1.10) that $\left\{\phi_{m n}\right\}_{m=0, n=0}^{\infty, \infty}$ forms a CONS for $L_{\rho}^{2}\left(\mathbb{R}^{2}\right)$ where $\rho=e^{-\left(x_{1}^{2}+x_{2}^{2}\right)}$ and therefore (O1) holds. Also, $\left[e^{-t^{2}} H_{n}^{\prime}(t)\right]^{\prime}=-2 n e^{-t^{2}} H_{n}(t)$. An easy computation, using this last fact, shows that if $v \in C_{p, \rho}^{1}(\Omega)$ as defined by (1.5), then with $D_{1}=\partial / \partial x_{1}$,

$$
\int_{\mathbb{R}^{2}} e^{-\left(x_{1}^{2}+x_{2}^{2}\right)} H_{n}\left(x_{2}\right) D_{1} H_{m}\left(x_{1}\right) D_{1} v\left(x_{1}, x_{2}\right)=2 m \int_{\mathbb{R}^{2}} e^{-\left(x_{1}^{2}+x_{2}^{2}\right)} H_{n}\left(x_{2}\right) H_{m}\left(x_{1}\right) v\left(x_{1}, x_{2}\right)
$$

From this fact, it follows that

$$
\left\langle\phi_{m n}, v\right\rangle_{p, \rho}=[2(m+n)+1]\left\langle\phi_{m n}, v\right\rangle_{\rho} \quad \forall v \in H_{p, \rho}^{1} .
$$

Consequently, we see that ( O 2 ) holds with $\lambda_{1}=1, \lambda_{2}=3, \lambda_{3}=3, \lambda_{4}=5$, etc. Also, we see from (1.10) that $\psi_{1}=\pi^{-1 / 2}$; hence (O3) holds and $O_{p, \rho}(\Omega)$ is established for this case.

For the second example, we work in $\mathbb{R}^{3}$, take $\tilde{\Omega} \subset \mathbb{R}^{2}$ to be a bounded open connected set, and $\Omega=\tilde{\Omega} \times \mathbb{R}^{1}$. So $\Omega$ is an infinite cylinder whose axis is parallel to the $x_{3}$-axis. We take $p(x)=\rho(x)=e^{-x_{3}^{2}}$ and

$$
\begin{equation*}
\Phi_{m n}(x)=\phi_{m}\left(x_{1}, x_{2}\right) H_{n}\left(x_{3}\right) /\left(2^{n} n!\pi^{1 / 2}\right)^{1 / 2}, \quad m=1,2, \cdots, n=0,1, \cdots, \tag{1.11}
\end{equation*}
$$

where $\left\{\phi_{m}\left(x_{1}, x_{2}\right)\right\}_{m=1}^{\infty}$ and $\left\{\eta_{m}\right\}_{m=1}^{\infty}$ are the familiar eigenfunctions and eigenvalues of the Laplace operator in $W_{0}^{1,2}(\tilde{\Omega})$. Since $\left\{\phi_{m}\left(x_{1}, x_{2}\right)\right\}_{m=1}^{\infty}$ is a CONS for $L^{2}(\tilde{\Omega})$ and $\left\{H_{n}\left(x_{3}\right) /\left(2^{n} n!\pi^{1 / 2}\right)^{1 / 2}\right\}_{n=0}^{\infty}$ is a CONS over $\mathbb{R}^{1}$ with respect to the weight $e^{-x_{3}^{2}}$, it follows that $\left\{\Phi_{m n}\right\}_{m=1, n=0}^{\infty, \infty}$ is a CONS for $L_{\rho}^{2}(\Omega)$. Therefore (O1) holds.

Using the properties alluded to in the first example, an easy computation shows that

$$
\begin{align*}
& \int_{\Omega} e^{-x_{3}^{2}} \phi_{m}\left(x_{1}, x_{2}\right) D_{3} H_{n}\left(x_{3}\right) D_{3} v(x) \\
&=2 n \int_{\Omega} e^{-x_{3}^{2}} \phi_{m}\left(x_{1}, x_{2}\right) H_{n}\left(x_{3}\right) v(x) \quad \forall v \in C_{p, \rho}^{1}(\Omega) . \tag{1.12}
\end{align*}
$$

Hence, it follows from (1.11) that

$$
\left\langle\Phi_{m n}, v\right\rangle_{p, \rho}=\left(\eta_{m}+2 n+1\right)\left\langle\Phi_{m n}, v\right\rangle_{\rho}
$$

for all $v \in H_{p, \rho}^{1}$. Consequently, we see ( O 2 ) holds with $\lambda_{1}=\eta_{1}+1$ and $\lambda_{2}=\eta_{2}+1$ or $\eta_{1}+3$, depending on which is smaller. As is well known [7, p. 214], $\phi_{1}\left(x_{1}, x_{2}\right)>0$ almost everywhere in $\tilde{\Omega}$. Hence $\psi_{1}\left(x_{1}, x_{2}, x_{3}\right)=\phi_{1}\left(x_{1}, x_{2}\right) \pi^{-1 / 2}$ and we see that (O3) holds. Consequently, $O_{p, \rho}(\Omega)$ is established.

For our third example, we work in $\mathbb{R}^{2}$ and take $\Omega=(0,1) \times \mathbb{R}^{1}$ with $p\left(x_{1}, x_{2}\right)=$ $x_{1} e^{-x_{2}^{2}}=\rho\left(x_{1}, x_{2}\right)$. Also we set

$$
\begin{equation*}
\phi_{m n}\left(x_{1}, x_{2}\right)=J_{0}\left(\eta_{m} x_{1}\right) H_{n}\left(x_{2}\right) /\left[2^{-1} J_{1}\left(\eta_{m}\right) 2^{n} n!\pi^{1 / 2}\right]^{1 / 2} \tag{1.13}
\end{equation*}
$$

for $m=1,2, \cdots, n=0,1,2, \cdots$, where $J_{0}(t)$ and $J_{1}(t)$ are the familier Bessel functions of the first kind and $\eta_{m}$ is the $m$ th positive zero of $J_{0}(t)$. As is well known [8, p. 264], $\left\{J_{0}\left(\eta_{m} t\right) /\left[2^{-1} J_{1}\left(\eta_{m}\right)\right]^{1 / 2}\right\}_{m=1}^{\infty}$ is CONS with respect to weight $t$ on $[0,1]$. Hence, it follows that $\left\{\phi_{m n}\right\}_{m=1, n=0}^{\infty, \infty}$ is a CONS for $L_{\rho}^{2}(\Omega)$. Observing that

$$
\int_{\Omega} e^{-x_{2}^{2}} H_{n}\left(x_{2}\right) x_{1} D_{1} J_{0}\left(\eta_{m} x_{1}\right) D_{1} v(x)=\eta_{m}^{2} \int_{\Omega} e^{-x_{2}^{2}} x_{1} H_{n}\left(x_{2}\right) J_{0}\left(\eta_{m} x_{1}\right) v(x)
$$

for all $v \in C_{p, \rho}^{1}(\Omega)$ and using the analogue of (1.12) for the current situation, we see from (1.13) that

$$
\left\langle\phi_{m n}, v\right\rangle_{p, \rho}=\left(\eta_{m}^{2}+2 n+1\right)\left\langle\phi_{m n}, v\right\rangle_{\rho}
$$

for all $v \in H_{p, \rho}^{1}$. Consequently, we see that ( O 2 ) holds with $\lambda_{1}=\eta_{1}^{2}+1, \lambda_{2}=\eta_{1}^{2}+3$, $\lambda_{3}=\eta_{1}^{2}+5$, etc. Since $J_{0}\left(\eta_{1} t\right)>0$ in $[0,1)$, we see that $\psi_{1}\left(x_{1}, x_{2}\right)=J_{0}\left(\eta_{1} x_{1}\right) \pi^{-1 / 2}>0$ in $\Omega$ and (O3) holds. Therefore, $O_{p, \rho}(\Omega)$ is established.

For our fourth example, we continue to work in $\mathbb{R}^{2}$ and take $\Omega=(0,1) \times(0,1)$ with $p(x)=\rho(x)=x_{1} x_{2}$. We set

$$
\begin{equation*}
\phi_{m n}\left(x_{1}, x_{2}\right)=J_{0}\left(\eta_{m} x_{1}\right) J_{0}\left(\eta_{n} x_{2}\right) /\left[2^{-2} J_{1}\left(\eta_{m}\right) J_{1}\left(\eta_{n}\right)\right]^{1 / 2} \tag{1.14}
\end{equation*}
$$

$m, n=1,2, \cdots$, where we use the notation of the previous example. Observing that

$$
\int_{\Omega} x_{1} x_{2} J_{0}\left(\eta_{n} x_{2}\right) D_{1} J_{0}\left(\eta_{m} x_{1}\right) D_{1} v(x)=\eta_{m}^{2} \int_{\Omega} x_{1} x_{2} J_{0}\left(\eta_{m} x_{1}\right) J_{0}\left(\eta_{n} x_{2}\right) v(x)
$$

for all $v \in C_{p, \rho}^{1}(\Omega)$, we see, as in the previous example, that (01)-(03) hold here also with

$$
\lambda_{1}=2 \eta_{1}^{2}+1, \quad \lambda_{2}=\eta_{1}^{2}+\eta_{2}^{2}+1, \quad \lambda_{3}=\eta_{1}^{2}+\eta_{2}^{2}+1,
$$

etc., and

$$
\psi_{1}\left(x_{1}, x_{2}\right)=J_{0}\left(\eta_{1} x_{1}\right) J_{0}\left(\eta_{1} x_{2}\right) / 2^{-1} J_{1}\left(\eta_{1}\right)
$$

Hence, $O_{p, \rho}(\Omega)$ is established for this case.
In $\mathbb{R}^{1}$ we see that $O_{p, \rho}(\Omega)$ holds for the following situations:

$$
\begin{align*}
& \Omega=(0, \infty), \quad p(x)=x^{\alpha+1} e^{-x}, \quad \rho(x)=x^{\alpha} e^{-x}, \quad \alpha>-1,  \tag{1.15}\\
& \Omega=(-1,1), \quad p(x)=(1-x)^{\alpha+1}(1+x)^{\beta+1}, \quad \rho=(1-x)^{\alpha}(1+x)^{\beta}, \quad \alpha, \beta>-1 . \tag{1.16}
\end{align*}
$$

For (1.15) we use the Laguerre polynomials and for (1.16) we use the Jacobi polynomials. For the details to be used to show that (O1)-(O3) hold in these cases, we refer the reader to [14].

The terminology special functions usually refers to the Jacobi polynomials, Laguerre polynomials, Hermite polynomials, and Bessel functions. The above examples illustrate why we have used this terminology in the title of the paper.

In closing this section, we shall use the first example above to show that $\varepsilon_{0}$ cannot be taken equal to zero in (f2); i.e., the theorem as stated is in general false if $\varepsilon_{0}=0$ in (f2).

To see this fact, we take $\Omega=\mathbb{R}^{2}$ and use the first example from above with $p(x)=\rho(x)=e^{-\left(x_{1}^{2}+x_{2}^{2}\right)}$. Then as we pointed out, $\lambda_{1}=1$ and $\psi_{1}=\pi^{-1 / 2}$. We take $A_{1}(x, t, \xi)=\xi_{1}, A_{2}(x, t, \xi)=\xi_{2}$, and $B_{0}(x, t, \xi)=1$. Therefore,

$$
Q u=-\left[D_{1} p D_{1} u+D_{2} p D_{2} u\right]+p u
$$

and we see that (Q1)-(Q5) holds. Also we see that

$$
\begin{equation*}
\mathscr{Q}(u, v)=\int_{\mathbb{R}^{2}} p(x)\left[D_{1} u D_{1} v+D_{2} u D_{2} v+u v\right] \tag{1.17}
\end{equation*}
$$

for all $u, v \in H_{p, \rho}^{1}$. Since $p=\rho$ we obtain from (1.17) that $\mathscr{2}(u, u) /\|u\|_{\rho}^{2} \geqq 1$ for $u \neq 0$. Hence it follows from (1.7) that $\lambda_{1}^{*} \geqq 1$. But $\psi_{1} \in H_{p, \rho}^{1}$ and $2\left(\psi_{1}, \psi_{1}\right) /\left\|\psi_{1}\right\|_{\rho}^{2}=1$. Therefore, $\lambda_{1}^{*}=1=\lambda_{1}$.

Next, we take $f(x, t)=t$ and observe that $f(x, t)$ meets (f1), (f3), and (f2) with $\varepsilon_{0}=0$. Also, we take $G(v)=\left\langle\psi_{1}, v\right\rangle_{\rho}$ for all $v \in H_{p, \rho}^{1}$. Suppose the theorem held under such circumstances. Then from (1.9) we see that there exist $u^{\#} \in H_{p, \rho}^{1}\left(\mathbb{R}^{2}\right)$ such that

$$
\begin{equation*}
2\left(u^{\#}, v\right)=\left\langle u^{\#}, v\right\rangle_{\rho}+\left\langle\psi_{1}, v\right\rangle_{\rho} \quad \forall v \in H_{p, \rho}^{1} . \tag{1.18}
\end{equation*}
$$

We take $v=\psi_{1}$ in (1.18) and observe from (1.17) and the fact $p=\rho$ that

$$
\left\langle u^{\#}, \psi_{1}\right\rangle_{\rho}=\left\langle u^{\#}, \psi_{1}\right\rangle_{\rho}+\left\langle\psi_{1}, \psi_{1}\right\rangle_{\rho} .
$$

Therefore, $\left\langle\psi_{1}, \psi_{1}\right\rangle_{\rho}=0$. But $\left\langle\psi_{1}, \psi_{1}\right\rangle_{\rho}=1$. We have arrived at a contradiction. No such $u^{\#}$ as in (1.18) exists. Hence our theorem is in a certain sense best possible, as asserted.

The monotonicity assumption (Q5) above enables us to deal with the nonlinear aspect of $D u$ in $A_{i}(x, u, D u)$ and this part of the paper was motivated by the classical 1970 article of Browder [5] and the 1965 result of Leray and Lions [11].

Theorem 2 of this paper is stated and proved in § 4.
2. Fundamental lemmas. The first lemma we prove is the following.

Lemma 1. Assume (O1)-(O3) and that $g \in L_{\rho}^{2}(\Omega)$. Set

$$
\begin{equation*}
\hat{g}(n)=\left\langle\psi_{n}, g\right\rangle_{\rho} . \tag{2.1}
\end{equation*}
$$

Then $g \in H_{p, \rho}^{1}$ if and only if $\sum_{n=1}^{\infty} \lambda_{n}|\hat{g}(n)|^{2}<\infty$. Furthermore, if $g \in H_{p, \rho}^{1},\|g\|_{p, \rho}^{2}=$ $\sum_{n=1}^{\infty} \lambda_{n}|\hat{g}(n)|^{2}$.

To prove Lemma 1, we observe from (O1) and (O2) that $\left\langle\psi_{n}, \psi_{n}\right\rangle_{p, \rho}=\lambda_{n}>0$. Also, we see that if $v \in H_{p, \rho}^{1}$ is such that $\left\langle\psi_{n}, v\right\rangle_{p, \rho}=0$ for all $n$, then $\left\langle\psi_{n}, v\right\rangle_{\rho}=0$ for all $n$. Since $\left\{\psi_{n}\right\}_{n=1}^{\infty}$ is CONS in $L_{\rho}^{2}$, it follows that $v=0$ almost everywhere in $\Omega$. Hence we conclude that

$$
\begin{equation*}
\left\{\psi_{n} / \lambda_{n}^{1 / 2}\right\}_{n=1}^{\infty} \quad \text { is CONS in } H_{p, \rho}^{1} . \tag{2.2}
\end{equation*}
$$

It follows from (2.2) that if $g \in H_{p, \rho}^{1}$, then

$$
\begin{equation*}
\|g\|_{p, \rho}^{2}=\sum_{n=1}^{\infty}\left\langle g, \psi_{n}\right\rangle_{p, \rho}^{2} \lambda_{n}^{-1}<\infty . \tag{2.3}
\end{equation*}
$$

But from (O2) and (2.1), we have $\left\langle g, \psi_{n}\right\rangle_{p, \rho}=\lambda_{n} \hat{g}(n)$. Consequently, we conclude from (2.3) that

$$
\begin{equation*}
\|g\|_{p, \rho}^{2}=\sum_{n=1}^{\infty} \lambda_{n}|\hat{g}(n)|^{2}<\infty \tag{2.4}
\end{equation*}
$$

and the only if part of the above lemma is established. Also the last line in the conclusion of the lemma is established.

To establish the if part, we assume

$$
\begin{equation*}
\sum_{n=1}^{\infty} \lambda_{n}|\hat{g}(n)|^{2}<\infty, \tag{2.5}
\end{equation*}
$$

and set $h_{n}=\sum_{k=1}^{n} \hat{g}(k) \psi_{k}=\sum_{k=1}^{n} \sqrt{\lambda_{k}} \hat{g}(k) \psi_{k} / \sqrt{\lambda_{k}}$. Then for $m>n,\left\|h_{m}-h_{n}\right\|_{p, \rho}^{2}=$ $\sum_{n+1}^{m} \lambda_{k}|\hat{g}(k)|^{2}$. Hence it follows from (2.5) that $\left\{h_{n}\right\}_{n=1}^{\infty}$ is a Cauchy sequence in the Hilbert space $H_{p, \rho}^{1}$. Therefore there exist $h \in H_{p, \rho}^{1}$ such that $\left\|h_{n}-h\right\|_{p, \rho} \rightarrow 0$. But this implies that $\left\|h_{n}-h\right\|_{\rho} \rightarrow 0$. Since it follows from the definition of $h_{n}$ and the fact that $g \in L_{\rho}^{2}$ that $\left\|h_{n}-g\right\|_{\rho} \rightarrow 0$. We conclude that $g=h$ and the lemma is established.

Lemma 2. Assume ( O 1$)-(\mathrm{O} 3)$. The $H_{p, \rho}^{1}(\Omega)$ is compactly imbedded in $L_{\rho}^{2}(\Omega)$.
To establish this lemma, assume that there exists a sequence $\left\{v_{n}\right\}_{n=1}^{\infty}$ in $H_{p, \rho}^{1}$ and a constant $K$ such that $\left\|v_{n}\right\|_{p, \rho}^{2} \leqq K$ for all $n$. Then it follows from Lemma 1 and (2.4) that

$$
\begin{equation*}
\sum_{k=1}^{\infty} \lambda_{k}\left|\hat{v}_{n}(k)\right|^{2} \leqq K . \tag{2.6}
\end{equation*}
$$

To complete the proof of the lemma, we have to show that there exist $v \in H_{p, \rho}^{1}$ and a subsequence $\left\{v_{n_{m}}\right\}_{m=1}^{\infty}$ such that

$$
\begin{equation*}
\left\|v_{n_{m}}-v\right\|_{\rho}^{2} \rightarrow 0 . \tag{2.7}
\end{equation*}
$$

To establish (2.7), using (2.6), we choose a subsequence $\hat{v}_{(n, 1)}(1)$ such that $\hat{v}_{(n, 1)}(1) \rightarrow a_{1}$ as $n \rightarrow \infty$. Next we choose a subsequence $(n, 2)$ of $(n, 1)$ such that $\hat{v}_{(n, 2)}(2) \rightarrow a_{2}$. Continuing in this manner, we obtain subsequences $(n, k)$ and finite number $a_{k}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \hat{v}_{(n, k)}(k)=a_{k} \quad \forall k, \tag{2.8}
\end{equation*}
$$

where $(n, k+1)$ is a subsequence of $(n, k)$. Now let $j$ be a fixed positive integer. Then it follows from (2.6) that $\sum_{k=1}^{j} \lambda_{k}\left|\hat{v}_{(n, j)}(k)\right|^{2} \leqq K$. Consequently, it follows from (2.8) that $\sum_{k=1}^{j} \lambda_{k}\left|a_{k}\right|^{2} \leqq K$. But then letting $j \rightarrow \infty$, we see that

$$
\begin{equation*}
\sum_{k=1}^{\infty} \lambda_{k}\left|a_{k}\right|^{2} \leqq K \tag{2.9}
\end{equation*}
$$

It therefore follows from Lemma 1 that

$$
\begin{equation*}
\exists v \in H_{p, \rho}^{1} \quad \text { subject to } \hat{v}(k)=a_{k} . \tag{2.10}
\end{equation*}
$$

Next we define $v_{n_{m}}=v_{(m, m)}$, and we observe from (2.4) and (2.10) that

$$
\begin{equation*}
\left\|v_{n_{m}}-v\right\|_{\rho}^{2}=\sum_{k=1}^{\infty}\left|\hat{v}_{(m, m)}(k)-\hat{v}(k)\right|^{2} . \tag{2.11}
\end{equation*}
$$

Once again we let $j$ be a fixed positive integer. Then we see from (2.10) and (2.11) that

$$
\left\|v_{n_{m}}-v\right\|_{\rho}^{2} \leqq \sum_{k=1}^{j}\left|\hat{v}_{(m, m)}(k)-a_{k}\right|^{2}+\lambda_{j}^{-1} \sum_{k=1}^{\infty} \lambda_{k}\left|\hat{v}_{(m, m)}(k)-a_{k}\right|^{2} .
$$

Consequently, it follows from (2.6), (2.8), and (2.9) that

$$
\limsup _{m \rightarrow \infty}\left\|v_{n_{m}}-v\right\|_{\rho}^{2} \leqq 4 K / \lambda_{j}
$$

But by (O2), $\lambda_{j} \rightarrow \infty$. Hence lim sup $\sin _{m \rightarrow \infty}\left\|v_{n_{m}}-v\right\|_{\rho}^{2}=0$. Therefore (2.7) is established, and the proof of the lemma is complete.

Next, we establish the following lemma.
Lemma 3. Assume that the conditions in the hypothesis of the theorem hold. Let $n$ be a fixed positive integer, and let $S_{n}$ be the subspace of $H_{p, \rho}^{1}$ spanned by $\psi_{1}, \cdots, \psi_{n}$. Then there exist $u_{n} \in S_{n}$ such that

$$
\begin{equation*}
\mathscr{2}\left(u_{n}, v\right)=\left\langle f\left(\cdot, u_{n}\right), v\right\rangle_{\rho}+G(v) \quad \forall v \in S_{n} . \tag{2.12}
\end{equation*}
$$

To prove this lemma, we let $\alpha=\left(\alpha_{1}, \cdots, \alpha_{n}\right) \in \mathbb{R}^{n}$ and set

$$
\begin{equation*}
F_{k}(\alpha)=2\left(\alpha_{j} \psi_{j}, \psi_{k}\right)-\left\langle f\left(\cdot, \alpha_{j} \psi_{j}\right), \psi_{k}\right\rangle_{\rho}-G\left(\psi_{k}\right) \tag{2.13}
\end{equation*}
$$

for $k=1, \cdots, n$ where we have used the summation convention for $j=1, \cdots, n$. Then with $F(\alpha)=\left(F_{1}(\alpha), \cdots, F_{n}(\alpha)\right)$, we obtain that

$$
F(\alpha) \cdot \alpha=2\left(\alpha_{j} \psi_{j}, \alpha_{k} \psi_{k}\right)-\left\langle f\left(\cdot, \alpha_{j} \psi_{j}\right), \alpha_{k} \psi_{k}\right\rangle_{\rho}-G\left(\alpha_{k} \psi_{k}\right)
$$

Consequently, we obtain from (f2) and (O1) that

$$
\begin{equation*}
F(\alpha) \cdot \alpha \geqq \mathscr{2}\left(\alpha_{j} \psi_{j}, \alpha_{k} \psi_{k}\right)-\left(\lambda_{1}^{*}-\varepsilon_{0}\right)|\alpha|^{2}-\|\tilde{h}\|_{\rho}|\alpha|-G\left(\alpha_{k} \psi_{k}\right) \quad \forall \alpha \in \mathbb{R}^{n} . \tag{2.14}
\end{equation*}
$$

Since $G \in\left[H_{p, \rho}^{1}\right]^{*}$, there exist $K_{2}$ such that

$$
\begin{equation*}
|G(v)| \leqq K_{2}\|v\|_{p, \rho} . \tag{2.15}
\end{equation*}
$$

Also, it follows from Lemma 1 that there exist $K_{3, n}$ such that $\|v\|_{p, \rho} \leqq K_{3, n}\|v\|_{\rho}$ for all $v \in S_{n}$. Consequently, we conclude from (2.14) and (2.15) that

$$
\begin{equation*}
F(\alpha) \cdot \alpha \geqq \mathscr{Q}\left(\alpha_{j} \psi_{j}, \alpha_{k} \psi_{k}\right)-\left(\lambda_{1}^{*}-\varepsilon_{0}\right)|\alpha|^{2}-\left[\|\tilde{h}\|_{\rho}+K_{2} K_{3, n}\right]|\alpha| \quad \forall \alpha \in \mathbb{R}^{n} . \tag{2.16}
\end{equation*}
$$

From (1.7) we see that there exist $R_{0}>0$ such that $\mathscr{2}\left(\alpha_{j} \psi_{j}, \alpha_{k} \psi_{k}\right) \geqq|\alpha|^{2}\left(\lambda_{1}^{*}-\varepsilon_{0} / 2\right)$ for $|\alpha| \geqq R_{0}$. Hence we obtain from (2.16) that $|\alpha| \geqq R_{0}$,

$$
\begin{equation*}
F(\alpha) \cdot \alpha \geqq 2^{-1} \varepsilon_{0}|\alpha|^{2}-\left[\|\tilde{h}\|_{\rho}+K_{2} K_{3, n}\right]|\alpha| . \tag{2.17}
\end{equation*}
$$

From this last inequality, it follows that there exists $R_{1}>0$ such that

$$
F(\alpha) \cdot \alpha>0 \quad \forall|\alpha| \geqq R_{1} .
$$

From (Q1)-(Q3) in conjunction with (1.6) and from (f1) and (f3), it is an easy matter to see from (2.13) that $F_{k}(\alpha) \in C^{0}\left(\mathbb{R}^{n}\right)$ for $k=1, \cdots, n$. Hence it follows from [12, p. 18] that there exist $\alpha^{*} \in \mathbb{R}^{n}$ with $|\alpha|<R_{1}$ such that $F_{k}\left(\alpha^{*}\right)=0$ for $k=1, \cdots, n$. Setting $u_{n}=\alpha_{1}^{\#} \psi_{1}+\cdots+\alpha_{n}^{\#} \psi_{n}$, we consequently see from (2.13) that

$$
\begin{equation*}
\mathscr{2}\left(u_{n}, \psi_{k}\right)=\left\langle f\left(\cdot, u_{n}\right), \psi_{k}\right\rangle_{\rho}-G\left(\psi_{k}\right) \quad \text { for } k=1, \cdots, n . \tag{2.18}
\end{equation*}
$$

But if $v \in S_{n}, v=\hat{v}(1) \psi_{1}+\cdots+\hat{v}(n) \psi_{n}$ and the conclusion of the lemma follows immediately from (2.18).
3. Proof of Theorem 1. To prove Theorem 1 we invoke Lemma 3 and obtain a sequence $\left\{u_{n}\right\}_{n=1}^{\infty}$ where

$$
\begin{equation*}
u_{n}=\alpha_{1}^{n} \psi_{1}+\cdots+\alpha_{n}^{n} \psi_{n} \tag{3.1}
\end{equation*}
$$

with the property that (2.12) holds.We claim there exists a constant $K_{4}$ such that

$$
\begin{equation*}
\left\|u_{n}\right\|_{p, \rho} \leqq K_{4} \quad \forall n . \tag{3.2}
\end{equation*}
$$

Suppose to the contrary that (3.2) does not hold. For ease of notation and without loss in generality we assume

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}\right\|_{p, \rho}=\infty \tag{3.3}
\end{equation*}
$$

We will show this assumption gives a contradiction.
Now one of the following two cases present themselves:

$$
\begin{align*}
& \exists K_{5} \quad \text { subject to }\left\|u_{n}\right\|_{\rho} \leqq K_{5} \quad \forall n,  \tag{3.4}\\
& \exists\left\{u_{n_{j}}\right\}_{j=1}^{\infty} \quad \text { subject to } \lim _{j \rightarrow \infty}\left\|u_{n_{j}}\right\|_{\rho}=\infty . \tag{3.5}
\end{align*}
$$

Suppose (3.4) holds. Then taking $v=u_{n}$ in (2.12) and using (f2) and (1.8), we obtain

$$
\begin{equation*}
2\left(u_{n}, u_{n}\right) \leqq\left(\lambda_{1}^{*}-\varepsilon_{0}\right)\left\|u_{n}\right\|_{\rho}^{2}+\|\tilde{h}\|_{\rho}\left\|u_{n}\right\|_{\rho}+K_{1}\left\|u_{n}\right\|_{p, \rho} \tag{3.6}
\end{equation*}
$$

From (Q3), (Q4), and (3.4), we infer from this last inequality that

$$
c_{3}\left\|u_{n}\right\|_{p, \rho}^{2}-K_{1}\left\|u_{n}\right\|_{p, \rho} \leqq\left(\lambda_{1}^{*}-\varepsilon_{0}\right) K_{5}^{2}+\|\tilde{h}\|_{\rho} K_{5}+c_{3} K_{5}^{2}+\int_{\Omega} Z p+c_{2} K_{5}^{2} \quad \forall n
$$

Since $Z \in L_{p}^{1}(\Omega)$, this last inequality is incompatible with (3.3). Hence (3.2) holds for the first case (3.4).

We now suppose that (3.3) and the second case (3.5) hold. Then it follows from (3.6), (1.7), and (1.8) that there exist $j_{0}$ such that for $j \geqq j_{0}$,

$$
\left(\lambda_{1}^{*}-\varepsilon_{0} 2^{-1}\right)\left\|u_{n_{j}}\right\|_{\rho}^{2} \leqq\left(\lambda_{1}^{*}-\varepsilon_{0}\right)\left\|u_{n_{j}}\right\|_{\rho}^{2}+\|\tilde{h}\|_{\rho}\left\|u_{n_{j}}\right\|_{\rho}+K_{1}\left\|u_{n_{j}}\right\|_{p, \rho} .
$$

Hence we have, for $j \geqq j_{0}$,

$$
2^{-1} \varepsilon_{0}\left\|u_{n_{j}}\right\|_{\rho}^{2}-\|\tilde{h}\|_{\rho}\left\|u_{n_{j}}\right\|_{\rho} \leqq K_{1}\left\|u_{n_{j}}\right\|_{p, \rho}
$$

We conclude from this inequality and (3.5) that there exist $K_{6}$ and $j_{1}$ such that

$$
\begin{equation*}
\left\|u_{n_{j}}\right\|_{\rho}^{2} \leqq K_{6}\left\|u_{n_{j}}\right\|_{p, \rho} \quad \text { for } j \geqq j_{1} . \tag{3.7}
\end{equation*}
$$

From this last inequality, we obtain from (3.6) that there exist $K_{7}$ and $j_{2} \geqq j_{1}$ such that

$$
\begin{equation*}
\mathscr{2}\left(u_{n_{j}}, u_{n_{j}}\right) \leqq K_{7}\left\|u_{n_{j}}\right\|_{p, \rho} \quad \text { for } j \geqq j_{2} . \tag{3.8}
\end{equation*}
$$

From (Q3), (Q4), (3.7), and (3.8), we in turn obtain that

$$
c_{3}\left\|u_{n_{j}}\right\|_{p, \rho}^{2} \leqq\left(K_{7}+c_{2} K_{6}\right)\left\|u_{n_{j}}\right\|_{p, \rho}+\int_{\Omega} Z p
$$

for $j \geqq j_{2}$. Since $Z \in L_{p}^{1}(\Omega)$ and $c_{2}$ and $c_{3}$ are positive constants, this last inequality is incompatible with (3.3), and we have arrived at a contradiction for the second case (3.5) also. Hence (3.2) is fully established.

Since $H_{p, \rho}^{1}(\Omega)$ is a separable Hilbert space, we see from Lemma 2 that there exists a subsequence (which for ease of notation we take to be the full sequence) and a function $u^{\#} \in H_{p, \rho}^{1}$ with the following properties:

$$
\begin{align*}
& \lim _{n \rightarrow \infty}\left\|u_{n}-u^{\#}\right\|_{\rho}=0,  \tag{3.9}\\
& \lim _{n \rightarrow \infty} u_{n}(x)=u^{\#}(x) \text { for a.e. } x \text { in } \Omega,  \tag{3.10}\\
& \lim _{n \rightarrow \infty}\left\langle D_{i} u_{n}, v\right\rangle_{p}=\left\langle D_{i} u^{\#}, v\right\rangle_{p}, \quad \forall v \in L_{p}^{2} \text { and } i=1, \cdots, N,  \tag{3.11}\\
& \lim _{n \rightarrow \infty} G\left(u_{n}\right)=G\left(u^{\#}\right) . \tag{3.12}
\end{align*}
$$

Next, we propose to show there exists a subsequence $\left\{u_{n_{j}}\right\}_{j=1}^{\infty}$ subject to

$$
\begin{equation*}
\lim _{j \rightarrow \infty} D u_{n_{j}}(x)=D u^{\#}(x) \quad \text { for a.e. } x \text { in } \Omega . \tag{3.13}
\end{equation*}
$$

Once (3.13) is established it will be an easy matter to complete the proof of the theorem.
To establish (3.13) it is sufficient to establish the following two facts. (1) There exists a subsequence $\left\{u_{n_{j}}\right\}_{j=1}^{\infty}$ subject to

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left[A_{i}\left(x, u_{n_{j}}, D u_{n_{j}}\right)-A_{i}\left(x, u_{n_{j}}, D u^{\#}\right)\right]\left[D_{i} u_{n_{j}}(x)-D_{i} u^{\#}(x)\right]=0 \tag{3.14}
\end{equation*}
$$

for a.e. $x$ in $\Omega$.
(2) With $\left\{u_{n_{j}}\right\}_{j=1}^{\infty}$ designating the same subsequence as in (3.14),

$$
\begin{equation*}
\left\{\left|D u_{n_{j}}(x)\right|\right\}_{j=1}^{\infty} \text { is pointwise bounded for almost every } x \text { in } \Omega . \tag{3.15}
\end{equation*}
$$

To see that (3.14) and (3.15) together imply (3.13), let $\Omega_{1}$ be the subset of $\Omega$ for which (Q5), (3.10), (3.14), and (3.15) hold simultaneously. Consequently,

$$
\begin{equation*}
\text { meas }\left(\Omega-\Omega_{1}\right)=0 \tag{3.16}
\end{equation*}
$$

Suppose there exist $x_{0} \in \Omega_{1}$ for which (3.13) does not hold. Hence by (3.15) there exist a further sequence $\left\{D u_{n_{j_{k}}}\left(x_{0}\right)\right\}_{k=1}^{\infty}$ and a $\xi^{*} \in \mathbb{R}^{N}$ with

$$
\begin{equation*}
D u^{\#}\left(x_{0}\right) \neq \xi^{*} \tag{3.17}
\end{equation*}
$$

such that $\lim _{k \rightarrow \infty} D u_{n_{j_{k}}}\left(x_{0}\right)=\xi^{*}$. Therefore from (3.10)

$$
\begin{align*}
\lim _{k \rightarrow \infty} & {\left[A_{i}\left(x_{0}, u_{n_{j_{k}}}, D u_{n_{j_{k}}}\right)-A_{i}\left(x_{0}, u_{n_{j_{k}}}, D u^{\#}\right)\right]\left[D_{i} u_{n_{j_{k}}}\left(x_{0}\right)-D_{i} u^{\#}\left(x_{0}\right)\right] }  \tag{3.18}\\
& =\left[A_{i}\left(x_{0}, u^{\#}\left(x_{0}\right), \xi^{*}\right)-A_{i}\left(x_{0}, u^{\#}\left(x_{0}\right), D u^{\#}\left(x_{0}\right)\right]\left[\xi_{i}^{*}-D_{i} u^{\#}\left(x_{0}\right)\right] .\right.
\end{align*}
$$

From (Q5) and (3.17) we see that the right-hand side of (3.18) is strictly positive. Hence the limit on the left-hand side of (3.18) is strictly positive. But $x_{0} \in \Omega_{1}$ and by the definition of $\Omega_{1}$ and (3.14), this limit equals zero. We have arrived at a contradiction. Hence the equality in (3.13) holds for every point in $\Omega_{1}$ and therefore by (3.16), for almost every $x$ in $\Omega$, and statement (3.13) is fully established.

It remains to show that (3.14) and (3.15) hold. To establish (3.14) we observe from (Q2), (3.9), (3.10), and Egoroff's theorem [13, p. 75] that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\Omega}\left|A_{i}\left(x, u_{n}, D u^{\#}\right)-A_{i}\left(x, u^{\#}, D u^{\#}\right)\right|^{2} p(x)=0 \tag{3.19}
\end{equation*}
$$

for $i=1, \cdots, N$. Also, we have from (3.11) that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\Omega} A_{i}\left(x, u^{\#}, D u^{\#}\right)\left[D_{i} u_{n}-D_{i} u^{\#}\right] p(x)=0 . \tag{3.20}
\end{equation*}
$$

From (3.19) and (3.20) in conjunction with (3.2) and Schwarz's inequality, it is not difficult to see that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\Omega}\left[A_{i}\left(x, u_{n}, D u_{n}\right)-A_{i}\left(x, u_{n}, D u^{\#}\right)\right]\left[D_{i} u_{n}-D_{i} u^{\#}\right] p(x)=0, \tag{3.21}
\end{equation*}
$$

provided we show

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\Omega} A_{i}\left(x, u_{n}, D u_{n}\right)\left(D_{i} u_{n}-D_{i} u^{\#}\right) p(x)=0 \tag{3.22}
\end{equation*}
$$

By (Q5), the integrand in (3.21) is nonnegative for almost every $x \in \Omega$. Hence the integrand converges in $L_{p}^{1}$-norm to zero and (3.14) follows from [13, p. 70]. Therefore, to complete the proof of (3.14), it remains to establish (3.22). From (Q3) and (3.9) we see that (3.22) will follow once we show

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathscr{2}\left(u_{n}, u_{n}-u^{\#}\right)=0 . \tag{3.23}
\end{equation*}
$$

Now $u^{\#} \in \boldsymbol{H}_{p, \rho}^{1}$ and

$$
\begin{equation*}
P_{n} u^{\#} \equiv \sum_{j=1}^{n} \hat{u}^{\#}(j) \psi_{j} \quad \text { is in } S_{n} \tag{3.24}
\end{equation*}
$$

where $S_{n}$ is defined in Lemma 3. Hence it follows from Lemma 1 that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|P_{n} u^{\#}-u^{\#}\right\|_{p, \rho}=0 \tag{3.25}
\end{equation*}
$$

From (Q2), (Q3), (1.6), (3.2), and (3.25), it also follows that $\lim _{n \rightarrow \infty} 2\left(u_{n}, P_{n} u^{\#}-u^{\#}\right)=$ 0 . Consequently, we see that (3.23) will follow once we show that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathscr{2}\left(u_{n}, u_{n}-P_{n} u^{\#}\right)=0 . \tag{3.26}
\end{equation*}
$$

To establish (3.26), we observe from (3.24) that (2.12) holds for $u_{n}$ with $v$ replaced by $u_{n}-P_{n} u^{\#}$. It is easy to see from (1.8), (3.12), and (3.25) that $\lim _{n \rightarrow \infty} G\left(u_{n}-P_{n} u^{*}\right)=0$. Consequently, we obtain from (2.12) that (3.26) will follow once we show

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\Omega} f\left(x, u_{n}\right)\left[u_{n}-P_{n} u^{\#}\right] \rho=0 . \tag{3.27}
\end{equation*}
$$

But from (3.9) and (f3), we see that $\left\{\left\|f\left(\cdot, u_{n}\right)\right\|_{\rho}^{2}\right\}_{n=1}^{\infty}$ is a uniformly bounded sequence. Also, we see from (3.9) and (3.25) that $\lim _{n \rightarrow \infty}\left\|u_{n}-P_{n} u^{\#}\right\|_{\rho}=0$. We conclude from these last two facts and Schwarz's inequality that (3.25) does indeed hold. Hence (3.21) holds and the proof of (3.14) is complete.

To establish (3.15), we let $\Omega_{2}$ be the set where simultaneously $u^{\#}(x),\left|D u^{\#}(x)\right|$, $Z(x), h(x), u_{n_{j}}(x), A_{i}\left(x, u_{n_{j}}(x), D u_{n_{j}}(x)\right)$, and $A_{i}\left(x, u_{n_{j}}(x), u^{\#}(x)\right)$ are finite-valued for $i=1, \cdots, N$ and $j=1,2, \cdots$, where (Q2) and (Q4) hold and also where the limits in (3.10) and (3.14) exist. Then

$$
\begin{equation*}
\text { meas }\left(\Omega-\Omega_{2}\right)=0 . \tag{3.28}
\end{equation*}
$$

Suppose there exist $x_{0} \in \Omega_{2}$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left|D u_{n_{j_{k}}}\left(x_{0}\right)\right|=\infty \tag{3.29}
\end{equation*}
$$

Now,

$$
\begin{equation*}
c_{3}\left|D u_{n_{j_{k}}}\left(x_{0}\right)\right|^{2} \leqq A_{i}\left(x_{0}, u_{n_{j_{k}}}, D u_{n_{j_{k}}}\right) D_{i} u_{n_{j_{k}}}\left(x_{0}\right)+Z\left(x_{0}\right), \tag{3.30}
\end{equation*}
$$

and also

$$
\begin{align*}
A_{i}\left(x_{0},\right. & \left.u_{n_{j_{k}}}, D u_{n_{j_{k}}}\right) D_{i} u_{n_{j_{k}}}\left(x_{0}\right) \\
= & A_{i}\left(x_{0}, u_{n_{j_{k}}}, D u_{n_{j_{k}}}\right) D_{i} u^{\#}\left(x_{0}\right) \\
& +A_{i}\left(x_{0}, u_{n_{j_{k}}}, D u^{\#}\right)\left[D_{i} u_{n_{j_{k}}}\left(x_{0}\right)-D_{i} u^{\#}\left(x_{0}\right)\right]  \tag{3.31}\\
& +\left[A_{i}\left(x_{0}, u_{n_{j_{k}}}, D u_{n_{j_{k}}}\right)-A_{i}\left(x_{0}, u_{n_{j_{k}}}, D u^{\#}\right)\right]\left[D_{i} u_{n_{j_{k}}}\left(x_{0}\right)-D_{i} u^{\#}\left(x_{0}\right)\right] .
\end{align*}
$$

We divide both sides of (3.30) by $\left|D u_{n_{j_{k}}}\left(x_{0}\right)\right|^{3 / 2}$ and conclude from (Q2), (3.31), (3.14), and the definition of $\Omega_{2}$ that $\lim _{k \rightarrow \infty}\left|D u_{n_{j_{k}}}\left(x_{0}\right)\right|^{1 / 2}=0$. This is a contradiction to (3.29). Hence $\left\{\left|D u_{n_{j}}(x)\right|\right\}_{j=1}^{\infty}$ is a pointwise bounded sequence for every $x$ in $\Omega_{2}$. But then (3.15) follows immediately from this fact and (3.28). As we have already shown, (3.14) and (3.15) imply (3.13). Hence (3.13) is completely established.

Next, we let $v_{J} \in S_{J}$ where $J$ is a fixed, but arbitrary positive integer. Then it follows from (Q3), (3.9), (3.10), and (3.13) that

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left\langle B_{0}\left(\cdot, u_{n_{j}}, D u_{n_{j}}\right) u_{n_{j}}, v_{J}\right\rangle_{\rho}=\left\langle B_{0}\left(\cdot, u^{\#}, D u^{\#}\right) u^{\#}, v_{J}\right\rangle_{\rho} \tag{3.32}
\end{equation*}
$$

We see next from (f3) and (3.9) that $\left\{\left\|f\left(\cdot, u_{n_{j}}\right)-f\left(\cdot, u^{\#}\right)\right\|_{\rho}\right\}_{j=1}^{\infty}$ is a uniformly bounded sequence and from (3.10), Egoroff's theorem, and the fact $v_{J} \in L_{\rho}^{2}$ that

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left\langle f\left(\cdot, u_{n_{j}}\right), v_{J}\right\rangle_{\rho}=\left\langle f\left(\cdot, u^{\#}\right), v_{J}\right\rangle_{\rho} . \tag{3.33}
\end{equation*}
$$

Likewise, we see from (Q2) and (3.2) that $\left\{\left\|A_{i}\left(\cdot, u_{n_{j}}, D u_{n_{j}}\right)-A_{i}\left(\cdot, u^{\#}, D u^{\#}\right)\right\|_{p}\right\}_{j=1}^{\infty}$ is a uniformly bounded sequence for $i=1, \cdots, N$. Hence, it follows from (3.10), (3.13), Egoroff's theorem, and the fact that $\left|D v_{J}\right| \in L_{p}^{2}$ that

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left\langle A_{i}\left(\cdot, u_{n_{j}}, D u_{n_{j}}\right), D_{i} v_{J}\right\rangle_{p}=\left\langle A_{i}\left(\cdot, u^{\#}, D u^{\#}\right), D_{i} v_{J}\right\rangle_{p} \tag{3.34}
\end{equation*}
$$

Since (2.12) holds for $u_{n_{j}}$ and $v_{J} \in S_{J}$ when $n_{j} \geqq J$, we conclude from (1.6), (3.32), (3.33), and (3.34) that

$$
\begin{equation*}
2\left(u^{\#}, v_{J}\right)=\left\langle f\left(\cdot, u^{\#}\right), v_{J}\right\rangle_{\rho}+G\left(v_{J}\right) . \tag{3.35}
\end{equation*}
$$

Next given $v \in H_{p, \rho}^{1}$, we define $P_{J} v \in S_{J}$ as in (3.24) and observe that $\lim _{J \rightarrow \infty} \| P_{J} v-$ $v \|_{p, \rho}=0$ as in (3.25). Hence it follows from (Q2) and (Q3) that $2\left(u^{*}, P_{J} v\right) \rightarrow 2\left(u^{\#}, v\right)$, $\left\langle f\left(\cdot, u^{\#}\right), P_{J} v\right\rangle_{\rho} \rightarrow\left\langle f\left(\cdot, u^{\#}\right), v\right\rangle_{\rho}$, and $G\left(P_{J} v\right) \rightarrow G(v)$ as $J \rightarrow \infty$. We conclude from (3.35) that

$$
2\left(u^{\#}, v\right)=\left\langle f\left(\cdot, u^{\#}\right), v\right\rangle_{\rho}+G(v),
$$

and the proof of Theorem 1 is complete.
4. Resonance and singular quasilinearity. Let
(L1) $\quad a_{i j}(x)$ and $b_{0}(x)$ be in $L^{\infty}(\Omega), i, j=1, \cdots, N$ with $a_{i j}(x)=a_{j i}(x)$ almost everywhere in $\Omega$; and

$$
\begin{equation*}
a_{i j}(x) \xi_{i} \xi_{j} \geqq c_{4}|\xi|^{2} \text { for almost every } x \in \Omega \text { where } c_{4}>0 \tag{L2}
\end{equation*}
$$

and where the summation convention is used. Set

$$
\begin{equation*}
L u=-D_{i}\left[p(x) a_{i j}(x) D_{j} u\right]+b_{0}(x) \rho(x) u \tag{4.0}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{L}(u, v)=\int_{\Omega} p a_{i j} D_{i} u D_{j} v+b_{0} u v \rho \tag{4.1}
\end{equation*}
$$

for all $u, v \in H_{p, \rho}^{1}$ where once again we have used the summation convention for $i, j=1, \cdots, N$.

From Lemma 2 we know that $H_{p, \rho}^{1}$ is compactly imbedded in $L_{\rho}^{2}$. Hence, using the reasoning on [7, p. 213], it follows that there exists

$$
\begin{equation*}
\sigma_{1} \leqq \sigma_{2} \leqq \cdots \leqq \sigma_{n} \leqq \cdots \rightarrow+\infty \tag{4.2}
\end{equation*}
$$

and a sequence $\left\{\phi_{n}\right\}_{n=1}^{\infty}$ with $\phi_{n} \in H_{p, \rho}^{1}$ enjoying the following two properties:

$$
\begin{align*}
& \mathscr{L}\left(\phi_{n}, v\right)=\sigma_{n}\left\langle\phi_{n}, v\right\rangle_{\rho} \quad \forall n,  \tag{4.3}\\
& \left\{\phi_{n}\right\}_{n=1}^{\infty} \text { is a CONS in } L_{\rho}^{2} . \tag{4.4}
\end{align*}
$$

Furthermore, applying the reasoning of [7, p.214] to compact subsets of $\Omega$, we see that $\sigma_{1}<\sigma_{2}$ and we can take $\phi_{1}>0$ almost everywhere in $\Omega$. We record this observation as

$$
\begin{equation*}
\sigma_{1}<\sigma_{2} \quad \text { and } \quad \phi_{1}(x)>0 \quad \text { for a.e. } x \in \Omega . \tag{4.5}
\end{equation*}
$$

Next with $Q$ as in $\S 1$, we shall say $Q$ is *-related to $L$ if the following two facts hold:

$$
\begin{align*}
& \lambda_{1}^{*}=\sigma_{1},  \tag{4.6}\\
& \liminf _{\|u\|_{p, \rho} \rightarrow \infty}[\mathscr{2}(u, u)-\mathscr{L}(u, u)] /\|u\|_{p, \rho} \geqq 0 . \tag{4.7}
\end{align*}
$$

In particular, we see that $L$ is $*$-related to itself. Also, it is easy to see that $Q u=$ $-D_{i} p\left\{1+\left[1+|D u|^{2}\right]^{-1 / 2}\right\} D_{i} u+\rho u$ meets (Q1)-(Q5) and is *-related to $L u=$ $-D_{i} p D_{i} u+\rho u$. (See [9, p. 96]. In the next section the details will be supplied and other examples with be given.) We intend to establish a result similar to Theorem 1, except that in (f2) we shall take $\varepsilon_{0}=0$. As we have shown at the end of $\S 1$, a result of this nature is in general false and therefore to obtain such a result, another condition, usually referred to as a Landesman-Lazer condition, is required. (See [4, p. 284] and [10].) To this end, we define the following:
(f4) There exist $\tilde{h}_{1} \geqq 0$ with $\tilde{h}_{1} \in L_{\rho}^{2}$ subject to $t f(x, t) \leqq \lambda_{1}^{*} t^{2}+\tilde{h}_{1}(x)|t|$ for all $t \in \mathbb{R}$ and almost every $x \in \Omega$.
The theorem we intend to prove is the following.
Theorem 2. Let the hypotheses of Theorem 1 hold with (f4) replacing (f2). Suppose also that $Q$ is *-related to $L$ where $L$ satisfies (L1) and (L2). Set $g_{+}(x)=$ $\lim \sup _{t \rightarrow \infty}\left[f(x, t)-\lambda_{1}^{*} t\right]$ and $g_{-}(x)=\liminf _{t \rightarrow-\infty}\left[f(x, t)-\lambda_{1}^{*} t\right]$ and suppose furthermore that

$$
\begin{equation*}
\int_{\Omega} g_{+} \phi_{1} \rho<-G\left(\phi_{1}\right)<\int_{\Omega} g_{-} \phi_{1} \rho . \tag{4.8}
\end{equation*}
$$

Then there exist $u^{\#} \in H_{p, \rho}^{1}$ such that

$$
\begin{equation*}
\mathscr{2}\left(u^{\#}, u\right)=\left\langle f\left(\cdot, u^{\#}\right), u\right\rangle_{\rho}+G(u) \quad \forall u \in H_{p, \rho}^{1} . \tag{4.9}
\end{equation*}
$$

From the start, by adding a constant positive multiple of $\rho(x) u$ to $Q u$ in (1.0) and $L u$ in (4.0), and this same constant multiple to $u$ to $f(x, u)$, we see from (1.7), (4.6), and (4.9) that, with no loss in generality, to prove the theorem we can assume that

$$
\begin{equation*}
\lambda_{1}^{*}=\sigma_{1}>0 \quad \text { and } \quad b_{0}(x)>0 \quad \text { a.e. in } \Omega . \tag{4.10}
\end{equation*}
$$

Also, we set

$$
\begin{equation*}
g(x, t)=f(x, t)-\lambda_{1}^{*} t \quad \text { for }(x, t) \in \Omega \times \mathbb{R} \tag{4.11}
\end{equation*}
$$

and observe from (f4) and Theorem 1 that there exist $\left\{u_{n}\right\}_{n=1}^{\infty}$ with $u_{n} \in H_{p, \rho}^{1}$ such that

$$
\begin{equation*}
2\left(u_{n}, u\right)=\left[\lambda_{1}^{*}-n^{-1}\right]\left\langle u_{n}, u\right\rangle_{\rho}+\left\langle g\left(\cdot, u_{n}\right), u\right\rangle_{\rho}+G(u) \quad \forall u \in H_{p, \rho}^{1} . \tag{4.12}
\end{equation*}
$$

Next we set

$$
\begin{equation*}
\check{w}(n)=\left\langle\phi_{n}, w\right\rangle_{\rho} \quad \text { for } w \in L_{\rho}^{2} \tag{4.13}
\end{equation*}
$$

and also observe from (4.2)-(4.4) and (4.10) that

$$
\begin{equation*}
u \in H_{p, \rho}^{1} \quad \text { and } \quad \mathscr{L}\left(u, \phi_{n}\right)=0 \quad \forall n \Rightarrow u=0 . \tag{4.14}
\end{equation*}
$$

Furthermore, from (L2), (4.1), and (4.10), we see that if $u \in H_{p, \rho}^{1}$ and $u \neq 0$, then $\mathscr{L}(u, u)>0$. Consequently, $\mathscr{L}(\cdot, \cdot)$ can be viewed as an inner product on $H_{p, \rho}^{1}$ and it follows from (4.3), (4.4), (4.13), and (4.14) that
(a) $\langle w, w\rangle_{\rho}=\sum_{n=1}^{\infty}|\check{w}(n)|^{2} \quad$ for $w \in L_{\rho}^{2}$,
(b) $\mathscr{L}(u, u)=\sum_{n=1}^{\infty} \sigma_{n}|\check{u}(n)|^{2}$ for $u \in H_{p, \rho}^{1}$.

Continuing with the proof, the first fact we claim is that with $\left\{u_{n}\right\}_{n=1}^{\infty}$ the sequence given in (4.12),

$$
\begin{equation*}
\text { There exist } K_{8} \text { such that }\left\|u_{n}\right\|_{p, \rho} \leqq K_{8} \text { for all } n . \tag{4.16}
\end{equation*}
$$

Suppose that (4.16) does not hold. Then there exists a subsequence (which for ease of notation we take to be the full sequence) such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}\right\|_{p, \rho}=\infty \tag{4.17}
\end{equation*}
$$

We shall arrive at a contradiction by showing that this fact implies that one of the inequalities in (4.8) does not hold.

To accomplish this we replace $u$ by $u_{n}$ in (4.12) and obtain from (f4) and (1.8) that

$$
\begin{equation*}
2\left(u_{n}, u_{n}\right) \leqq\left(\lambda_{1}^{*}-n^{-1}\right)\left\|u_{n}\right\|_{\rho}^{2}+\left\|\tilde{h}_{1}\right\|_{\rho}\left\|u_{n}\right\|_{\rho}+K_{1}\left\|u_{n}\right\|_{p, \rho} . \tag{4.18}
\end{equation*}
$$

Consequently, we obtain from (L1), (L2), (4.7), (4.10), (4.17), and this last inequality that there is a positive constant $K_{9}$ such that

$$
2^{-1} c_{4}\left\|u_{n}\right\|_{p, \rho}^{2}-K_{1}\left\|u_{n}\right\|_{p, \rho} \leqq K_{9}\left\|u_{n}\right\|_{\rho}^{2}+\left\|\tilde{h}_{1}\right\|_{\rho}\left\|u_{n}\right\|_{\rho}
$$

for $n$ sufficiently large. Since $c_{4}$ is a positive constant, it follows from (4.17) that there is a positive constant $K_{10}$ and a positive integer $n_{1}$ such that

$$
\begin{equation*}
\left\|u_{n}\right\|_{p, \rho} \leqq K_{10}\left\|u_{n}\right\|_{\rho} \quad \text { for } n \geqq n_{1} . \tag{4.19}
\end{equation*}
$$

In particular, from (4.17) and (4.19) we see that $\lim _{n \rightarrow \infty}\left\|u_{n}\right\|_{\rho}=\infty$. Next we set

$$
\begin{equation*}
v_{n}=u_{n} /\left\|u_{n}\right\|_{\rho} \tag{4.20}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{1 n}=\check{v}_{n}(1) \phi_{1} \quad \text { and } \quad v_{2 n}=v_{n}-v_{1 n} . \tag{4.21}
\end{equation*}
$$

From (4.7), (4.10), (4.15), (4.18), and (4.19), we see that there exist $n_{2}$ such that

$$
\sum_{k=2}^{\infty}\left(\sigma_{k}-\sigma_{1}\right)\left|\check{v}_{n}(k)\right|^{2} \leqq-n^{-1}\left\|v_{n}\right\|_{\rho}^{2}+\left[\left\|\tilde{h}_{1}\right\|_{\rho}+\left(K_{1}+1\right) K_{10}\right]\left\|v_{n}\right\|_{\rho}\left\|u_{n}\right\|_{\rho}^{-1}
$$

for $n \geqq \max \left(n_{1}, n_{2}\right)$. From (4.20), we see that $\left\|v_{n}\right\|_{\rho}=1$, and from (4.5) and (4.15)(a) that the left-hand side of this last inequality majorizes $\left(\sigma_{2}-\sigma_{1}\right)\left\|v_{n 2}\right\|_{\rho}^{2}$. We, consequently, conclude from (4.17) and (4.19) that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|v_{n 2}\right\|_{\rho}^{2}=0 \tag{4.22}
\end{equation*}
$$

But then it follows from (4.5) and (4.21) that $\lim _{n \rightarrow \infty}\left\|v_{n 1}\right\|_{\rho}=1$, and hence

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|\check{v}_{n}(1)\right|^{2}=1 . \tag{4.23}
\end{equation*}
$$

From (4.19) and (4.20) we see that $\left\|v_{n}\right\|_{p, \rho} \leqq K_{10}$ for $n \geqq n_{1}$. Therefore we have from Lemma 2 that there exist $v \in H_{p, \rho}^{1}$ and a subsequence (which for ease of notation we take to be the full sequence) such that
(a) $\lim _{n \rightarrow \infty}\left\|v_{n}-v\right\|_{\rho}=0$,
(b) $\lim _{n \rightarrow \infty} v_{n}(x)=v(x)$ for a.e. $x$ in $\Omega$,
(c) $\lim _{n \rightarrow \infty} \int_{\Omega} D_{i} v_{n} w p=\int_{\Omega} D_{i} v w p \quad \forall w \in L_{p}^{2}$,
(d) $\lim _{n \rightarrow \infty} G\left(v_{n}\right)=G(v)$.

From (4.13), (4.21), (4.22), and (4.24)(a), we see that $\check{v}(k)=0$ for $k \geqq 2$. Consequently, $v=\check{v}(1) \phi_{1}$ and since $\lim _{n \rightarrow \infty} \check{v}_{n}(1)=\check{v}(1)$, we conclude from (4.23) that $\check{v}(1)=1$ or -1 . We shall assume

$$
\begin{equation*}
\check{v}(1)=1 \quad \text { and } \quad v=\phi_{1} \tag{4.25}
\end{equation*}
$$

and arrive at a contradiction. Similar reasoning will lead to a contradiction for the assumption $\check{v}(1)=-1$.

To arrive at this contradiction, we replace $u$ by $u_{n}$ in (4.12) and use (4.6), (4.7), and (4.15) to obtain the following. Given $\varepsilon>0$, there exist $n_{3}$ such that for $n \geqq n_{3}$

$$
\sum_{k=2}^{\infty}\left(\sigma_{k}-\sigma_{1}\right)\left|\check{u}_{n}(k)\right|^{2} \leqq\left\langle g\left(\cdot, u_{n}\right), u_{n}\right\rangle_{\rho}+G\left(u_{n}\right)+\varepsilon\left\|u_{n}\right\|_{p, \rho} .
$$

Consequently, from (4.19) and (4.20) we see that

$$
\begin{equation*}
\int_{\Omega}\left[\tilde{h}_{1}(x)\left|v_{n}\right|-g\left(x, u_{n}\right) v_{n}\left|\rho-\int_{\Omega} \tilde{h}_{1}(x)\right| v_{n} \mid \rho \leqq G\left(v_{n}\right)+\varepsilon K_{10}\right. \tag{4.26}
\end{equation*}
$$

for $n \geqq n_{3}$. (f4) in conjunction with (4.11) tells us that the integrand in the first integral on the left in this last inequality is nonnegative. Since $\tilde{h}_{1} \in L_{\rho}^{2}$, we see from (4.24)(a) that the limit of the second integral on the left is $\left\langle\tilde{h}_{1},\right| v\left\rangle_{\rho}\right.$. We consequently conclude from (4.24)(d), (4.26), and Fatou's lemma [13, p. 24] that

$$
-\int_{\Omega} \limsup _{n \rightarrow \infty}\left[g\left(x, u_{n}\right) v_{n}\right] \rho \leqq G(v)+\varepsilon K_{10}
$$

But $\varepsilon>0$ is arbitrary. Consequently, we conclude from this last inequality that

$$
\begin{equation*}
-\int_{\Omega} \limsup _{n \rightarrow \infty}\left[g\left(x, u_{n}\right) v_{n}\right] \rho \leqq G(v) \tag{4.27}
\end{equation*}
$$

From (4.24)(b) and (4.25), we see that $\lim _{n \rightarrow \infty} v_{n}(x)=\phi_{1}(x)$ almost everywhere in $\Omega$. Since $u_{n}=\left\|u_{n}\right\|_{\rho} v_{n}$, we conclude from (4.5), (4.17), and (4.19) that $\lim _{n \rightarrow \infty} u_{n}(x)=\infty$ for almost every $x \in \Omega$. Hence we see from (4.11), (4.27), and the definition of $g_{+}(x)$ that

$$
\int_{\Omega} g_{+}(x) \phi_{1} \rho \geqq-G\left(\phi_{1}\right)
$$

But this is a direct contradiction of the first inequality in (4.8). Hence, (4.16) does indeed hold.

From (4.16), we immediately obtain from Lemma 2 that there exist $u^{\#} \in H_{p, \rho}^{1}$ with properties (3.9)-(3.12). We would like to show that (3.13) holds. Equation (3.13) follows from (3.14) and (3.15) exactly in the same manner as before. Hence, it remains to establish (3.14) and (3.15). To establish (3.14), we see that (3.19)-(3.21) follow once we show that (3.22) holds. Since (3.21) implies (3.14) via [13, p. 70], to establish (3.14) it suffices to establish (3.22). We now do this. In particular, we have to show

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\Omega} A_{i}\left(x, u_{n}, D u_{n}\right)\left(D_{i} u_{n}-D_{i} u^{\#}\right) p(x)=0 \tag{4.28}
\end{equation*}
$$

under the assumptions that (4.12) and (4.16) hold and also that (3.9)-(3.12) hold. From (3.9) and (Q3), we see that (4.28) will follow once we show

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathscr{2}\left(u_{n}, u_{n}-u^{\#}\right)=0 \tag{4.29}
\end{equation*}
$$

Replacing $u$ by $u_{n}-u^{\#}$ in (4.12), we see from (3.9) and (3.12) that (4.29) will follow once we show

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\langle g\left(\cdot, u_{n}\right), u_{n}-u^{\#}\right\rangle_{\rho}=0 \tag{4.30}
\end{equation*}
$$

Now it follows from (4.11) and (f3) that

$$
\begin{equation*}
\left|g\left(x, u_{n}\right)\right| \leqq \tilde{h}_{2}(x)+\left(K+\lambda_{1}^{*}\right)\left|u_{n}\right| . \tag{4.31}
\end{equation*}
$$

Hence it follows from (3.9) that there exist $K_{11}$ such that $\int_{\Omega}\left|g\left(x, u_{n}\right)\right|^{2} \rho \leqq K_{11}$ for all $n$. Using (3.9) once again, in conjunction with this last fact and Schwarz's inequality, gives (4.30). Hence (3.14) is established. Equation (3.15) follows exactly as before using (3.30). Since (3.14) and (3.15) hold, as we have already shown, (3.13) holds.

To complete the proof of the theorem, it remains to show that (3.9)-(3.13) along with (4.12) and (4.16) imply (4.9). Let $u$ be given in $H_{p, \rho}^{1}$. Then it follows (Q3), (3.9), (3.10), and (3.13) that

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left\langle B_{0}\left(\cdot, u_{n_{j}}, D u_{n_{j}}\right) u_{n_{j}}, u\right\rangle_{\rho}=\left\langle B_{0}\left(\cdot, u^{\#}, D u^{\#}\right) u^{\#}, u\right\rangle_{\rho} . \tag{4.32}
\end{equation*}
$$

Next, we see from (4.31) and (3.9) that

$$
\left\{\left\|g\left(\cdot, u_{n_{j}}\right)-g\left(\cdot, u^{\#}\right)\right\|_{\rho}\right\}_{n=1}^{\infty}
$$

is a uniformly bounded sequence. Hence, it follows from (3.10) and Egoroff's theorem that

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left\langle g\left(\cdot, u_{n_{j}}\right), u\right\rangle_{\rho}=\left\langle g\left(\cdot, u^{\#}\right), u\right\rangle_{\rho} . \tag{4.33}
\end{equation*}
$$

Likewise, we see from [Q2] and (4.16) that

$$
\left\{\left\|A_{i}\left(\cdot, u_{n_{j}}, D u_{n_{j}}\right)-A_{i}\left(\cdot, u^{\#}, D u^{\#}\right)\right\|_{p}\right\}_{j=1}^{\infty}
$$

is a uniformly bounded sequence for $i=1, \cdots, N$. Hence, it follows from (3.10), (3.13), Egoroff's theorem, and the fact $D_{i} u \in L_{p}^{2}$ that

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left\langle A_{i}\left(\cdot, u_{n_{i}}, D u_{n_{j}}\right), D_{i} u\right\rangle_{p}=\left\langle A_{i}\left(\cdot, u^{\#}, D u^{\#}\right), D_{i} u\right\rangle_{p} . \tag{4.34}
\end{equation*}
$$

From (4.12) and (3.9) in conjunction with (4.32)-(4.34), we conclude that

$$
\left\langle\mathscr{2}\left(u^{\#}, u\right)\right\rangle=\lambda_{1}^{*}\left\langle u^{\#}, u\right\rangle_{p}+\left\langle g\left(\cdot, u^{\#}\right), u\right\rangle_{\rho}+G(u) .
$$

From (4.11) we see this is the same as (4.9). The proof of Theorem 2 is therefore complete.
5. A corollary with some examples. Using the techniques presented in this paper, we can also obtain the singular quasilinear analogue of Theorem 3 of [6]. The details are left to the interested reader.

We close with the following corollary and some examples illustrating said corollary. We shall need the following asumption in the sequel. $g(t)$ is a bounded continuous function with

$$
\begin{equation*}
g_{+}=\limsup _{t \rightarrow \infty} g(t), \quad g_{-}=\liminf _{t \rightarrow-\infty} g(t), \quad \text { and } g_{+}<g(t)<g_{-} \quad \text { for }-\infty<t<t \infty \text {. } \tag{5.1}
\end{equation*}
$$

Corollary. Let $\Omega \subset \mathbb{R}^{N}, N \geqq 1$, be an open connected set and let $p$ and $\rho$ satisfy (1.2) and (1.3). Assume that $Q$ given by (1.0) satisfies $(\mathrm{Q} 1)-(\mathrm{Q} 5)$, that $O_{p, \rho}(\Omega)$ holds, and that $G \in\left[H_{p, \rho}^{1}(\Omega)\right]^{*}$. Assume also that $L$ given by (4.0) satisfies (L1) and (L2), that $Q$ is *-related to $L$, and that

$$
\begin{equation*}
\mathscr{2}\left(u, \phi_{1}\right)=\lambda_{1}^{*}\left\langle u, \phi_{1}\right\rangle_{\rho} \quad \forall u \in H_{p, \rho}^{1}(\Omega) \tag{5.2}
\end{equation*}
$$

where $\phi_{1}$ is given in (4.5). Assume furthermore that $g$ is a bounded continuous function satisfying (5.1). Then a necessary and sufficient condition that there exist $u^{\#} \in H_{p, \rho}^{1}(\Omega)$ with the property that

$$
\begin{equation*}
\mathscr{2}\left(u^{\#}, u\right)=\lambda_{1}^{*}\left\langle u^{\#}, u\right\rangle_{\rho}+\left\langle g\left(u^{\#}\right), u\right\rangle_{\rho}+G(u) \tag{5.3}
\end{equation*}
$$

for all $u \in H_{p, \rho}^{1}(\Omega)$ is that

$$
\begin{equation*}
g_{+} \int_{\Omega} \phi_{1} \rho<-G\left(\phi_{1}\right)<g_{-} \int_{\Omega} \phi_{1} \rho . \tag{5.4}
\end{equation*}
$$

It is clear that $f(x, t)=g(t)+\lambda_{1}^{*} t$ satisfies (f1), (f3), and (f4). Hence the sufficiency condition of the above corollary follows immediately from Theorem 2. To prove the necessary condition, suppose there exist $u^{\#} \in H_{p, \rho}^{1}$ such that (5.3) holds. Take $u=\phi_{1}$ in (5.3). Then it follows from (5.2) that

$$
\begin{equation*}
-G\left(\phi_{1}\right)=\int_{\Omega} g\left(u^{\#}\right) \phi_{1} \rho . \tag{5.5}
\end{equation*}
$$

But (5.1) implies that

$$
g_{+}<g\left(u^{\#}(x)\right)<g_{-} \text {for a.e. } x \text { in } \Omega,
$$

and (5.4) follows from (1.2), (4.5), and (5.5). Hence the necessary condition of the above corollary is established.

We now give some examples for which the corollary holds. In particular, in the following examples we shall have to show that $Q$ satisfies (Q1)-(Q5), that $Q$ is *-related to $L$, and that (5.2) holds.

For our first example, we consider the case where $\Gamma_{1}=\partial \Omega$ in (1.2) and take

$$
\begin{align*}
& L u=-D_{i}\left[p D_{i} u\right]+\rho u, \\
& Q u=-D_{i} p\left\{1+\left[1+|D u|^{2}\right]^{-1 / 2}\right\} D_{i} u+\rho u . \tag{5.6}
\end{align*}
$$

We see that $A_{i}(x, t, \xi)=\left\{1+\left[1+|\xi|^{2}\right]^{-1 / 2}\right\} \xi_{i}$ and $B_{0}=1$. It is clear from [9, p.96] that $Q$ meets ( Q 1$)-(\mathrm{Q} 5)$ and that

$$
\mathscr{2}(u, v)-\mathscr{L}(u, v)=\int_{\Omega} p\left[1+|D u|^{2}\right]^{-1 / 2} D_{i} u D_{i} v
$$

Since $\Gamma_{1}=\partial \Omega$, constants are in $C_{p, \rho}^{1}(\Omega)$. It therefore follows from (4.1) and (4.3) that $\phi_{1}=\psi_{1}=c_{5}$ where $c_{5}$ is a positive constant and $\lambda_{1}=\sigma_{1}=1$. Also, we have from (5.6') that $\mathscr{2}(u, u)-\mathscr{L}(u, u) \geqq 0$. Consequently, (4.7) follows immediately, and also we see from (1.7), (4.15), and this last inequality that $\lambda_{1}^{*} \geqq \sigma_{1}$. But from (5.6'), we have that $\mathscr{2}\left(n \phi_{1}, n \phi_{1}\right)=n^{2} \mathscr{L}\left(\phi_{1}, \phi_{1}\right)=n^{2} \sigma_{1}$. Therefore, $\lim _{n \rightarrow \infty} \mathscr{2}\left(n \phi_{1}, n \phi_{1}\right) / n^{2}\left\langle\phi_{1}, \phi_{1}\right\rangle_{\rho}=\sigma_{1}$; hence $\lambda_{1}^{*} \leqq \sigma_{1}$. Thus $\lambda_{1}^{*}=\sigma_{1}$, and (4.6) is established. Since we have already established (4.7), we have that $Q$ is $*$-related to $L$. From (5.6') we also see that $\mathscr{2}\left(u, \phi_{1}\right)=\mathscr{L}\left(u, \phi_{1}\right)=$ $\sigma_{1}\left\langle u, \phi_{1}\right\rangle_{\rho}$. Consequently, (5.2) holds and our example is fully established.

We observe that $\Gamma_{1}=\partial \Omega$ in the cases (1.10), (1.15), and (1.16) discussed in $\S 1$. Hence the above example covers these cases.

For a more sophisticated example, we consider the case where $F(t)$ is a continuous nondecreasing function on $[0, \infty)$ with

$$
\begin{equation*}
F(0) \geqq 0 \quad \text { and } \quad \lim _{t \rightarrow \infty} t[1-F(t)]=0, \tag{5.7}
\end{equation*}
$$

e.g., $F(t)=t / \sqrt{1+t^{2}}, t^{2} /\left(1+t^{2}\right),\left[\left(1+t^{2}\right) /\left(2+t^{2}\right)\right]^{3 / 2}$, etc. For such an $F$, the first example we consider is where $L$ has the eigenfunctions that are given in (1.11). For this case $\Omega=\tilde{\Omega} \times \mathbb{R}^{1}$ where $\tilde{\Omega} \subset \mathbb{R}^{2}$ and $p(x)=\rho(x)=e^{-x_{3}^{2}}$. We then have that

$$
\begin{equation*}
L u=-e^{-x_{3}^{2}} D_{1}^{2} u-e^{-x_{3}^{2}} D_{2}^{2} u-D_{3}\left[e^{-x_{3}^{2}} D_{3} u\right]+e^{-x_{3}^{2}} u \tag{5.8}
\end{equation*}
$$

and we take

$$
\begin{equation*}
Q u=-e^{-x_{3}^{2}}\left[D_{1}^{2} u+D_{2}^{2} u\right]-2^{-1} D_{3} e^{-x_{3}^{2}}\left[1+F\left(\left|D_{3} u\right|\right)\right] D_{3} u+e^{-x_{3}^{2}} u . \tag{5.9}
\end{equation*}
$$

Now it follows from the discussion in § 1 that $\sigma_{1}=\lambda_{1}=\eta_{1}+1$ and $\phi_{1}=\psi_{1}=$ $\tilde{\phi}_{1}\left(x_{1}, x_{2}\right) H_{0}\left(x_{3}\right) / \pi^{1 / 4}$.

From the fact that $H_{0}\left(x_{3}\right)=1$, it follows from (1.6) that

$$
\begin{aligned}
\mathscr{2}\left(u, \phi_{1}\right) & =\pi^{-1 / 4} \int_{\Omega} e^{-x_{3}^{2}}\left\{D_{1} u D_{1} \tilde{\phi}_{1}+D_{2} u D_{2} \tilde{\phi}_{1}+2^{-1}\left[1+F\left(\left|D_{3} u\right|\right)\right] D_{3} u D_{3} \tilde{\phi}_{1}\right\}+\left\langle u, \phi_{1}\right\rangle_{\rho} \\
& =\left(\eta_{1}+1\right)\left\langle u, \phi_{1}\right\rangle_{\rho} \quad \forall u \in C_{p, \rho}^{1}(\Omega) .
\end{aligned}
$$

Hence, it follows that

$$
\begin{equation*}
\mathscr{Q}\left(u, \phi_{1}\right)=\sigma_{1}\left\langle u, \phi_{1}\right\rangle_{\rho} \quad \forall u \in H_{p, \rho}^{1} \tag{5.10}
\end{equation*}
$$

and (5.2) is established provided we can show $\sigma_{1}=\lambda_{1}^{*}$, i.e., that $Q$ satisfies (4.6). We also have to show that $Q$ satisfies (4.7) and (Q1)-(Q5).

To establish these facts, we observe from (5.9) that $B_{0}=1, A_{1}(x, t, \xi)=\xi_{1}$, $A_{2}(x, t, \xi)=\xi_{2}$, and $A_{3}(x, t, \xi)=2^{-1}\left[1+F\left(\left|\xi_{3}\right|\right)\right] \xi_{3}$. It is clear from (5.7) and the fact that $F(t)$ is nondecreasing on $[0, \infty)$ that $Q$ meets $(\mathrm{Q} 1)-(\mathrm{Q} 5)$. Also it follows from (5.8) and (5.9) that

$$
\begin{equation*}
\mathscr{2}(u, u)-\mathscr{L}(u, u)=-2^{-1} \int_{\Omega} e^{-x_{3}^{2}}\left[1-F\left(\left|D_{3} u\right|\right)\right]\left|D_{3} u\right|^{2} \tag{5.11}
\end{equation*}
$$

Consequently, $\mathscr{2}(u, u) \leqq \mathscr{L}(u, u)$ for all $u \in H_{p, \rho}^{1}$ and we conclude from (1.7) that

$$
\begin{equation*}
\lambda_{1}^{*} \leqq \liminf _{\|u\|_{\rho}^{2} \rightarrow \infty} \mathscr{L}(u, u) /\|u\|_{\rho}^{2}, \quad u \in H_{p, \rho}^{1} \tag{5.12}
\end{equation*}
$$

But for $u \neq 0, \mathscr{L}(u, u) /\|u\|_{\rho}^{2}=\mathscr{L}\left(u /\|u\|_{\rho}, u /\|u\|_{\rho}\right)$ and from (4.15)(a), (b) we see that

$$
\inf _{\|u\|_{\rho}^{2}=1} \mathscr{L}(u, u)=\sigma_{1}, \quad u \in H_{p, \rho}^{1} .
$$

Hence, it follows from (5.12) that

$$
\begin{equation*}
\lambda_{1}^{*} \leqq \sigma_{1} \tag{5.13}
\end{equation*}
$$

On the other hand, from (Q3) and (Q4) if $\lim _{n \rightarrow \infty}\left\langle u_{n}, u_{n}\right\rangle_{\rho}=\infty$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathscr{2}\left(u_{n}, u_{n}\right) /\left\langle u_{n}, u_{n}\right\rangle_{\rho}=\lambda_{1}^{*} \tag{5.13}
\end{equation*}
$$

we see from (4.7) that $\lambda_{1}^{*} \geqq \sigma_{1}$. This fact coupled with (5.13) gives (4.6).
It remains to establish (4.7). It is clear from (5.11) that (4.7) will follow if we can show the following. Given $\left\{u_{n}\right\}_{n=1}^{\infty}$ an arbitrary sequence in $C_{p, \rho}^{1}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}\right\|_{p, \rho}=\infty \tag{5.14}
\end{equation*}
$$

then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\Omega} e^{-x_{3}^{2}}\left[1-F\left(\left|D_{3} u_{n}\right|\right)\right]\left|D_{3} u_{n}\right|^{2} /\left\|u_{n}\right\|_{p, \rho}=0 \tag{5.15}
\end{equation*}
$$

Now we recall once again that $\Omega=\tilde{\Omega} \times \mathbb{R}^{1}$ where $\tilde{\Omega} \subset \mathbb{R}^{2}$ is a bounded open connected set. Let $\varepsilon>0$ be given. Using (5.7), choose $T>0$ such that $t|1-F(t)|<\varepsilon$ for $t \geqq T$. Let $\Omega_{1 n}=\left\{x \in \Omega\right.$ : $\left.\left|D_{3} u_{n}(x)\right|>T\right\}$ and $\Omega_{2 n}=\Omega \backslash \Omega_{1 n}$. Since $\Omega=\Omega_{1 n} \cup \Omega_{2 n}$, it follows that

$$
\int_{\Omega} e^{-x_{3}^{2}}\left|1-F\left(\left|D_{3} u_{2}\right|\right)\right|\left|D_{3} u_{n}\right|^{2} \leqq T^{2}(\text { meas } \tilde{\Omega}) \pi^{1 / 2}+\varepsilon\left\|u_{n}\right\|_{p, \rho}(\text { meas } \tilde{\Omega})^{1 / 2} \pi^{1 / 4}
$$

Dividing both sides of this last inequality by $\left\|u_{n}\right\|_{p, \rho}$, we see that

$$
\underset{n \rightarrow \infty}{\limsup } \int_{\Omega} e^{-x_{3}^{2}}\left|1-F\left(\left|D_{3} u_{n}\right|\right)\right|\left|D_{3} u_{n}\right|^{2} /\left\|u_{n}\right\|_{p, \rho} \leqq \varepsilon(\text { meas } \tilde{\Omega})^{1 / 2} \pi^{1 / 4}
$$

Since $\varepsilon$ is arbitrary, (5.15) is true. Hence (4.7) holds, and our example is completely established.

For our final illustration we choose $\Omega=(0,1) \times \mathbb{R}^{1}$ and $p\left(x_{1}, x_{2}\right)=\rho\left(x_{1}, x_{2}\right)=$ $x_{1} e^{-x_{2}^{2}}$. We take

$$
\begin{equation*}
L u=-D_{1}\left[x_{1} e^{-x_{2}^{2}} D_{1} u\right]-D_{2}\left[x_{1} e^{-x_{2}^{2}} D_{2} u\right]+x_{1} e^{-x_{2}^{2}} u \tag{5.16}
\end{equation*}
$$

and

$$
\begin{equation*}
Q u=-D_{1}\left[x_{1} e^{-x_{2}^{2}} D_{1} u\right]-D_{2}\left\{x_{1} e^{-x_{2}^{2}} 2^{-1}\left[1+F\left(\left|D_{2} u\right|\right)\right] D_{2} u\right\}+x_{1} e^{-x_{2}^{2}} u \tag{5.17}
\end{equation*}
$$

Then it follows from (1.6) and (4.1) that

$$
\begin{equation*}
\mathscr{2}(u, v)-\mathscr{L}(u, v)=-\int_{\Omega} x_{1} e^{-x_{2}^{2}} 2^{-1}\left[1-F\left(\left|D_{2} u\right|\right)\right] D_{2} u D_{2} v . \tag{5.18}
\end{equation*}
$$

Since $\phi_{1}\left(x_{1}, x_{2}\right)=$ constant multiple of $J_{0}\left(\eta_{1} x_{1}\right)$ where $\eta_{1}$ is the first positive zero of $J_{0}$, it also follows that the integral on the right-hand side of (5.18) is zero when $v=\phi_{1}$. Hence, we see from (5.18) and (4.3) that

$$
\begin{equation*}
\mathscr{2}\left(u, \phi_{1}\right)=\mathscr{L}\left(u, \phi_{1}\right)=\sigma_{1}\left\langle u, \phi_{1}\right\rangle_{\rho} \quad \forall u \in H_{p, \rho}^{1} . \tag{5.19}
\end{equation*}
$$

Therefore, (5.2) will follow once we show that (4.6) holds. We also have to show that (4.7) holds and that $Q$ satisfies (Q1)-(Q5).

We see from (1.0) and (5.17) that $B_{0}=1, A_{1}(x, t, \xi)=\xi_{1}$, and $A_{2}(x, t, \xi)=$ $2^{-1}\left[1+F\left(\left|\xi_{2}\right|\right)\right] \xi_{2}$. It is an easy matter to see from (5.7) and the fact that $F(t)$ is nondecreasing on $[0, \infty)$ that (Q1)-(Q5) hold. Also it follows from (5.18) that $2(u, u) \leqq$ $\mathscr{L}(u, u)$ and hence as we did in (5.12) and (5.13), we obtain that $\lambda_{1}^{*} \leqq \sigma_{1}$. But from (5.13), we obtain as before using (Q3)-(Q4) and (4.7) that $\lambda_{1}^{*} \geqq \sigma_{1}$. Consequently, (4.6) holds. To establish (4.7) we assume (5.14) holds and show with the identical proof used before for (5.15) that

$$
\lim _{n \rightarrow \infty} \int_{\Omega} x_{1} e^{-x_{2}^{2}}\left[1-F\left(\left|D_{2} u_{n}\right|\right)\right] D_{2} u_{n} /\left\|u_{n}\right\|_{p, \rho}=0
$$

Consequently, it follows from (5.18) that (4.7) is true. Therefore, $L u$ and $Q u$ given, respectively, by (5.16) and (5.17) satisfy the conditions in the hypothesis of the corollary and our last example is completely established.
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#### Abstract

By using the summation and transformation formulas for balanced very well poised basic hypergeometric series an extension of Askey and Wilson's $q$-beta integral involving five parameters is evaluated, where one of the parameters has modulus greater than 1 . The result is then applied to obtain the biorthogonality relation for a system of real-valued rational functions on $[-1,1]$ representable as terminating balanced very well poised ${ }_{10} \phi_{9}$ series.
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1. Introduction. Euler's beta integral

$$
\begin{equation*}
\int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\beta} d x=2^{\alpha+\beta+1} \frac{\Gamma(\alpha+1) \Gamma(\beta+1)}{\Gamma(\alpha+\beta+2)} \tag{1.1}
\end{equation*}
$$

$\operatorname{Re}(\alpha, \beta)>-1$, has been extended in many different ways (see [1]-[10], [17]), but the extension that has received particular attention in recent years is Askey and Wilson's [10] $q$-beta integral given by

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-1}^{1} w(x ; a, b, c, d) d x=\frac{(a b c d ; q)_{\infty}}{(q, a b, a c, a d, b c, b d, c d ; q)_{\infty}} \tag{1.2}
\end{equation*}
$$

where

$$
\begin{equation*}
w(x ; a, b, c, d)=\frac{h\left(x ; 1,-1, q^{1 / 2},-q^{1 / 2}\right)}{h(x ; a, b, c, d)}\left(1-x^{2}\right)^{-1 / 2} \tag{1.3}
\end{equation*}
$$

with

$$
\begin{gather*}
h\left(x ; a_{1}, a_{2}, \cdots, a_{k}\right)=\prod_{j=1}^{k} h\left(x ; a_{j}\right),  \tag{1.4}\\
h(x ; a)=\prod_{n=0}^{\infty}\left(1-2 a x q^{n}+a^{2} q^{2 n}\right) \\
=\left(a e^{i \theta}, a e^{-i \theta} ; q\right)_{\infty} \quad \text { when } x=\cos \theta,
\end{gather*}
$$

and the $q$-shifted factorials are defined by

$$
(a ; q)_{n}= \begin{cases}1 & \text { if } n=0  \tag{1.6}\\ (1-a)(1-a q) \cdots\left(1-a q^{n}\right) & \text { if } n=1,2, \cdots,\end{cases}
$$

[^109]\[

$$
\begin{equation*}
(a, q)_{\infty}=\lim _{n \rightarrow \infty}(a ; q)_{n} \quad \text { when }|q|<1 \tag{1.7}
\end{equation*}
$$

\]

$$
\begin{equation*}
\left(a_{1}, a_{2}, \cdots, a_{k} ; q\right)_{n}=\prod_{j=1}^{k}\left(a_{j} ; q\right)_{n} \tag{1.8}
\end{equation*}
$$

It will be assumed throughout the paper that $|q|<1$. Formula (1.2) is valid provided $\max (|a|,|b|,|c|,|d|)<1$. If one of the parameters, say $a$, is greater than 1 in modulus but is such that $\left|a q^{m+1}\right|<1<\left|a q^{m}\right|$ for some nonnegative integer $m$ then, as Askey and Wilson [10] showed by a contour integration argument, and as Gasper and Rahman [13] proved by real integration, (1.2) must be modified by the formula

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-1}^{1} w(x ; a, b, c, d) d x+\sum_{k=0}^{m} w_{k}=\frac{(a b c d ; q)_{\infty}}{(q, a b, a c, a d, b c, c d ; q)_{\infty}} \tag{1.9}
\end{equation*}
$$

where

$$
\begin{equation*}
w_{k}=\frac{\left(a^{-2} ; q\right)_{\infty}}{(q, a b, a c, a d, a / b, a / c, a / d ; q)_{\infty}} \cdot \frac{\left(1-a^{2} q^{2 k}\right)\left(a^{2}, a b, a c, a d ; q\right)_{k}}{\left(1-a^{2}\right)(q, a q / b, a q / c, a q / d ; q)_{k}}\left(\frac{q}{a b c d}\right)^{k} \tag{1.10}
\end{equation*}
$$

Nasrallah and Rahman [15] considered an extension of the integral in (1.2) by introducing a fifth parameter and in [16] Rahman gave the following extension:

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-1}^{1} v(x ; a, b, c, d, f) d x=\kappa(a, b, c, d, f) \tag{1.11}
\end{equation*}
$$

where

$$
\begin{equation*}
v(x ; a, b, c, d, f)=\frac{h\left(x ; 1,-1, q^{1 / 2},-q^{1 / 2}, a b c d f\right)}{h(x ; a, b, c, d, f)}\left(1-x^{2}\right)^{-1 / 2}, \tag{1.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\kappa(a, b, c, d, f)=\frac{(a b c d, a b c f, a b d f, a c d f, b c d f ; q)_{\infty}}{(q, a b, a c, a d, a f, b c, b d, b f, c d, c f, d f ; q)_{\infty}} \tag{1.13}
\end{equation*}
$$

provided

$$
\begin{equation*}
\max (|a|,|b|,|c|,|d|,|f|)<1 \tag{1.14}
\end{equation*}
$$

Askey [5] gave a direct proof of (1.11) by a functional equation method. Our first objective in this paper is to give an evaluation of the integral in (1.11) when the modulus of one of the parameters exceeds 1 while the moduli of the other four parameters remain less than 1 . Suppose $m$ is a nonnegative integer such that

$$
\begin{equation*}
\left|f q^{m+1}\right|<1<\left|f q^{m}\right| \tag{1.15}
\end{equation*}
$$

We will prove in $\S 3$ that

$$
\begin{align*}
& \frac{1}{2 \pi} \int_{-1}^{1} v(x ; a, b, c, d, f) d x+\sum_{k=0}^{m} v_{k}(a, b, c, d, f)  \tag{1.16}\\
& \quad=\kappa(a, b, c, d, f)
\end{align*}
$$

where

$$
\begin{align*}
v_{k}(a, b, c, d, f)= & \frac{\left(a b c d, a b c d f^{2}, f^{-2} ; q\right)_{\infty}}{(q, a f, b f, c f, d f, a / f, b / f, c / f, d / f ; q)_{\infty}}  \tag{1.17}\\
& \cdot \frac{\left(1-f^{2} q^{2 k}\right)\left(f^{2}, a f, b f, c f, d f, q / a b c d ; q\right)_{k}}{\left(1-f^{2}\right)\left(q, f q / a, f q / b, f q / c, f q / d, a b c d f^{2} ; q\right)_{k}} q^{k}
\end{align*}
$$

It is clear that (1.16) reduces to (1.9) when any one of the parameters $a, b, c, d$ approaches zero.

The main objective of this paper, however, is to prove the following theorems.
Theorem 1. Let $\max (|a|,|b|,|c|,|d|)<1,|f| \leq \min (|a|,|b|,|c|,|d|)$ and let $N$ be a nonnegative integer such that

$$
\begin{equation*}
\left|f q^{-N}\right|<1<\left|f q^{-N-1}\right| \tag{1.18}
\end{equation*}
$$

Let

$$
\begin{align*}
R_{m}(x)= & R_{m}(x ; a, b, c, d, f)  \tag{1.19}\\
= & \frac{\left(a^{2} b c d f, b c d f, d e^{i \theta}, d e^{-i \theta} ; q\right)_{m}}{\left(a d, d / a, a b c d f e^{i \theta}, a b c d f e^{-i \theta} ; q\right)_{m}} \\
& \cdot M_{m}(x ; a, b, c, d, f) \\
S_{n}(x)= & S_{n}(x ; a, b, c, d, f)  \tag{1.20}\\
= & \frac{\left(a q / f, q / a f, d e^{i \theta}, d e^{-i \theta} ; q\right)_{n}}{\left(a d, d / a, q e^{i \theta} / f, q e^{-i \theta} / f ; q\right)_{n}} \\
& \cdot M_{n}\left(x ; a, b, c, d, f q^{-1}\right),
\end{align*}
$$

where $x=\cos \theta, 0 \leq \theta \leq \pi$, and

$$
\begin{align*}
& M_{k}(x ; a, b, c, d, f) \\
& \quad={ }_{10} W_{9}\left(a q^{-k} / d ; q^{1-k} / b d, q^{1-k} / c d, 1 / d f, a b c f, a e^{i \theta}, a e^{-i \theta}, q^{-k} ; q, q\right) \tag{1.21}
\end{align*}
$$

where the symbol ${ }_{10} W_{9}$ represents a very well poised ${ }_{10} \phi_{9}$ series defined in §2. Let

$$
\begin{equation*}
L_{m, n}:=\int_{-1}^{1} v(x ; a, b, c, d, f) R_{m}(x) S_{n}(x) d x \tag{1.22}
\end{equation*}
$$

If $m=0,1, \cdots$, and $n=0,1, \cdots, N$, then

$$
\begin{equation*}
L_{m, n}=\kappa(a, b, c, d, f) \delta_{m, n} / h_{n} \tag{1.23}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{n}=\frac{\left(1-a b c d q^{2 n-1}\right)\left(a b c d q^{-1}, a b, a c, a d, 1 / a f, b c d f / q ; q\right)_{n}}{\left(1-a b c d q^{-1}\right)\left(q, c d, b d, b c, a^{2} b c d f, a q / f ; q\right)_{n}} q^{n} . \tag{1.24}
\end{equation*}
$$

Theorem 2. Let $a, b, c, d, f$ satisfy the same conditions as in Theorem 1. If $n \geq N+1$, then

$$
\begin{align*}
L_{m, n}+ & \sum_{k=0}^{n-N-1} v_{k}\left(a, b, c, d q^{n}, f q^{-n}\right) R_{m}\left(x_{n-k} ; a, b, c, d, f\right) \\
& \cdot M_{n}\left(x_{n-k} ; a, b, c, d, f q^{-1}\right) \frac{\left(a f q^{-n}, f q^{-n} / a ; q\right)_{n}}{(a d, d / a ; q)_{n}}  \tag{1.25}\\
= & \kappa(a, b, c, d, g) \delta_{m, n} / h_{n},
\end{align*}
$$

where

$$
\begin{equation*}
x_{n-k}=\frac{1}{2}\left(f q^{k-n}+f^{-1} f^{n-k}\right) \tag{1.26}
\end{equation*}
$$

In $\S 4$ we will give the proofs of Theorems 1 and 2 . In $\S 2$ we will give the definition and some properties of the very well poised basic hypergeometric series that will be needed to complete the proofs in $\S 3$ and $\S 4$.

In [16] Rahman found a biorthogonality relation for essentially the same rational functions, but with respect to a complex measure on the unit circle. This paper deals with the problems that arise when we try to convert that integral to a real one on the interval $[-1,1]$.
2. Very well poised basic hypergeometric series. A basic hypergeometric series ${ }_{r+1} \phi_{r}$ in base $q$ and with $r+1$ numerator parameters and $r$ denominator parameters is defined by

$$
{ }_{r+1} \phi_{r}\left[\begin{array}{c}
a_{1}, a_{2}, \cdots, a_{r+1}  \tag{2.1}\\
b_{1}, \cdots, b_{r}
\end{array} ; q, z\right]=\sum_{n=0}^{\infty} \frac{\left(a_{1}, a_{2}, \cdots, a_{r+1} ; q\right)_{n}}{\left(q, b_{1}, \cdots, b_{r} ; q\right)_{n}} z^{n},
$$

which terminates and hence becomes a polynomial of degree $k$ in $z$ when one of the numerator parameters is of the form $q^{-k}, k=0,1, \cdots$. If the series does not terminate, then we will naturally assume that the series converges, which is guaranteed by the inequality $|z|<1$. Whether or not the series terminates it will always be assumed that the denominator parameters are such that no zero factors appear in any term of the series in (2.1). When $z=q$ and $q a_{1} a_{2} \cdots a_{r+1}=b_{1} \cdots b_{r}$, we call the series balanced. If $q a_{1}=a_{2} b_{1}=a_{3} b_{2}=\cdots=a_{r+1} b_{r}$, the series is said to be well poised. If, in addition, $a_{2}=q a_{1}^{1 / 2}, a_{3}=-q a_{1}^{1 / 2}$, the series is said to be very well poised. Because of the frequent use of very well poised series in this paper we shall use the following abbreviated notation:

$$
\begin{align*}
& { }_{r+1} W_{r}\left(a_{1} ; a_{4}, a_{5}, \cdots, a_{r+1} ; q, z\right) \\
& \quad:={ }_{r+1} \phi_{r}\left[\begin{array}{c}
a_{1}, q a_{1}^{1 / 2},-q a_{1}^{1 / 2}, a_{4}, \cdots, a_{r+1} \\
a_{1}^{1 / 2},-a_{1}^{1 / 2}, a_{1} q / a_{4}, \cdots, a_{1} q / a_{r+1}
\end{array} ; q, z\right] . \tag{2.2}
\end{align*}
$$

One of the most useful summation formulas in the theory of basic hypergeometric series is Jackson's [14] formula:

$$
\begin{equation*}
{ }_{8} W_{7}\left(a ; b, c, d, e, q^{-n} ; q, q\right)=\frac{(a q, a q / b c, a q / b d, a q / c d ; q)_{n}}{(a q / b, a q / c, a q / d, a q / b c d, ; q)_{n}} \tag{2.3}
\end{equation*}
$$

where $n=0,1, \cdots$, and

$$
\begin{equation*}
a^{2} q^{n+1}=b c d e \tag{2.4}
\end{equation*}
$$

which expresses that the terminating $8 W_{7}$ series in (2.3) is balanced. Almost as important as (2.3) is Bailey's [11] nonterminating extension of it:

$$
\begin{align*}
& { }_{8} W_{7}(a ; b, c, d, e, f ; q, q) \\
& +\frac{(a q, b / a, c, d, e, f, b q / c, b q / d, b q / e, b q / f ; q)_{\infty}}{\left(q b^{2} / a, a / b, b c / a, b d / a, b e / a, b f / a, a q / c, a q / e, a q / f ; q\right)_{\infty}} \\
& \quad \cdot 8 W_{7}\left(b^{2} / a ; b, b c / a, b d / a, b e / a, b f / a ; q, q\right)  \tag{2.5}\\
& \quad=\frac{(a q, b / a, a q / c d, a q / c e, a q / c f, a q / d e, a q / e f ; q)_{\infty}}{(a q / c, a q / d, a q / e, a q / f, b c / a, b d / a, b e / a, b f / a ; q)_{\infty}}
\end{align*}
$$

where the balance condition (2.4) is replaced by

$$
\begin{equation*}
q a^{2}=b c d e f \tag{2.6}
\end{equation*}
$$

We shall also need Bailey's [12] ${ }_{10} \phi_{9}$ transformation formula see [13, eqn. (2.12.9)], which can be written in a somewhat compact form as follows:

$$
\begin{align*}
& V(a ; b, c, d, e, f, g, h ; q, q) \\
& \quad=\frac{(a q, b / a, \lambda q / f, \lambda q / g, \lambda q / h, b f / \lambda, b g / \lambda, b h / \lambda ; q)_{\infty}}{(\lambda q, b / \lambda, a q / f, a q / g, a q / h, b f / a, b g / a, b h / a ; q)_{\infty}}  \tag{2.7}\\
& \quad \cdot V(\lambda ; b, \lambda c / a, \lambda d / a, \lambda e / a, f g, h ; q, q),
\end{align*}
$$

where

$$
\begin{equation*}
q^{2} a^{3}=b c d e f g h, \quad \lambda=q a^{2} / c d e \tag{2.8}
\end{equation*}
$$

and

$$
\begin{align*}
& V(a ; b, c, d, e, f, g, h ; q, q)  \tag{2.9}\\
& ={ }_{10} W_{9}(a ; b, c, d, e, f, g, h ; q, q) \\
& \quad+\frac{(a q, b / a, c, d, e, f, g, h, b q / c, b q / d, b q / f, b q / g, b q / h ; q)_{\infty}}{\left(q b^{2} / a, a / b, b c / a, b d / a, b e / a, b f / a, b g / a, b h / a, a q / c, a q / d, a q / e, a q / f, a q / g, a q / h ; q\right)_{\infty}} \\
& \quad{ }_{10} W_{9}\left(b^{2} / a ; b, b c / a, b d / a, b e / a, b f / a, b g / a, b h / a ; q, q\right) .
\end{align*}
$$

If $h=q^{-n}, n=0,1, \cdots$, then the coefficients of the second ${ }_{10} W_{9}$ series in both $V$ functions in (2.7) vanish and we get the terminating form of (2.7), namely,

$$
\begin{align*}
& { }_{10} W_{9}\left(a ; b, c, d, e, f, g, q^{-n}, q, q\right)  \tag{2.10}\\
& \quad=\frac{(a q, a q / b f, a q / b g, a q / f g ; q)_{n}}{(a q / b, a q / f, a q / b, a q / b f g ; q)_{n}} 1_{0} W_{9}\left(\lambda ; b, c \lambda / a, d \lambda / a, e \lambda / a, f, g, q^{-n} ; q, q\right) .
\end{align*}
$$

In [16] the author found a representation of a $V$-function in terms of an integral of the type (1.2) and (1.11). By an iteration of the transformation formula (2.7) that representation can be expressed in the following form:

$$
\begin{align*}
& \frac{1}{2 \pi} \int_{-1}^{1} \frac{h\left(x ; 1,-1 . q^{1 / 2},-q^{1 / 2}, c, d\right)\left(1-x^{2}\right)^{-1 / 2}}{h\left(x ; a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{6}\right)} d x  \tag{2.11}\\
& \quad=\frac{\prod_{j=1}^{6}\left(c a_{j}, d / a_{j} ; q\right)_{\infty}}{\left(q, c^{2}, d / c ; q\right)_{\infty} \prod_{1 \leq j<k \leq 6}\left(a_{j} a_{k} ; q\right)_{\infty}} \\
& \quad \cdot V\left(c^{2} / q ; c d / q, c / a_{1}, c / a_{2}, c / a_{3}, c / a_{4}, c / a_{5}, c / a_{6} ; q, q\right)
\end{align*}
$$

where the balance condition of the $V$-function as well as the integrand in (2.11) is expressed by the relation

$$
\begin{equation*}
c d=a_{1} a_{2} a_{3} a_{4} a_{5} a_{6} . \tag{2.12}
\end{equation*}
$$

The modulus of each of the denominator parameters $a_{j}, j=1, \cdots, 6$, is, of course, less than 1. Situations where this restriction may not hold are no interest to us in this paper. The form of the expression on the right side of (2.11) may not be the most useful one but it is the easiest one to remember because of its symmetry.
3. Proof of (1.16). If $f= \pm 1$ in (1.12) then the functions $h(x ; \pm 1)$ and $h(x ; f)$ cancel, and hence it follows by continuity that

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-1}^{1} v(x ; a, b, c, d, \pm 1) d x=\kappa(a, b, c, d, \pm 1) \tag{3.1}
\end{equation*}
$$

provided, of course, that

$$
\begin{equation*}
\max (|a|,|b|,|c|,|d|)<1 \tag{3.2}
\end{equation*}
$$

If $f \neq \pm 1$ but $|f|=1$, then $h(x ; f)=0$ for some $x$ in the interval $(-1,1)$, and so the integral in (1.11) does not converge. Similary, this integral does not converge if $\left|f q^{n}\right|=1$ and $f q^{n} \neq \pm 1$, for some positive integer $n$. If there is a nonnegative integer $m$ such that

$$
\begin{equation*}
\left|f q^{m+1}\right|<1<\left|f q^{m}\right| \tag{3.3}
\end{equation*}
$$

and if $f a^{ \pm 1}, f b^{ \pm 1}, f c^{ \pm 1}, f d^{ \pm 1}$ are not of the form $q^{-n}$ for any nonnegative integer $n$, then the integral in (1.11) converges and it can be evaluated in the following way. Since

$$
\begin{align*}
h(x ; f) & =\left(f e^{i \theta}, f e^{-i \theta} ; q\right)_{m+1} h\left(x ; f q^{m+1}\right) \\
& =f^{2 m+2} q^{m+m^{2}} \frac{h\left(x ; f q^{m+1}, f^{-m} / f\right)}{h(x ; q / f)} \tag{3.4}
\end{align*}
$$

we get by denoting the integral on the left side of (1.11) by $J(a, b, c, d, f)$,

$$
\begin{align*}
& J(a, b, c, d, f) \\
& \quad=f^{-2 m-2} q^{-m-m^{2}} \int_{-1}^{1} \frac{h\left(x ; 1,-1, q^{1 / 2},-q^{1 / 2}, a b c d f, q / f\right)\left(1-x^{2}\right)^{-1 / 2}}{h\left(x ; a, b, c, d, f q^{m+1}, q^{-m} / f\right)} d x \tag{3.5}
\end{align*}
$$

where it is assumed that the inequality (3.2) is also satisfied. Since the parameters in the integrand of (3.5) satisfy (2.12), we may apply (2.11) to obtain the following relation:

$$
\begin{align*}
J(a, b, c, d, f)= & K_{m}(a, b, c, d, f)  \tag{3.6}\\
& \cdot V\left((a b c d f)^{2} / q ; a b c d, a b c f, a b d f, a c d f, b c d f, a b c d q^{-m-1}, a b c d f^{2} q^{m} ; q, q\right)
\end{align*}
$$

where

$$
\begin{align*}
K_{m}(a, b, c, d, f)= & -\frac{\left(a^{2} b c d f, a b^{2} c d f, a b c^{2} d f, a b c d^{2} f, a b c d f^{2} ; q\right)_{\infty}}{(q, a b, a c, a d, b c, b d, c d, a f, b f, c f, d f ; q)_{\infty}} \\
& \cdot \frac{\left(a b c d, f^{-2} ; q\right)_{\infty}}{\left(a / f, b / f, c / f, d / f,(a b c d f)^{2}, 1 / a b c d f^{2} ; q\right)_{\infty}}  \tag{3.7}\\
& \cdot \frac{\left(q f^{2}, q / a b c d, a f q, b f q, c f q, d f q ; q\right)_{m}}{\left(q, q a b c d f^{2}, f q / a, f q / b, f q / c, f q / d ; q\right)_{m}} .
\end{align*}
$$

We now apply (2.7) on the $V$-function on the right side of (3.6) to get

$$
\begin{align*}
& V\left((a b c d f)^{2} / q ; a b c d, a b c f, a b d f, a c d f, b c d f, a b c d q^{-m-1}, a b c d f^{2} q^{m} ; q, q\right) \\
& \quad=\frac{\left((a b c d f)^{2}, q / a b c d f^{2}, a b c f q, a b c / f, d f q, d / f ; q\right)_{\infty}}{\left(a^{2} b^{2} c^{2} d f, q / a b c f, a b c d^{2} f, q / d f, q a b c d f^{2}, f^{-2} ; q\right)_{\infty}}  \tag{3.8}\\
& \quad \cdot\left(q a b c d f^{2}, q, f q / d, f q / a b c ; q\right)_{m} /\left(a b c f q, d f q, q f^{2}, q / a b c d ; q\right)_{m} \\
& \quad \cdot V\left(a^{2} b^{2} c^{2} d f / q ; a b c d, a b, a c, b c, a b c f, a b c d q^{-m-1}, a b c d f^{2} q^{m} ; q, q\right) .
\end{align*}
$$

Using the definition (2.9) of the $V$-functions, we have

$$
\begin{aligned}
& V\left(a^{2} b^{2} c^{2} d f / q ; q b c d, 2 b, 2 c, b c, a b c f, a b c d q^{-m-1}, a b c d f^{2} q^{m} ; q, q\right) \\
& \quad=\quad{ }_{10} W_{9}\left(a^{2} b^{2} c^{2} d f / q ; a b c d, a b, a c, b c, a b c f, a b c d q^{-m-1}, a b c d f^{2} q^{m} ; q, q\right) \\
& \quad+\frac{\left(a^{2} b^{2} c^{2} d f, q / a b c f, a b, a c, b c, a b c f, a b c d q^{-m-1}, a b c d f^{2} q^{m} ; q\right)_{\infty}}{\left(d q^{2} / f, a b c f / q, q / c f, q / b f, q / a f, q, d q^{-m} / f d f q^{m+1} ; q\right)_{\infty}} \\
& \quad \cdot \frac{\left(q / c d, q / b d, q / a d, d q / f, q^{m+2}, q^{1-m} / f^{2} ; q\right)_{\infty}}{\left(a b c^{2} d f, a b^{2} c d f, a^{2} b c d f, a b c d, a b c f q^{m+1}, a b c q^{-m} / f ; q\right)_{\infty}} \\
& \quad \cdot{ }_{10} W_{9}\left(d q / f ; a b c d, q / a f, q / b f, q / c f, q, d q^{-m} / f, d f q^{m+1} ; q, q\right)
\end{aligned}
$$

Because of the cancellation of a numerator and a denominator parameter in the first ${ }_{10} W_{9}$ series on the right side of (3.9), it reduces to

$$
{ }_{8} W_{7}\left(a^{2} b^{2} c^{2} d f / q ; a b, a c, b c, a b c d q^{-m-1}, a b c d f^{2} q^{m} ; q, q\right)
$$

which is very well poised and balanced and so Bailey's summation formula (2.5) is applicable. Thus

$$
\begin{align*}
{ }_{10} W_{9} & \left(a^{2} b^{2} c^{2} d f / q ; a b c d, a b, a c, b c, a b c f, a b c d q^{-m-1}, a b c d f^{2} q^{m} ; q, q\right) \\
= & \frac{\left(a^{2} b^{2} c^{2} d f, a b d f, a c d f, b c d f, a q^{-m} / f, b q^{-m} / f, c q^{-m} / f, q^{-m} / a b c f ; q\right)_{\infty}}{\left(a^{2} b c d f, a b^{2} c d f, a b c^{2} d f, d f, q^{-m} / a f, q^{-m} / b f, q^{-m} / c f, a b c q^{-m} / f ; q\right)_{\infty}} \\
& -\frac{\left(a^{2} b^{2} c^{2} d f, a b, a c, b c, a b c d f^{2} q^{m}, a d q^{-m}, b d q^{-m}, c d q^{-m} ; q\right)_{\infty}}{\left(a^{2} b c d f, a b^{2} c d f, a b c^{2} d f, d f, a b c f q^{m}, q^{-m} / a f, q^{-m} / b f, q^{-m} / c f ; q\right)_{\infty}}  \tag{3.10}\\
& \cdot \frac{\left(q^{-m} / a b c f, q^{-2 m} / f^{2} ; q\right)_{\infty}}{\left(a b c q^{-m} / f, d q^{-2 m} / f ; q\right)_{\infty}} \\
& \cdot{ }_{8} W_{7}\left(d q^{-2 m-1} / f ; a b c d q^{-m-1}, q^{-m} / a f, q^{-m} / b f, q^{-m} / c f, d f ; q, q\right) .
\end{align*}
$$

By using cancellation this last ${ }_{8} W_{7}$ series can be written as a very well poised nonterminating balanced ${ }_{10} W_{9}$ series in many ways, but the one of particular interest to us is the following form:

$$
\begin{gather*}
{ }_{8} W_{7}\left(d q^{-2 m-1} / f ; a b c d q^{-m-1}, q^{-m} / a f, q^{-m} / b f, q^{-m} / c f, d f ; q, q\right) \\
={ }_{10} W_{9}\left(d q^{-2 m-1} / f ; d q^{-m} / f, q^{-m} / a f, q^{-m} / b f\right.  \tag{3.11}\\
\left.q^{-m} / c f, a b c d q^{-m-1}, d f, q^{-m} ; q, q\right)
\end{gather*}
$$

The appearance of $q^{-m}$ in the numerator may indicate that it is a terminating series, but in fact it is not because of the cancellation with the $q^{-m}$ term that occurs in the
denominator below $d q^{-m} / f$ when we write out the ${ }_{10} W_{9}$ series in (3.11) as a very well poised ${ }_{10} W_{9}$ series. The whole purpose of this particular choice is that the ${ }_{10} W_{9}$ in (3.11) can now be matched with the second ${ }_{10} W_{9}$ series on the right side of (3.9) and their coefficients are such that they combine into a single $V$-function.

Using (3.7)-(3.10) in (3.6) and simplifying the coefficients we obtain

$$
\begin{align*}
& J(a, b, c, d, f)  \tag{3.12}\\
& \quad=\kappa(a, b, c, d, f)-\frac{\left(a b c d, a b c f q^{m+1}, a b c d f^{2} q^{m}, f^{-2} ; q\right)_{\infty}(1-a b c f)}{\left(q, d f, a b c f q^{m}, a f q, b f q, c f q, a / f, b / f, c / f, d / f ; q\right)_{\infty}} \\
& \quad \cdot \frac{(q / a d, q / b d, q / c d, a b c f q ; q)_{m}\left(q f^{2} ; q\right)_{2 m}(d f)^{m}}{(f q / a, f q / b, f q / c ; q)_{m}(f q / d ; q)_{2 m}} \\
& \quad \cdot V\left(d q^{-2 m-1} / f ; d q^{-m} / f, q^{-m} / a f, q^{-m} / b f, q^{-m} / c f, d f, a b c d q^{-m-1}, q^{-m} ; q, q\right) .
\end{align*}
$$

We now apply (2.7) on the $V$-function on the right side of (3.12) and find that because $\left(q^{-m} ; q\right)_{\infty}=0$ for $m=0,1, \cdots$, it transforms to a multiple of a single terminating balanced ${ }_{10} W_{9}$ series. Thus we find that

$$
\begin{align*}
& J(a, b, c, d, f) \\
& =\quad \kappa(a, b, c, d, f)-\frac{\left(a b c d, a b c d f^{2}, f^{-2} ; q\right)_{\infty}}{(q, a f, b f, c f, d f, a / f, b / f, c / f, d / f ; q)_{\infty}}  \tag{3.13}\\
& \\
& \quad \cdot \frac{\left(q / a d, q / b d, q / c d, q / a b c d, q f^{2}, d f q ; q\right)_{m}}{\left(q, f q / a, f q / b, f q / c, f q / d, q / a b c d^{2} f ; q\right)_{m}} \\
& \quad \cdot{ }_{10} W_{9}\left(a b c d^{2} f q^{-m-1} ; d q^{-m} / f, a b d f, a c d f, b c d f, d f, a b c d q^{-m-1}, q^{-m} ; q, q\right) .
\end{align*}
$$

Using an iteration of (2.10) (see also [13, Ex. (2.19)]), we may now transform this ${ }_{10} W_{9}$ series as follows:

$$
\begin{align*}
& { }_{10} W_{9}\left(a b c d^{2} f q^{-m-1} ; d q^{-m} / f, a b d f, a c d f, b c d f, d f, a b c d q^{-m-1}, q^{-m} ; q, q\right) \\
& =\frac{\left(q / a b c d^{2} f, f q / a, f q / b, f q / c, f q / d, q ; q\right)_{m}}{\left(q / a d, q / b d, q / c d, q / a b c d, q f^{2}, d f q ; q\right)_{m}} \\
& \quad=\frac{\left(q / a b c d^{2} f, f q / a, f q / b, f q / c, f q / d, q ; q\right)_{m}}{\left(q / a d, q / b d, q / c d, q / a b c d, q f^{2}, d f q ; q\right)_{m}}  \tag{3.14}\\
& \quad \cdot \sum_{k=0}^{m} \frac{\left(1-f^{2} q^{2 k}\right)\left(f^{2}, a f, b f, c f, d f, q / a b c d ; q\right)_{k}}{\left(1-f^{2}\right)\left(q, f q / a, f q / b, f q / c, f q / d, a b c d f^{2} ; q\right)_{k}} q^{k} .
\end{align*}
$$

Substitution of (3.14) into (3.13) then yields (1.16).
It may be remarked that the same method can be applied to evaluate the integral in (1.11) when two or more parameters satisfy inequalities of the form (1.15) and other restrictions so that no zero factors appear in the denominators.
4. Proofs of Theorems 1 and 2. By successive application of (2.10) it can be shown that

$$
\begin{aligned}
R_{m}(x)= & { }_{10} W_{9}\left(a^{2} b c d f q^{-1} ; a e^{i \theta}, a e^{-i \theta}, a b c f, a b d f, a c d f, a b c d q^{m-1}, q^{-m} ; q, q\right) \\
= & \frac{\left(b c, b d, 1 / b f, a^{2} b c d f ; q\right)_{m}}{\left(a c, a d, 1 / a f, a b^{2} c d f ; q\right)_{m}} \\
& \cdot{ }_{10} W_{9}\left(a b^{2} c d f q^{-1} ; b e^{i \theta}, b e^{-i \theta}, b c d f, b d a f, b c a f, a b c d q^{-m-1}, q^{-m} ; q, q\right) \\
= & \frac{\left(b c, b d, 1 / b f, a^{2} b c d f ; q\right)_{m}}{\left(a c, a d, 1 / a f, a b^{2} c d f ; q\right)_{m}} \sum_{j=0}^{m} \frac{\left(1-a b^{2} c d f q^{2 j-1}\right)\left(a b^{2} c d f q^{-1}, a b c f ; q\right)_{j}}{\left(1-a b^{2} c d f q^{-1}\right)(q, b d ; q)_{j}} \\
& \cdot \frac{\left(a b d f, b c d f, a b c d q^{m-1}, q^{-m} ; q\right)_{j}}{\left(b c, a b, b f q^{1-m}, a b^{2} c d f q^{m} ; q\right)_{j}} q^{j} \frac{h\left(x ; b, a b c d f q^{j}\right)}{h\left(x ; b q^{j}, a b c d f\right)} .
\end{aligned}
$$

Also, (1.20) can be written in the form

$$
\begin{align*}
& S_{n}(x)  \tag{4.2}\\
& =\frac{\left(f q^{-n} / a, a f q^{-n} ; q\right)_{n}}{(a d, d / a ; q)_{n}} \sum_{k=0}^{n} \frac{\left(1-a q^{2 k-n} / d\right)\left(a q^{-n} / d, q^{1-n} / b d, q^{1-n} / c d ; q\right)_{k}}{\left(1-a q^{-n} / d\right)(q, a b, a c ; q)_{k}} \\
& \quad \cdot \frac{\left(q / d f, a b c f / q, q^{-n} ; q\right)_{k}}{\left(a f q^{-n}, q^{2-n} / b c d f, a q / d ; q\right)_{k}} d^{2 k} q^{2 n k-k^{2}} \frac{h(x ; a, d, f)}{h\left(x ; a q^{k}, d q^{n-k}, f q^{-n}\right)} .
\end{align*}
$$

In (4.1) and (4.2) $x=\cos \theta$, and the $h$ functions are as defined in (1.4) and (1.5). Substituting (4.1) and (4.2) into (1.22) we find that

$$
\begin{align*}
L_{m, n}= & \frac{\left(b c, b d, 1 / b f, a^{2} b c d f ; q\right)_{m}\left(f q^{-n} / a, a f q^{-n} ; q\right)_{n}}{\left(a c, a d, 1 / a f, a b^{2} c d f ; q\right)_{m}(a d, d / a ; q)_{n}} \\
& \cdot \sum_{j=0}^{m} \frac{\left(1-a b^{2} c d f q^{2 j-1}\right)\left(a b^{2} c d f q^{-1}, a b c f, a b d f, b c d f ; q\right)_{j}}{\left(1-a b^{2} c d f q^{-1}\right)(q, b d, b c, a b ; q)_{j}} \\
& \cdot \frac{\left(a b c d q^{m-1}, q^{-m} ; q\right)_{j}}{\left(b f q^{1-m}, a b^{2} c d f q^{m} ; q\right)_{j}} q^{j} \sum_{k=0}^{n} \frac{\left(1-a q^{2 k-n} / d\right)\left(a q^{-n} / d, q^{1-n} / b d ; q\right)_{k}}{\left(1-a q^{-n} / d\right)(q, a b ; q)_{k}}  \tag{4.3}\\
& \cdot \frac{\left(q^{1-n} / c d, q / d f, a b c f / q, q^{-n} ; q\right)_{k}}{\left(a c, a f q^{-n}, q^{2-n} / b c d f, a q / d ; q\right)_{k}} d^{2 k} q^{2 n k-k^{2}} I_{m, n, j, k},
\end{align*}
$$

where

$$
\begin{equation*}
I_{m, n, j, k}=\frac{1}{2 \pi} \int_{-1}^{1} v\left(x ; a q^{k}, b q^{j}, c, d q^{n-k}, f q^{-n}\right) d x . \tag{4.4}
\end{equation*}
$$

For $j \geq 0, n \geq k \geq 0$, where $n=0,1, \cdots, N$ with $\left|f q^{-N}\right|<1$, the parameters in the integrand of (4.4) are all less than 1 in the modulus and so, by (1.11),

$$
\begin{align*}
I_{m, n, j, k}= & \kappa\left(a q^{k}, b q^{j}, c, d q^{n-k}, f q^{-n}\right) \\
= & \kappa(a, b, c, d, f) \frac{\left(a d, b d, c d, a b c f q^{-n} ; q\right)_{n}}{\left(a f q^{-n}, b f q^{-n}, c f q^{-n}, a b c d ; q\right)_{n}} \\
& \cdot \frac{\left(a b, b c, b f q^{-n}, b d q^{n} ; q\right)_{j}}{\left(a b c d q^{n}, a b c f q^{-n}, a b d f, b c d f ; q\right)_{j}}  \tag{4.5}\\
& \cdot \frac{\left(a f q^{-n}, a b q^{j}, a c, q^{1-j} / b c d f ; q\right)_{k}}{\left(q / d f, q^{1-n-j} / b d, q^{1-n} / c d, a b c f q^{j-n} ; q\right)_{k}} d^{-2 k} q^{k+k^{2}-2 n k} .
\end{align*}
$$

When we substitute this into (4.3) the series over $k$ reduces to

$$
{ }_{8} W_{7}\left(a q^{-n} / d ; q^{1-n} / b d, a b q^{j}, q^{1-j} / b c d f, a b c f / q, q^{-n} ; q, q\right)
$$

which is balanced and terminating and hence can be summed by (2.3). The sum is

$$
\frac{\left(a q^{1-n} / d, c f q^{-n}, a b^{2} c d f q^{j-1}, q^{-j} ; q\right)_{n}}{\left(a b, q^{1-j-n} / b d, a b c f q^{j-n}, b c d f / q ; q\right)_{n}}
$$

which vanishes unless $j \geq n$. Thus, $L_{m, n}=0$ if $m<n$. Hence, for $m \geq n$ we find after some simplifications that

$$
\begin{align*}
L_{m, n}= & \kappa(a, b, c, d, f)  \tag{4.6}\\
& \cdot \frac{\left(b c, b d, 1 / b f, a^{2} b c d f ; q\right)_{m}(a q / f, c d ; q)_{n}\left(a b^{2} c d f ; q\right)_{2 n}}{\left(a c, a d, 1 / a f, a b^{2} c d f ; q\right)_{m}(a b, b c d f / q ; q)_{n}(a b c d ; q)_{2 n}}(b f)^{n} \\
& \cdot \frac{\left(a b c d q^{m-1}, q^{-m} ; q\right)_{n}}{\left(b f q^{1-m}, a b^{2} c d f q^{m} ; q\right)_{n}}{ }_{6} W_{5}\left(a b^{2} c d f q^{2 n-1} ; b f, a b c d q^{m+n-1}, q^{n-m} ; q, q\right) .
\end{align*}
$$

The ${ }_{6} W_{5}$ series in (4.6) is a special case of the ${ }_{8} W_{7}$ series in (2.3) and it has the sum

$$
\frac{\left(a b^{2} c d f q^{2 n}, q^{1+n-m} ; q\right)_{m-n}}{\left(a b c d q^{2 n}, b f q^{1-m+n} ; q\right)_{m-n}},
$$

which vanishes unless $m=n$. Hence

$$
\begin{align*}
L_{m, n}= & \kappa(a, b, c, d, f) \\
& \cdot \frac{\left(b c, b d, c d, 1 / b f, a q / f, a^{2} b c d f ; q\right)_{n}\left(a b c d q^{n-1}, q^{-n} ; q\right)_{n}}{(a d, a c, a b, b c d f / q, 1 / a f ; q)_{n}\left(b f q^{1-n} ; q\right)_{n}(a b c d ; q)_{2 n}} \\
& \cdot(b f)^{n} \delta_{m, n}  \tag{4.7}\\
= & \kappa(a, b, c, d, f) \\
& \cdot \frac{\left(1-a b c d q^{-1}\right)\left(q, b c, b d, c d, a q / f, a^{2} b c d f ; q\right)_{n}}{\left(1-a b c d q^{2 n-1}\right)\left(a b c d q^{-1}, a d, a c, a b, b c d f / q, 1 / a f ; q\right)_{n}} q^{-n} \delta_{m, n} .
\end{align*}
$$

This completes the proof of Theorem 1.
Thus, the system of rational functions $S_{n}(x), n=0,1, \cdots, N$, is biorthogonal to $R_{m}(x), m=0,1, \cdots$, when $\left|f q^{-N}\right|<1<\left|f q^{-N-1}\right|$ with respect to the positive measure $v(x ; a, b, c, d, f) d x$ on ( $-1,1$ ). Orthogonality of finitely many polynomials with respect to positive measures has been a topic of current interest; see Askey [7], [8].

To prove Theorem 2 we observe that when $n=N+1, N+2, \cdots, L_{m, n}$ is again given by (4.3) and (4.4), but because of the fact that $\left|f q^{-n}\right|>1$ with $\left|f q^{-N}\right|<1<$ $\left|f q^{-N-1}\right|, I_{m, n, j, k}$ has an additional contribution which, via (1.16), is

$$
\begin{align*}
&- \frac{\left(a b c d q^{n+j}, a b c d f^{2} q^{j-n}, f^{-2} q^{2 n} ; q\right)_{\infty}}{\left(q, a f q^{k-n}, b f q^{j-n}, c f q^{-n}, d f q^{-k}, a q^{k+n} / f, b q^{n} / f, c q^{n} / f, d q^{2 n-k} / f ; q\right)_{\infty}} \\
& \cdot \sum_{l=0}^{n-N-1} \frac{\left(1-f^{2} q^{2 l-2 n}\right)\left(f^{2} q^{-2 n}, a f q^{k-n}, b f q^{j-n}, c f q^{-n} ; q\right)_{l}}{\left(1-f^{2} q^{-2 n}\right)\left(q, f q^{1-k-n} / a, f q^{1-j-n} / b, f q^{1-n} / c ; q\right)_{l}}  \tag{4.8}\\
& \cdot \frac{\left(d f q^{-k}, q^{1-n-j} / a b c d ; q\right)_{l} q^{l}}{\left(f q^{1-2 n+k} / d, a b c d f^{2} q^{j-n} ; q\right)_{l}} .
\end{align*}
$$

As a consequence $L_{m, n}$ has an additional term given by

$$
\begin{align*}
& -\sum_{l=0}^{n-N-1} v_{l}\left(a, b, c, d q^{n}, f q^{-n}\right)  \tag{4.9}\\
& \quad \\
& \quad \cdot \frac{\left(b c, b d, 1 / b f, a^{2} b c d f ; q\right)_{m}\left(f q^{-n} / a, a f q^{-n} ; q\right)_{n}}{\left(a c, a d, 1 / a f, a b^{2} c d f ; q\right)_{m}(a d, d / a ; q)_{n}} \\
& \quad \cdot{ }_{10} W_{9}\left(a b^{2} c d f q^{-1} ; a b c f, a b d f, b c d f, b f q^{l-n}, b q^{n-l} / f, a b c d q^{m-1}, q^{-m} ; q, q\right) \\
& \quad \cdot{ }_{10} W_{9}\left(a q^{-n} / d ; q^{1-n} / b d, q^{1-n} / c d, q / d f, a b c f / q, a f q^{l-n}, a q^{n-l} / f, q^{-n} ; q, q\right) .
\end{align*}
$$

By (1.21),

$$
\begin{align*}
& { }_{10} W_{9}\left(a q^{-n} / d ; q^{1-n} / b d, q^{1-n} / c d, q / d f, a b c f / q, a f q^{l-n}, a q^{n-l} / f, q^{-n} ; q, q\right)  \tag{4.10}\\
& \quad=M_{n}\left(x_{n-l} ; a, b, c, d, f q^{-1}\right)
\end{align*}
$$

where $x_{n-l}$ is defined in (1.26).
Also, by (4.1),

$$
\begin{align*}
& { }_{10} W_{9}\left(a b^{2} c d f q^{-1} ; a b c f, a b d f, b c d f, b f q^{l-n}, b q^{n-l} / f, a b c d q^{m-1}, q^{-m} ; q, q\right) \\
& \quad=\frac{\left(a c, a d, 1 / a f, a b^{2} c d f ; q\right)_{m}}{\left(b c, b d, 1 / b f, a^{2} b c d f ; q\right)_{m}} R_{m}\left(x_{n-l} ; a, b, c, d, f\right) \tag{4.11}
\end{align*}
$$

Substitution of (4.10) and (4.11) in (4.9) completes the proof of Theorem 2.
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#### Abstract

The asymptotic behavior of Jacobi polynomials $P_{n}^{\alpha+a n, \beta+b n}(x)$ and Laguerre polynomials $L_{n}^{\alpha+a n}(b+n x)$ is found when $n \rightarrow \infty$ and $a, b, \alpha, \beta$ are real constants, $a>-1, b>-1$, and $x$ is a real variable.
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1. Introduction. The Jacobi polynomials $\left\{P_{n}^{\alpha, \beta}(x)\right\}$ are orthogonal on $[-1,1]$ with respect to $(1-x)^{\alpha}(1+x)^{\beta}$ when $\alpha>-1, \beta>-1$. We shall refer to $\alpha$ and $\beta$ as the parameters of the Jacobi polynomial. The asymptotics of the Jacobi polynomials, as $n \rightarrow \infty$ for fixed $x, \alpha, \beta$ follow from Darboux's asymptotic method and generating functions (Fields [7], Olver [12], Rainville [14], Szegö [17]). The polynomials oscillate when $x \in(-1,1)$ and grow exponentially in the complex plane cut along $[-1,1]$.

In this work we study the asymptotics of $P_{n}^{\alpha+a n, \beta+b n}(x)$ and $L_{n}^{\alpha+a n}(b+n x)$ as $n \rightarrow \infty$, and $a, b, \alpha, \beta, x$ remain fixed. The asymptotics of Jacobi polynomials lay the groundwork for a proposed study of the asymptotics of the Racah coefficients [1], [2], [4], [5], [13]. The connection between the two problems is that the Racah coefficients are integrals of products of Jacobi polynomials.

Askey and Wilson [3] introduced a $q$-analogue of the $6-j$ symbols and the Racah coefficients. Ismail and Wilson [9] derived the main term in the asymptotic expansion of these $q$ analogues. Later Ismail [8] derived the complete asymptotic expansions of the $q$ analogue of the $6-j$ symbols and the Racah coefficients.

The approach we used in this work is to apply the method of Darboux to the generating function

$$
\begin{equation*}
\sum_{n=0}^{\infty} P_{n}^{\alpha+a n, \beta+b n}(x) t^{n}=(1+\xi)^{\alpha+1}(1+\eta)^{\beta+1}[1-a \xi-b \eta-(1+a+b) \xi \eta]^{-1}, \tag{1.1}
\end{equation*}
$$

where $\xi$ and $\eta$ depend on $x$ and $t$ in the following fashion:
(1.2) $\quad \xi=\frac{1}{2}(x+1) t(1+\xi)^{1+a}(1+\eta)^{1+b} \quad$ and $\quad \eta=\frac{1}{2}(x-1) t(1+\xi)^{1+a}(1+\eta)^{1+b}$.

The generating function (1.1)-(1.2) is due to Srivastava and Singhal [16].
The singularities of the right-hand side of (1.1) are at $\xi=-1, \eta=-1$, or when

$$
1-a \xi-b \eta-(1+a+b) \xi \eta=0 .
$$

It is easy to see that, if $a>-1$ and $b>-1$, then the $t$-singularities of smallest absolute value make

$$
1-a \xi-b \eta-(1+a+b) \xi \eta=0 .
$$

This occurs if and only if

$$
\begin{equation*}
(x+1)-[a(x+1)+b(x-1)] \xi+(1+a+b)(1-x) \xi^{2}=0, \tag{1.3}
\end{equation*}
$$

[^110]since
\[

$$
\begin{equation*}
\eta=(x-1) \xi /(x+1) . \tag{1.4}
\end{equation*}
$$

\]

The roots of (1.3) are

$$
\begin{equation*}
\xi_{ \pm}=\frac{b(x-1)+a(1+x) \pm \sqrt{\Delta}}{-2(1+a+b)(x-1)} \tag{1.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta=[a(x+1)+b(x-1)]^{2}-4(1+a+b)\left(1-x^{2}\right) . \tag{1.6}
\end{equation*}
$$

The corresponding $\eta$ 's will be denoted by $\eta_{ \pm}$.
Section 2 contains some preliminary calculations that will be used to determine the strong asymptotics of the Jacobi polynomials under consideration. Our main results on the strong asymptotics of Jacobi polynomials are stated and proved in § 3. In § 4 we derive the corresponding asymptotic results involving Laguerre polynomials. This work concludes with $\S 5$ where we describe the connection between our results and the results of Mhaskar and Saff [10], Moak, Saff, and Varga [11], and Saff and Varga [15] on $n$th root asymptotics of Jacobi and Laguerre polynomials. The work on $n$th root asymptotics was motivated by a theorem of Lorentz on approximation by incomplete polynomials.
2. Preliminaries. Throughout this section we will assume that $a, b$, and $x$ are real. It follows from (1.2) and (1.5) that the $t$-roots of (1.3) are

$$
\begin{equation*}
t_{ \pm}=\frac{b(x-1)+a(1+x) \pm \sqrt{\Delta}}{(a+b+1)\left(1-x^{2}\right)}\left[1+\xi_{ \pm}\right]^{-a-1}\left[1+\eta_{ \pm}\right]^{-b-1} \tag{2.1}
\end{equation*}
$$

We need to know how to expand $\xi$ as a function of $t$ near the singularities $t_{ \pm}$. Differentiating the first relation in (1.2) and using (1.4), we find

$$
\begin{equation*}
\xi(1+\xi)(1+\eta) \frac{d t}{d \xi}=t[1-a \xi-b \eta-(a+b+1) \xi \eta] \tag{2.2}
\end{equation*}
$$

which shows that $d t / d \xi$ vanishes at $\xi=\xi_{ \pm}$. We then proceed to compute $d^{2} t / d \xi^{2}$. A calculation gives

$$
\left.\frac{d^{2} t}{d \xi^{2}}\right|_{\xi_{ \pm}}= \pm t_{ \pm} \sqrt{\Delta}\left\{\xi_{ \pm}(1+x)\left(1+\xi_{ \pm}\right)\left(1+\eta_{ \pm}\right)\right\}^{-1} .
$$

We set

$$
\begin{equation*}
A_{ \pm}= \pm \frac{1}{2} t_{ \pm} \sqrt{\Delta}\left\{\xi_{ \pm}(1+x)\left(1+\xi_{ \pm}\right)\left(1+\eta_{ \pm}\right)\right\}^{-1} \tag{2.3}
\end{equation*}
$$

Therefore as $t \rightarrow t_{ \pm}$and $\xi \rightarrow \xi_{ \pm}$we must have

$$
\begin{equation*}
t_{ \pm}-t \approx-A_{ \pm}\left(\xi_{ \pm}-\xi\right)^{2} \tag{2.4}
\end{equation*}
$$

This shows that $\xi_{ \pm}-\xi \approx\left\{\left(t_{ \pm}-t\right) /\left(-A_{ \pm}\right)\right\}^{1 / 2}$ as $t \rightarrow t_{ \pm}$, respectively. We then choose the comparison function

$$
\begin{equation*}
g(t)=B_{+}\left(t_{+}-t\right)^{-1 / 2}+B_{-}\left(t_{-}-t\right)^{-1 / 2} \tag{2.5}
\end{equation*}
$$

with constants $B_{+}$and $B_{-}$to be determined later. Here $\left(t_{+}-t\right)^{1 / 2}$ is the branch of the square root which is continuous in the $t$ plane cut along the outward ray through $t_{+}=\left|t_{+}\right| \exp \left(i \tau_{+}\right)$and which satisfies $\left(t_{+}-t\right)^{-1 / 2} \rightarrow\left|t_{+}\right|^{-1 / 2} \exp \left(-i \tau_{+} / 2\right)$ as $t \rightarrow 0$. The branch of $\left(t_{-}-t\right)^{-1 / 2}$ is similarly defined.

At this stage we have to consider three separate cases:
Case 1: $\Delta<0, \quad$ Case 2: $\Delta>0, \quad$ Case 3: $\Delta=0$.
Case 1 is the oscillatory case, while in Cases 2 and 3 the polynomials under consideration grow exponentially.

We first treat Case 1. It follows from (1.6) and $\Delta<0$ that

$$
\begin{equation*}
(1+a+b)\left(1-x^{2}\right)>0 . \tag{2.7}
\end{equation*}
$$

In this case both $t_{+}$and $t_{-}$have the same absolute value. If $f(t)$ denotes the right-hand side of (1.1) then the limit of $\left(t_{ \pm}-t\right)^{1 / 2} f(t)$ as $t \rightarrow t_{ \pm}$from the left is $B_{ \pm}$. In order to compute the comparison function in (2.5) explicitly and derive the desired asymptotic formula we will need the following identities. In this case simple calculations give

$$
\begin{equation*}
|3 a+b+2-(a+b+2) x \pm \sqrt{\Delta}|^{2}=8(1-x)(a+1)(a+b+1), \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
|-(a+b+2) x-(a+3 b+2) \pm \sqrt{\Delta}|^{2}=8(1+x)(b+1)(a+b+1) . \tag{2.9}
\end{equation*}
$$

Therefore in Case 1

$$
\begin{equation*}
(1-x)(a+1)(a+b+1)>0 \quad \text { and } \quad(1+x)(b+1)(a+b+1)>0 \tag{2.10}
\end{equation*}
$$

hold. We set

$$
\begin{array}{ll}
\frac{a(x+1)+b(x-1)+\sqrt{\Delta}}{(1+a+b)\left(1-x^{2}\right)}=2\left\{(1+a+b)\left(1-x^{2}\right)\right\}^{-1 / 2} e^{i \rho}, & -\pi<\rho \leqq \pi, \\
\frac{(a+b+2) x-(3 a+b+2)-\sqrt{\Delta}}{2(x-1)(a+b+1)}=\left[\frac{2(a+1)}{(1-x)(a+b+1)}\right]^{1 / 2} e^{i \theta}, & -\pi<\theta \leqq \pi, \\
\frac{(a+b+2) x+a+3 b+2-\sqrt{\Delta}}{2(x+1)(a+b+1)}=\left[\frac{2(b+1)}{(x+1)(a+b+1)}\right]^{1 / 2} e^{i \gamma}, & -\pi<\gamma \leqq \pi . \tag{2.13}
\end{array}
$$

We then use (1.1), (1.2), (2.1), and (2.3)-(2.5) to establish

$$
\begin{align*}
B_{+}= & \lim _{t \rightarrow t_{+}}(1+\xi)^{\alpha+1}(1+\eta)^{\beta+1}[1-a \xi-b \eta-(a+b+1) \xi \eta]^{-1}\left(t_{+}-t\right)^{1 / 2} \\
=-i(\Delta)^{-1 / 4} & {\left[\frac{(a+b+2) x-(3 a+b+2)-\sqrt{\Delta}}{2(a+b+1)(x-1)}\right]^{\alpha-a / 2} }  \tag{2.14}\\
\cdot & \cdot\left[\frac{(a+b+2) x+a+3 b+2-\sqrt{\Delta}}{2(a+b+1)(x+1)}\right]^{\beta-b / 2} .
\end{align*}
$$

Similarly,

$$
\begin{align*}
B_{-}=i(-\sqrt{\Delta})^{-1 / 2} & {\left[\frac{(a+b+2) x-(3 a+b+2)+\sqrt{\Delta}}{2(a+b+1)(x-1)}\right]^{\alpha-a / 2} } \\
& \cdot\left[\frac{(a+b+2) x+a+3 b+2+\sqrt{\Delta}}{2(a+b+1)(x+1)}\right]^{\beta-b / 2} . \tag{2.15}
\end{align*}
$$

The coefficient of $t^{n}$ in the comparison function $g(t)$ of (2.5) is

$$
(-1)^{n}\binom{-1 / 2}{n}\left[B_{+}\left(t_{+}\right)^{-n-1 / 2}+B_{-}\left(t_{-}\right)^{-n-1 / 2}\right]
$$

which can be simplified using (2.11)-(2.13), and

$$
(-1)^{n}\binom{-1 / 2}{n}=\frac{\Gamma\left(n+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2}\right) \Gamma(n+1)} \approx \frac{n^{-1 / 2}}{\sqrt{\pi}},
$$

to establish

$$
\begin{aligned}
P_{n}^{\alpha+a n, \beta+b n}(x) \approx & \left(\frac{4 \sqrt{(-\Delta)}}{\pi n}\right)^{1 / 2}\left[\frac{(1-x)(a+b+1)}{2(a+1)}\right]^{n(-a-1) / 2-\alpha / 2-1 / 4} \\
(2.16) & \cdot\left[\frac{(1+x)(a+b+1)}{2(b+1)}\right]^{n(-b-1) / 2-\beta / 2-1 / 4}\left[\frac{\left(1-x^{2}\right)(a+b+1)}{4}\right]^{n / 2+1 / 4} \\
& \cdot \cos \left[\left\{(1+a) n+\alpha+\frac{1}{2}\right\} \frac{\theta}{2}+\left\{-(b+1) n+\beta+\frac{1}{2}\right\} \frac{\gamma}{2}-(2 n+1) \frac{\rho}{4}-\frac{\pi}{4}\right] .
\end{aligned}
$$

We now treat Case 2. It is obvious that $\xi_{+} \neq \xi_{-}$when $\Delta>0$. From (2.2) we see that $d t / d \xi$ does not vanish between $\xi_{+}$and $\xi_{-}$, hence $t$ takes different values at $\xi_{+}, \xi_{-}$. Set

$$
\begin{array}{llll}
t_{0}=t_{+} & \text {if }\left|t_{-}\right|>\left|t_{+}\right|, & t_{0}=t_{-} & \text {if }\left|t_{+}\right|>\left|t_{-}\right|, \\
t_{1}=t_{+} & \text {if }\left|t_{-}\right|<\left|t_{+}\right|, & t_{0}=t_{-} & \text {if }\left|t_{+}\right|<\left|t_{-}\right| . \tag{2.17}
\end{array}
$$

We also denote the $B$ 's that correspond to $t_{0}$ and $t_{1}$ by $B_{0}$ and $B_{1}$, respectively. The function $g(t)$ of (2.5) remains a comparison function, but the term that contributes to the dominant term in the asymptotic development of the polynomials under consideration is $B_{0}\left(t_{0}-t\right)^{-1 / 2}$.

In Case $3, \Delta=0$, hence $\xi_{+}=\xi_{-}=\xi_{0}$ and $t_{+}=t_{-}$. Set $t_{0}=t_{+}=t_{-}$and $\xi_{0}=\xi_{+}=\xi_{-}$. In this case both $d t / d \xi$ and $d^{2} t / d \xi^{2}$ vanish but $d^{3} t / d \xi^{3}$ does not vanish. Indeed upon differentiating (2.2) twice with respect to $\xi$ we get

$$
\begin{equation*}
\left.\frac{d^{3} t}{d \xi^{3}}\right|_{\xi_{0}}=\frac{2 t_{0}(a+b+1)}{\xi_{0}\left(1+\eta_{0}\right)\left(1+\xi_{0}\right)} \cdot \frac{1-x}{x+1}=: c . \tag{2.18}
\end{equation*}
$$

Therefore $\xi_{0}-\xi \approx \sqrt[3]{6 / c}\left(t_{0}--t\right)^{1 / 3}$ as $t \rightarrow t_{0}$. If, as before, we denote the right-hand side of (1.1) by $f(t)$, then we replace the comparison function (2.5) by

$$
\begin{equation*}
g(t)=D\left(t_{0}-t\right)^{-2 / 3} \tag{2.19}
\end{equation*}
$$

where

$$
\begin{equation*}
D=\lim _{t \rightarrow t_{0}} \frac{(1+\xi)^{1+\alpha}(1+\eta)^{1+\beta}\left(t_{0}-t\right)^{2 / 3}}{1-a \xi-b \eta-(a+b+1) \xi \eta} \tag{2.20}
\end{equation*}
$$

We will evaluate $D$, using (2.19) and (2.20), and find the asymptotic behavior of the corresponding $P_{n}$ 's in § 3 .
3. Asymptotics of Jacobi polynomials. Recall that $x$ is assumed to be real and $a$ and $b$ belong to $(-1, \infty)$. We first state and prove a lemma that characterizes the case $\Delta<0$.

Lemma 3.1. In order for $\Delta<0$ to hold it is necessary and sufficient that
(i) Formulas (2.7) and (2.10) hold, and so $a+b+1>0$.
(ii) $(a+b+2)^{2} x \in\left(b^{2}-a^{2}-4[(a+1)(1+b)(a+b+1)]^{1 / 2}\right.$,

$$
\left.b^{2}-a^{2}+4[(a+1)(1+b)(a+b+1)]^{1 / 2}\right), \text { when } a+b \neq-2 .
$$

Proof. Observe that

$$
\begin{equation*}
\Delta=(a+b+2)^{2} x^{2}-2\left(b^{2}-a^{2}\right) x+\left[(b-a)^{2}-4(a+b+1)\right] \tag{3.1}
\end{equation*}
$$

follows from (1.6). In § 2 we already demonstrated the necessity of (2.7) and (2.10). It is easy to see that (2.7) and (2.10) imply

$$
\begin{equation*}
a+b+1>0 . \tag{3.2}
\end{equation*}
$$

Then $\Delta<0$ implies the restrictions on $x$ stated in (ii). This proves the necessity of the conditions in this lemma. We can prove the sufficiency of the assumptions by first establishing (3.2), and then analyze $\Delta$ as a quadratic function of $x$. We will omit the details.

Observe that if $a+b=-1$ the $x$-interval in (ii) becomes empty.
Lemma 3.2. The roots $\xi_{ \pm}$of (1.3) are distinct and have equal absolute values if and only if $a+b \neq-1$ and $\Delta<0$.

Proof. This follows from the well-known fact that in the complex $z$ plane the quantities $z \pm\left(z^{2}-1\right)^{1 / 2}$ have equal absolute values if and only if $z$ is real and $-1 \leqq z \leqq 1$.

Theorem 3.3. Assume $a>-1, b>-1$, and $x$ satisfies condition (ii) of Lemma 3.1; then the asymptotic relationship (2.16) holds, as $n \rightarrow \infty$, where $\rho, \gamma$ and $\theta$ are as in (2.11)-(2.13).

Theorem 3.4. Assume that $a>-1, b>-1$, and $\Delta>0$. Then

$$
\begin{equation*}
P_{n}^{\alpha+a n, \beta+b n}(x) \approx \frac{B_{0}}{\sqrt{n \pi}} t_{0}^{-n-1 / 2} . \tag{3.3}
\end{equation*}
$$

Proof. The coefficient of $t^{n}$ in the power series expansion of $\left(t_{0}-t\right)^{-1 / 2}$ is

$$
\frac{\Gamma\left(n+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2}\right) \Gamma(n+1)} t_{0}^{-n-1 / 2}
$$

which is asymptotic to $(n \pi)^{-1 / 2} t_{0}^{-n-1 / 2}$. This proves (3.3).
Finally, we discuss the case $\Delta=0$. This case can be thought of as a transition between Case 1 and Case 2. In Case 3 both $d t / d \xi$ and $d^{2} t / d \xi^{2}$ vanish but $d^{3} t / d \xi^{3}$ does not vanish. This case occurs if and only if

$$
\begin{equation*}
x^{2}(a+b+2)^{2}+2 x\left(a^{2}-b^{2}\right)+(a-b)^{2}-4(a+b+1)=0 \tag{3.4}
\end{equation*}
$$

holds (see (3.1)). There is no choice for $a$ and $b$ that will make the left-hand side of (3.4) identically zero. Thus $\Delta=0$ has at most two solutions. They are

$$
\begin{equation*}
x=\frac{b^{2}-a^{2} \pm 4 \sqrt{(1+a)(1+b)(1+a+b)}}{(2+a+b)^{2}} \quad \text { if } a+b>-1 \tag{3.5}
\end{equation*}
$$

and at $x=2 a+1$ if $a+b=-1$. A calculation shows that the constant $D$ of (2.19) and (2.20) is given by

$$
\begin{equation*}
D=9^{-1 / 3}(1+\xi)^{\alpha+1 / 3}(1+\eta)^{\beta+1 / 3} \tag{3.6}
\end{equation*}
$$

where

$$
\begin{align*}
& 1+\xi=-a^{-1}\left[-a-1 \pm \sqrt{\frac{(1+a)(1+b)}{1+a+b}}\right]  \tag{3.7}\\
& 1+\eta=-b^{-1}\left[-b-1 \pm \sqrt{\frac{(1+a)(1+b)}{1+a+b}}\right] \tag{3.8}
\end{align*}
$$

The calculation above is particularly simplified by the observation

$$
b^{2} \frac{x-1}{x+1}=-2(a+b+1)-a b \pm 2 \sqrt{(1+a)(1+b)(1+a+b)} .
$$

Note that the difference between $1+\xi$ and $1+\eta$ is that $a$ and $b$ are interchanged and the sign of the square root is reversed. The coefficient of $t^{n}$ in $g(t)$ is $\left(t_{0}\right)^{-n-2 / 3} D(2 / 3)_{n} / n$ !. Therefore the $P_{n}$ 's behave asymptotically like the aforementioned coefficient of $t^{n}$. Thus we established the following asymptotic result:

$$
\begin{align*}
& P_{n}^{\alpha+a n, \beta+b n}(x) \\
& \quad \approx \frac{[(1+x) /(2 \xi)]^{n+2 / 3}}{\sqrt[3]{9 n} \Gamma\left(\frac{2}{3}\right)}(1+\xi)^{n(-a-1)+\alpha+1+2 a / 3}(1+\eta)^{n(-b-1)+\beta+1+2 b / 3} . \tag{3.9}
\end{align*}
$$

4. Laguerre polynomials. In this section we briefly analyze the strong asymptotics of the Laguerre polynomials $L_{n}^{\alpha+a n}(b+n x)$ as $n \rightarrow \infty$ for real $b, \alpha, \beta, x$, and positive $a$. We will consider only the oscillatory range.

The generating function

$$
\begin{align*}
\sum_{n=0}^{\infty} & L_{n}^{\alpha+a n}(b+n x) t^{n} \\
& =(1-\xi)^{1-\alpha}\left[(1-\xi)^{2}-a \xi(1-\xi)+x \xi\right]^{-1} \exp [-b \xi /(1-\xi)] \tag{4.1}
\end{align*}
$$

where

$$
\begin{equation*}
t=\xi(1-\xi)^{a} \exp [x \xi /(1-\xi)] \tag{4.2}
\end{equation*}
$$

was proved by Carlitz [6] using Lagrange inversion. It is a limiting case of the Srivastava-Singhal generating function (1.1)-(1.2), which was also proved by Lagrange inversion.

The $\xi$-singularities of (4.1) are at $\xi=1, \xi=\xi_{ \pm}$, where $\xi_{ \pm}$are the roots of

$$
\begin{equation*}
(1-\xi)^{2}-a \xi(1-\xi)+x \xi=0 \tag{4.3}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\xi_{ \pm}=\frac{2+a-x \pm \sqrt{(a-x)^{2}-4 x}}{2(1+a)} \tag{4.4}
\end{equation*}
$$

In the oscillatory case we must have

$$
\begin{equation*}
x-2 \sqrt{x}<a<x+2 \sqrt{x} \tag{4.5}
\end{equation*}
$$

It follows that $\left|\xi_{ \pm}\right|=1 /(1+a)<1$, since $a>0$. Thus $\xi=\xi_{ \pm}$are the singularities of the generating function that are closest to the origin. Let

$$
\begin{equation*}
t_{ \pm}=\xi_{ \pm}\left(1-\xi_{ \pm}\right)^{a} \exp \left[x \xi_{ \pm} /\left(1-\xi_{ \pm}\right)\right] . \tag{4.6}
\end{equation*}
$$

A calculation shows that

$$
\begin{align*}
& \frac{d t}{d \xi}=0 \\
& \frac{d^{2} t}{d^{2} \xi}=(1-\xi)^{a}(1-\xi)^{-3}[-a(1-\xi)+x(1+\xi)] \exp \left\{x\left[1-(1-\xi)^{-1}\right]\right\} \quad \text { at } \xi=\xi_{ \pm} \tag{4.7}
\end{align*}
$$

We can prove
$L_{n}^{\alpha+a n}(b+n x) \approx \sqrt{\frac{-2}{n \pi \Delta}}\left(\frac{-x \Delta}{1+a}\right)^{1 / 4}\left(\frac{\sqrt{1+a}}{x}\right)^{a n+a+1 / 2}(1+a)^{n / 2+1 / 4}$

$$
\begin{gather*}
\cdot \exp \left\{\left(\frac{2 b-x}{2 \sqrt{x}}\right) \cos \phi\right\} \cos \left\{\left[-\left(\alpha+\frac{1}{2}\right)+\frac{a}{2}\right] \theta-\left(n+\frac{1}{2}\right)(\omega+a \theta)+\frac{\gamma}{2}\right.  \tag{4.8}\\
\left.+\exp \left\{\left[\frac{2 b-x}{2 \sqrt{x}}\right] \sin \phi\right\}\right\}
\end{gather*}
$$

where

$$
\begin{align*}
& \Delta=(a-x)^{2}-4 x, \quad 1-\left(1-\xi_{ \pm}\right)^{-1}=(x)^{-1 / 2} e^{ \pm i \phi}, \\
& -a\left(1-\xi_{ \pm}\right)+x\left(1+\xi_{ \pm}\right)=(-x \Delta /(1+a))^{1 / 4} e^{ \pm i \gamma}, \quad \omega=\arg \left(\xi_{+}\right) . \tag{4.9}
\end{align*}
$$

5. Remarks. In their interesting work on the sharpness of the Lorentz theorem on incomplete polynomials, Saff and Varga [15] were led to two problems involving asymptotics and distribution of zeros of the Jacobi polynomials $\left\{P_{n^{n}}^{\alpha_{n}, \beta_{n}}(x)\right\}$ as $n \rightarrow \infty$. Let $\alpha_{n}>-1$ and $\beta_{n}>-1$. The second problem was solved in [11], where Moak, Saff, and Varga proved the following result.

Theorem 5.1. Let $s_{n}$ and $l_{n}$ be, respectively, the smallest and largest zeros of the Jacobi polynomial $P_{n}^{\alpha_{n}, \beta_{n}}(x)$ and assume that the limits

$$
\lim _{n \rightarrow \infty} \frac{\alpha_{n}}{2 n+\alpha_{n}+\beta_{n}}=A \quad \text { and } \quad \lim _{n \rightarrow \infty} \frac{\beta_{n}}{2 n+\alpha_{n}+\beta_{n}}=B
$$

exist. Then as $n \rightarrow \infty, s_{n} \rightarrow S$, and $l_{n} \rightarrow L$, where

$$
S=B^{2}-A^{2}-\left[\left(A^{2}+B^{2}-1\right)^{2}-4 A^{2} B^{2}\right]^{1 / 2}
$$

and

$$
L=B^{2}-A^{2}+\left[\left(A^{2}+B^{2}-1\right)^{2}-4 A^{2} B^{2}\right]^{1 / 2} .
$$

Furthermore, the zeros of the sequence $\left\{P_{n}^{\alpha_{n}, \beta_{n}}(x)\right\}$ are dense in $[S, L]$.
The special case $\alpha_{n}=\alpha+a n, \beta_{n}=\beta+b n, a>-1, b>-1$, of Theorem 5.1 follows from (2.16). Indeed for $\alpha>-1$ and $\beta>-1$ the zeros of $P_{n}^{\alpha, \beta}(x)$ belong to ( $-1,1$ ). The zeros increase with $\beta$ and decrease with $\alpha$. Thus $\left\{s_{n}\right\}$ and $\left\{l_{n}\right\}$ are monotone sequences. The oscillatory nature of the asymptotic formula (2.16) shows that the zeros of the Jacobi polynomials $\left\{P_{n}^{\alpha+a n, \beta+b n}(x)\right\}$ are dense in the interval characterized by $\Delta<0$. The interval $\Delta<0$ is precisely the interval ( $S, L$ ).

The first problem of Saff and Varga [15] involving Jacobi polynomials was to determine the asymptotic behavior of $P_{n}^{\alpha, \beta+2 \theta n /(1-\theta)}(x)$, as $n \rightarrow \infty$, for real $x, x \neq-1$. Saff and Varga used the method of steepest descent to prove their results. The asymptotic estimates (2.16) and (3.3) generalize the Saff-Varga estimates. Saff and Varga used their results to prove that a theorem of Lorentz on incomplete polynomials is sharp.

Mhaskar and Saff [10] developed $n$th root asymptotics for $\left\{L_{n}^{\alpha+a n}(b+n x)\right\}$ as a concrete example to illustrate their general results and demonstrate their sharpness. Formula (4.8) gives the main term in the strong (pointwise) asymptotics of the aforementioned Laguerre polynomials and implies the $n$th root asymptotics. Furthermore, (4.8) shows that the zeros of the Laguerre polynomials under consideration are dense in the interval $(2+a-2 \sqrt{1+a}, 2+a+2 \sqrt{1+a})$.

If a sequence of polynomials $\left\{p_{n}(x)\right\}$ is orthogonal with respect to a positive measure $d \mu$ and $\mu^{\prime}$ is supported on a set $E$, then the zeros of the $p_{n}$ 's are dense in $E$. The zeros of the polynomial sequences $\left\{P_{n}^{\alpha+a n, \beta+b n}(x)\right\}$ and $\left\{L_{n}^{\alpha+a n}(b+n x)\right\}$ are dense in certain intervals but neither set is orthogonal unless $a=b=0$, and $a=x=0$, respectively.

Acknowledgment. We thank Ed Saff for the information about [10] and for suggesting that we do the strong asymptotics of $\S 4$.
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#### Abstract

The product of two Heun polynomials is expanded in terms of products of two Jacobi polynomials. This is done by making crucial use of group theory and the knowledge of separable coordinate systems on the $n$-sphere. The expansion presented includes as a special case hypergeometric function expansions of single Heun polynomials that have been derived previously by other methods.
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1. Introduction. Any Fuchsian equation of second order with four singularities can be reduced to the form

$$
\begin{equation*}
\frac{d^{2} w}{d x^{2}}+\left[\frac{\gamma}{x-e_{1}}+\frac{\delta}{x-e_{2}}+\frac{\epsilon}{x-e_{3}}\right] \frac{d w}{d x}+\frac{\alpha \beta x-q}{\left(x-e_{1}\right)\left(x-e_{2}\right)\left(x-e_{3}\right)} w=0 \tag{1.1}
\end{equation*}
$$

where $\alpha+\beta-\gamma-\delta-\epsilon+1=0$.
The singularities are located at $x=e_{1}, e_{2}, e_{3}$, and $\infty$ and have indices depending upon $\alpha, \cdots, \epsilon$. The constant $q$ is known as the accessory parameter. This is Heun's equation [1] and solutions may be characterised by the $P$ symbol [2].

$$
P\left\{\begin{array}{ccccc}
e_{1} & e_{2} & e_{3} & \infty &  \tag{1.2}\\
0 & 0 & 0 & \alpha & x \\
1-\gamma & 1-\delta & 1-\epsilon & \beta &
\end{array}\right\} .
$$

Power series expansions for the solutions of Heun's equation have been studied by Heun for various arguments [1], [3]. There turn out to be 96 distinct types of power series. Alternatively, solutions of Heun's equations can be expanded in series of hypergeometric functions. Such expansions were studied by Svartholm [4] and Erdélyi [5]. Typically such expansions have the form

$$
P\left\{\begin{array}{cccc}
e_{1} & e_{2} & e_{3} & \infty  \tag{1.3}\\
0 & 0 & 0 & \alpha \\
1-\gamma & 1-\delta & 1-\epsilon & \beta
\end{array}\right\}=\sum_{m=0}^{\infty} A_{m} P\left\{\begin{array}{cccc}
0 & 1 & \alpha \\
0 & 0 & \lambda+m & x \\
1-\gamma & 1-\delta & \mu-m
\end{array}\right\}
$$

where $\lambda+\mu=\gamma+\delta-1=\alpha+\beta-\epsilon$. Two types of expansion were given:
(i) Series of type I for which $\lambda=\alpha, \mu=\beta-\epsilon$. These series converge outside an ellipse with foci at $e_{1}, e_{2}$ and which passes through $e_{3}$. There are three distinct expansions of this type.
(ii) Series of type II for which $\mu=0, \gamma-1, \delta-1$, or $\gamma+\delta-2$.

In all these expansions the coefficients $A_{m}$ satisfy three-term recurrence relations

$$
\begin{equation*}
 \tag{1.4}
\end{equation*}
$$

[^111]where $a_{r}, b_{r}, c_{r}$ are known expressions in $r$ and $c_{r} \neq 0$. If $q$ is chosen from a number of characteristic values then expansions of this type converge. In this article we derive some of these expansions for the case of Heun polynomials from considerations based on group theory and its connection with separation of variables solutions of the Laplace-Beltrami eigenvalue equation on the $n$-sphere. The method used makes a judicious choice of coordinates on the $n$-sphere. The expansions that are first derived are for products of Heun polynomials as sums of products of Jacobi polynomials. The coefficients in the expansions obey three-term recurrence relations. The corresponding single variable expansions are then obtained by allowing one of the variables to take a fixed value. This paper is an extension of [8], in which its motivation and background can be found.
2. Derivation of the expansion formula. The graphical calculus of separable coordinates for the Laplace-Beltrami eigenvalue equation on the $n$-sphere has been completely worked out by Kalnins and Miller [6], [7]. To derive an expansion for Heun polynomials we consider coordinate systems corresponding to graphs of the type

on the $n$ sphere, $n=n_{1}+n_{2}+n_{3}+2$. A suitable choice of coordinates is
\[

$$
\begin{align*}
s_{i} & =u_{1} w_{i}, & & i=1, \cdots, n_{1}+1,  \tag{2.1}\\
s_{j+n_{1}+1} & =u_{2} t_{j}, & & j=1, \cdots, n_{2}+1 \\
s_{k+n_{1}+n_{2}+2} & =u_{3} z_{k}, & & k=1, \cdots, n_{3}+1
\end{align*}
$$
\]

where

$$
\sum_{i=1}^{n_{1}+1} w_{i}^{2}=1, \quad \sum_{j=1}^{n_{2}+1} t_{j}^{2}=1, \quad \sum_{k=1}^{n_{3}+1} z_{k}^{2}=1
$$

and

$$
\begin{equation*}
u_{i}^{2}=\frac{\left(x-e_{i}\right)\left(y-e_{i}\right)}{\left(e_{j}-e_{i}\right)\left(e_{k}-e_{i}\right)}, \quad i=1,2,3, \quad i, j, k \text { pairwise distinct. } \tag{2.2}
\end{equation*}
$$

The metric on the $n$ sphere is

$$
\begin{align*}
d s^{2}= & -\frac{(x-y)}{4}\left[\frac{d x^{2}}{\left(x-e_{1}\right)\left(x-e_{2}\right)\left(x-e_{3}\right)}-\frac{d y^{2}}{\left(y-e_{1}\right)\left(y-e_{2}\right)\left(y-e_{3}\right)}\right]  \tag{2.3}\\
& +\frac{\left(x-e_{1}\right)\left(y-e_{1}\right)}{\left(e_{2}-e_{1}\right)\left(e_{3}-e_{1}\right)} \sum_{i=1}^{n_{1}+1} d w_{i}^{2}+\frac{\left(x-e_{2}\right)\left(y-e_{2}\right)}{\left(e_{3}-e_{2}\right)\left(e_{1}-e_{2}\right)} \sum_{j=1}^{n_{2}+1} d t_{j}^{2} \\
& +\frac{\left(x-e_{3}\right)\left(y-e_{3}\right)}{\left(e_{2}-e_{3}\right)\left(e_{1}-e_{3}\right)} \sum_{k=1}^{n_{3}+1} d z_{k}^{2} .
\end{align*}
$$

The coordinate systems chosen for $w_{i}, t_{j}, z_{k}$ can be taken to be, say, spherical coordinates in each case, corresponding to the graph [6].


We then seek eigenfunctions $\psi$ of the Laplacian satisfying

$$
\begin{equation*}
\Delta \psi=-J\left(J+n_{1}+n_{2}+n_{3}+1\right) \psi \tag{2.4}
\end{equation*}
$$

where $J$ is a nonnegative integer. In the coordinates we have chosen, this equation has the form

$$
\begin{align*}
\Delta \psi= & -\frac{4}{(x-y)}\left[\left(x-e_{1}\right)\left(x-e_{2}\right)\left(x-e_{3}\right)\right.  \tag{2.5}\\
& \cdot\left[\frac{\partial^{2}}{\partial x^{2}}+\frac{1}{2}\left[\frac{n_{1}+1}{x-e_{1}}+\frac{n_{2}+1}{x-e_{2}}+\frac{n_{3}+1}{x-e_{3}}\right] \frac{\partial}{\partial x}\right] \psi \\
& \left.-\left(y-e_{1}\right)\left(y-e_{2}\right)\left(y-e_{3}\right)\left[\frac{\partial^{2}}{\partial y^{2}}+\frac{1}{2}\left[\frac{n_{1}+1}{y-e_{1}}+\frac{n_{2}+1}{y-e_{2}}+\frac{n_{3}+1}{y-e_{3}}\right] \frac{\partial}{\partial y}\right] \psi\right] \\
& +\left[\frac{\left(e_{1}-e_{2}\right)\left(e_{1}-e_{3}\right)}{\left(x-e_{1}\right)\left(y-e_{1}\right)} \Delta_{1}+\frac{\left(e_{2}-e_{1}\right)\left(e_{2}-e_{3}\right)}{\left(x-e_{2}\right)\left(y-e_{2}\right)} \Delta_{2}+\frac{\left(e_{3}-e_{1}\right)\left(e_{3}-e_{2}\right)}{\left(x-e_{3}\right)\left(y-e_{3}\right)} \Delta_{3}\right] \psi \\
= & -J\left(J+n_{1}+n_{2}+n_{3}+1\right) \psi,
\end{align*}
$$

where $\Delta_{k}$ is the Laplacian on the sphere $S_{n_{k}}$.
If we seek eigenfunctions such that

$$
\begin{equation*}
\Delta_{i} \psi=-\ell_{i}\left(\ell_{i}+n_{i}-1\right) \psi, \quad i=1,2,3, \tag{2.6}
\end{equation*}
$$

where the $\ell_{i}$ are nonnegative integers, then writing

$$
\begin{equation*}
\psi=\prod_{i=1}^{3}\left[\left(x-e_{i}\right)\left(y-e_{i}\right)\right]^{\ell_{i} / 2} \phi \tag{2.7}
\end{equation*}
$$

we find (2.5) has the form

$$
\begin{array}{r}
-\frac{4}{(x-y)}\left\{( x - e _ { 1 } ) ( x - e _ { 2 } ) ( x - e _ { 3 } ) \left(\frac{\partial^{2}}{\partial x^{2}}+\left[\frac{\ell_{1}+\frac{1}{2}\left(n_{1}+1\right)}{x-e_{1}}+\frac{\ell_{2}+\frac{1}{2}\left(n_{2}+1\right)}{x-e_{2}}\right.\right.\right.  \tag{2.8}\\
\left.\left.+\frac{\ell_{3}+\frac{1}{2}\left(n_{3}+1\right)}{x-e_{3}}\right] \frac{\partial}{\partial x}\right) \phi+A x \phi \\
-\left(y-e_{1}\right)\left(y-e_{2}\right)\left(y-e_{3}\right)\left(\frac{\partial^{2}}{\partial y^{2}}+\left[\frac{\ell_{1}+\frac{1}{2}\left(n_{1}+1\right)}{y-e_{1}}+\frac{\ell_{2}+\frac{1}{2}\left(n_{2}+1\right)}{y-e_{2}}\right.\right. \\
\left.\left.\left.+\frac{\ell_{3}+\frac{1}{2}\left(n_{3}+1\right)}{y-e_{3}}\right] \frac{\partial}{\partial y}\right) \phi-A y \phi\right\}=-J(J+N+1) \phi,
\end{array}
$$

where

$$
A=\frac{1}{4}(L+N+1) L, \quad L=\ell_{1}+\ell_{2}+\ell_{3}, \quad N=n_{1}+n_{2}+n_{3} .
$$

The corresponding separable solutions have the form

$$
\begin{equation*}
\psi=u_{1}^{\ell_{1}} u_{2}^{\ell_{2}} u_{3}^{\ell_{3}} \Phi_{J \ell_{1} \ell_{2} \ell_{3} q}^{1}(x) \Phi_{J \ell_{1} \ell_{2} \ell_{3} q}^{2}(y) \Theta_{\ell_{1} \ell_{2} \ell_{3}}(\mathbf{w}, \mathbf{t}, \mathbf{z}) \tag{2.9}
\end{equation*}
$$

where a complete set of functions $\Theta_{\ell_{1} \ell_{2} \ell_{3}}(\mathbf{w}, \mathbf{t}, \mathbf{z})$ can be taken as

$$
\begin{equation*}
\Theta_{\ell_{1} \ell_{2} \ell_{3}}(\mathbf{w}, \mathbf{t}, \mathbf{z})=\Theta_{\ell_{1}}(\mathbf{w}) \Theta_{\ell_{2}}(\mathbf{t}) \Theta_{\ell_{3}}(\mathbf{z}) \tag{2.10}
\end{equation*}
$$

and typically,

$$
\begin{equation*}
\Theta_{\ell_{1}}(\mathbf{w})=\prod_{j=0}^{n_{1}-2} C_{K_{j}-K_{j+1}}^{\frac{1}{2}\left(n_{1}-j-1\right)+K_{j+1}}\left(\cos \left(\theta_{n_{1}-j}\right)\right)\left(\sin \theta_{n_{1}-j}\right)^{K_{j}+1} e^{ \pm i K_{n_{1}-1} \theta_{1}} \tag{2.11}
\end{equation*}
$$

for $\ell_{1}=K_{0} \geq K_{1} \geq \cdots \geq K_{n_{1}-1} \geq 0$, and

$$
\begin{equation*}
\Delta_{(k)} \Theta_{\ell_{1}}(\mathbf{w})=-K_{k}\left(K_{k}+n_{1}-k-1\right) \Theta_{\ell_{1}}(\mathbf{w}) \tag{2.12}
\end{equation*}
$$

where $C_{\mu}^{v}(z)$ is a Gegenbauer polynomial. The coordinates on $S_{n_{1}}$ are

$$
\begin{align*}
& w_{1}=\sin \theta_{n_{1}} \cdots \sin \theta_{2} \sin \theta_{1}  \tag{2.13}\\
& w_{2}=\sin \theta_{n_{1}} \cdots \sin \theta_{2} \cos \theta_{1} \\
& \vdots \\
& w_{n_{1}}=\sin \theta_{n_{1}} \cos \theta_{n_{1}-1} \\
& w_{n_{1}+1}=\cos \theta_{n_{1}}
\end{align*}
$$

and the operator $\Delta_{(k)}$ is given by

$$
\begin{equation*}
\Delta_{(k)}=\sum_{r<\ell \leq n_{1}+1-k} I_{r \ell}^{2}, \quad I_{r \ell}=w_{r} \frac{\partial}{\partial w_{\ell}}-w_{\ell} \frac{\partial}{\partial w_{r}}, \quad k=0, \cdots, n_{1}-1 \tag{2.14}
\end{equation*}
$$

(The $\Delta_{(k)}$ are the second-order symmetry operators for $\Delta_{1}$ whose eigenvalue equations (2.12) characterize the separable coordinates (2.13); see [6], [7].) The corresponding separation equations are

$$
\begin{align*}
& {\left[-4\left(\lambda-e_{1}\right)\left(\lambda-e_{2}\right)\left(\lambda-e_{3}\right)\right.} \\
& \cdot\left[\frac{d^{2}}{d \lambda^{2}}+\left(\frac{\ell_{1}+\frac{1}{2}\left(n_{1}+1\right)}{\lambda-e_{1}}+\frac{\ell_{2}+\frac{1}{2}\left(n_{2}+1\right)}{\lambda-e_{2}}+\frac{\ell_{3}+\frac{1}{2}\left(n_{3}+1\right)}{\lambda-e_{3}}\right) \frac{d}{d \lambda}\right]  \tag{2.15}\\
& \quad+(J-L)(J+L+N+1) \lambda+4 q] \Phi_{J \ell_{1} \ell_{2} \ell_{3} q}^{\epsilon}(\lambda)=0
\end{align*}
$$

where $\lambda=x, y$ according as $\epsilon=1,2$, respectively. This is Heun's equation of the form (1.1) with $\gamma=\ell_{1}+\frac{1}{2}\left(n_{1}+1\right), \delta=\ell_{2}+\frac{1}{2}\left(n_{2}+1\right), \epsilon=\ell_{3}+\frac{1}{2}\left(n_{3}+1\right), \alpha=\frac{1}{2}(L-J)$, $\beta=\frac{1}{2}(L+J+N+1)$. The solutions for the functions $\Phi_{J \ell_{1} \ell_{2} \ell_{3} q}^{\epsilon}(\lambda)$ are Heun polynomials which for fixed $J$ will form a complete set of basis functions once the eigenvalues $q$ have been calculated. To calculate the eigenvalues it is convenient to observe that in the coordinate system (2.1) the operator $\mathscr{M}$ whose eigenvalue $\chi$ is

$$
\begin{align*}
\chi= & \left(e_{1}+e_{2}+e_{3}\right)\left[\ell_{1}^{2}+\ell_{2}^{2}+\ell_{3}^{2}+\ell_{1} n_{1}+\ell_{2} n_{2}+\ell_{3} n_{3}-J(J+N+1)\right] \\
& +2 \ell_{1} \ell_{2} e_{3}+2 \ell_{1} \ell_{3} e_{2}+2 \ell_{2} \ell_{3} e_{1}-\ell_{1} e_{1}-\ell_{2} e_{2}-\ell_{3} e_{3}  \tag{2.16}\\
& +\ell_{1} n_{2} e_{3}+\ell_{1} n_{3} e_{2}+\ell_{2} n_{1} e_{3}+\ell_{2} n_{3} e_{1}+\ell_{3} n_{1} e_{2}+\ell_{3} n_{2} e_{1}-4 q
\end{align*}
$$

is given by [6], [7]

$$
\begin{align*}
& \mathscr{M}=\left(e_{1}+e_{2}\right) \sum_{p \in P} \sum_{q \in Q} I_{p q}^{2}+\left(e_{2}+e_{3}\right) \sum_{q \in Q} \sum_{r \in R} I_{r q}^{2}  \tag{2.17}\\
& \quad+\left(e_{1}+e_{3}\right) \sum_{p \in P} \sum_{r \in R} I_{p r}^{2}, \\
& P=\left\{1, \cdots, n_{1}+1\right\}, Q=\left\{n_{1}+2, \cdots, n_{1}+n_{2}+2\right\}, \\
& R=\left\{n_{1}+n_{2}+3, \cdots, n_{1}+n_{2}+n_{3}+3\right\} .
\end{align*}
$$

That is, $\mathscr{M}$ is the second-order symmetry operator for the Laplacian $([\mathscr{M}, \Delta]=0)$, which corresponds to the separable coordinates $x, y$. (The separable solutions (2.9) are eigenfunctions of $\mathscr{M}$ with eigenvalues $\chi$.) Expression (2.16) gives the relationship between the eigenvalues $\chi$ and $q$. (The terms involving the $\ell_{j}$ result from consideration of the factor $u_{1}^{\ell_{1}} u_{2}^{\ell_{2}} u_{3}^{\ell_{3}}$.)

The basis functions on the sphere $S_{n}$ corresponding to coordinates of the graph can also be expanded in terms of the basis functions of the coordinate system corresponding to the graph [6],

i.e., the coordinates (2.1) with

$$
\begin{equation*}
u_{1}=\sin \theta \cos \phi, \quad u_{2}=\sin \theta \sin \phi, \quad u_{3}=\cos \theta \tag{2.18}
\end{equation*}
$$

and the infinitesimal distance

$$
\begin{align*}
d s^{2} & =d \theta^{2}+\sin ^{2} \theta d \phi^{2}+\sin ^{2} \theta \cos ^{2} \phi \sum_{i=1}^{n_{1}+1} d w_{i}^{2}  \tag{2.19}\\
& +\sin ^{2} \theta \sin ^{2} \phi \sum_{j=1}^{n_{2}+1} d t_{j}^{2}+\cos ^{2} \theta \sum_{k=1}^{n_{3}+1} d z_{k}^{2}
\end{align*}
$$

Eigenfunction solutions of (2.4) in these coordinates are

$$
\begin{align*}
\psi= & (\sin \theta)^{M}(\cos \theta)^{\ell_{3}}(\sin \phi)^{\ell_{2}}(\cos \phi)^{\ell_{1}}  \tag{2.20}\\
& \times P_{\left(J-M-\ell_{3}\right) / 2}^{M+\frac{1}{2}\left(n_{1}+n_{2}\right), \ell_{3}+\frac{1}{2}\left(n_{3}-1\right)}(\cos 2 \theta) \\
& \times P_{\left(M-\ell_{1}-\ell_{2}\right) / 2}^{\ell_{2}+\frac{1}{2}\left(n_{2}-1\right), \ell_{1}+\frac{1}{2}\left(n_{1}-1\right)}(\cos 2 \phi) \Theta_{\ell_{1} \ell_{2} \ell_{3}}(\mathbf{w}, \mathbf{t}, \mathbf{z}) \\
= & \psi_{J M} \Theta_{\ell_{1} \ell_{2} \ell_{3}},
\end{align*}
$$

where $P_{n}^{\alpha, \beta}(z)$ are Jacobi polynomials. Here $J=L+2 j$ and $M=L+2 m$, where $j=0,1, \cdots, m=0,1, \cdots j-1, j$. The eigenfunctions satisfy

$$
\begin{equation*}
\Delta^{\prime} \psi=-M\left(M+n_{1}+n_{2}\right) \psi \tag{2.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta^{\prime}=\sum_{i>j} I_{i j}^{2} \tag{2.22}
\end{equation*}
$$

and $i, j$ range from 1 to $n_{1}+n_{2}+2$.
Note that in terms of the Cartesian coordinates $u_{1}, u_{2}, u_{3}$ on the 2 -sphere $\left(u_{1}^{2}+\right.$ $u_{2}^{2}+u_{3}^{2}=1$ ) these eigenfunctions take the form

$$
\begin{align*}
\psi_{J M}= & u_{1}^{\ell_{1}} u_{2}^{\ell_{2}} u_{3}^{\ell_{3}}\left(u_{1}^{2}+u_{2}^{2}\right)^{\left(M-\ell_{1}-\ell_{2}\right) / 2}  \tag{2.23}\\
& \times P_{\left(J-M-\ell_{3}\right) / 2}^{M+\frac{1}{2}\left(n_{1}+n_{2}\right), \ell_{3}+\frac{1}{2}\left(n_{3}-1\right)}\left(1-2 u_{1}^{2}-2 u_{2}^{2}\right) \\
& \times P_{\left(M-\ell_{1}-\ell_{2}\right) / 2}^{\ell_{2}+\frac{1}{2}\left(n_{1}-1\right), \ell_{1}+\frac{1}{2}\left(n_{1}-1\right)}\left(\frac{2 u_{1}^{2}}{u_{1}^{2}+u_{2}^{2}}-1\right) \\
= & u_{1}^{\ell_{1}} u_{2}^{\ell_{2}} u_{3}^{\ell_{3}} \Phi_{j m},
\end{align*}
$$

i.e., the form $u_{1}^{\ell} u_{2}^{\ell_{2}} u_{3}^{\ell_{3}} \Phi\left(u_{1}^{2}, u_{2}^{2}\right)$, where $\Phi$ is a polynomial.

This remark leads to another way of viewing the Heun and Jacobi bases. In the equation $\Delta \psi=-J(J+N+1) \psi$ with $\Delta \psi$ given by (2.5) and $\Delta_{k}$ replaced by the values $-\ell_{k}\left(\ell_{k}+n_{k}-1\right), k=1,2,3$, we set $\psi=u_{1}^{\ell} u_{2}^{\ell_{2}} u_{3}^{\ell_{3}} \Phi\left(x_{1}, x_{2}\right)$ and introduce the new coordinates $x_{1}=u_{1}^{2}, x_{2}=u_{2}^{2}$. The eigenvalue equation for $\Phi$ reads

$$
\begin{equation*}
H \Phi=-j(j+G-1) \Phi \tag{2.24}
\end{equation*}
$$

where

$$
\begin{equation*}
H=\sum_{i, j=1}^{2}\left(x_{i} \delta_{i j}-x_{i} x_{j}\right) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{2}\left(\gamma_{i}-G x_{i}\right) \frac{\partial}{\partial x_{i}} \tag{2.25}
\end{equation*}
$$

Here $G=\gamma_{1}+\gamma_{2}+\gamma_{3}$ and in this particular case

$$
\begin{align*}
\gamma_{i} & =\ell_{i}+\frac{1}{2}\left(n_{i}+1\right), \quad i=1,2,3  \tag{2.26}\\
j & =\frac{1}{2}(J-L)=0,1,2, \cdots
\end{align*}
$$

This coincides with equation (1.4) in [8]. In particular $H$ maps polynomials of maximum degree $m_{i}$ in $x_{i}$ to polynomials of the same type. Furthermore, it is easy to see that the polynomial eigenfunctions of $H$ form a basis for the space of all polynomials $f\left(x_{1}, x_{2}\right)$ and that the spectrum of $H$ acting on this space is exactly $\{-j(j+G-1): j=0,1, \cdots\}$. It is also shown in [8] that $H=\Delta_{2}+\Lambda_{2}$ where $\Delta_{2}$ is the Laplace-Beltrami operator on $S_{2}$ and

$$
\begin{equation*}
\Lambda_{2}=\sum_{i=1}^{2}\left[\gamma_{i}-\frac{1}{2}+\left(\frac{3}{2}-G\right) x_{i}\right] \frac{\partial}{\partial x_{i}} \tag{2.27}
\end{equation*}
$$

Moreover, $H$ is self-adjoint with respect to the inner product

$$
\begin{equation*}
\left(f_{1}, f_{2}\right)=\iint_{x_{1}, x_{2}>0,1-x_{1}-x_{2}>0} f_{1}(\mathbf{x}) \overline{f_{2}(\mathbf{x})} d \omega \tag{2.28}
\end{equation*}
$$

where

$$
\begin{gather*}
d w=x_{1}^{\gamma_{1}-1} x_{2}^{\gamma_{2}-1}\left(1-x_{1}-x_{2}\right)^{\gamma_{3}-1} d x_{1} d x_{2}:  \tag{2.29}\\
\left(H f_{1}, f_{2}\right)=\left(f_{1}, H f_{2}\right) .
\end{gather*}
$$

Here $f_{1}, f_{2}$ are polynomials in $\mathbf{x}=\left(x_{1}, x_{2}\right)$. For fixed $j$ the polynomials

$$
\begin{align*}
\Phi_{j m}\left(x_{1}, x_{2}\right)= & \left(x_{1}+x_{2}\right)^{m} P_{j-m}^{\gamma_{1}+\gamma_{2}+2 m-1, \gamma_{3}-1}\left(2 x_{1}+2 x_{2}-1\right)  \tag{2.30}\\
& \times P_{m}^{\gamma_{2}-1, \gamma_{1}-1}\left(\frac{2 x_{1}}{x_{1}+x_{2}}-1\right), \quad m=0,1, \cdots, j
\end{align*}
$$

form an orthogonal basis for the eigenspace corresponding to eigenvalue $-j(j+G-$ 1). (This is the orthogonal basis of Proriol [9] and of Karlin and McGregor [10].) Similarly the Heun polynomials $\Phi_{J \ell_{1} \ell_{2} \ell_{3} q}^{1}(x) \Phi_{J \ell_{1} \ell_{2} \ell_{3} q}^{2}(y)$ where $q$ runs over the possible eigenvalues, form an alternate orthogonal basis for this same space. Moreover as pointed out in [11] these bases correspond to spherical and ellipsoidal coordinates on the 2 -sphere and are the only coordinates in which $\Delta_{2}$ separates.

With this point of view we are operating on the sphere $S_{2}$ rather than $S_{n}$ and our two distinguished orthogonal bases are the only ones possible rather than two out of a multiplicity of separable systems on $S_{n}$ for large $n$. The principal advantage of this new point of view is that the eigenfunctions are obviously polynomials in $x_{1}, x_{2}$ and that the only requirement on the constants $\gamma_{1}, \gamma_{2}, \gamma_{3}$ to ensure orthogonality is that they be strictly positive. Thus the $\ell_{i}$ and $n_{i}$ need not be integers; it is only required that $2 \ell_{i}+n_{i}+1>0$.

In the following our expansion formulas are valid for all real $\gamma_{i}>0$. In the special case $\gamma_{1}=\gamma_{2}=\gamma_{3}=\frac{1}{2}$ we have $H=\Delta_{2}$, the Laplace-Beltrami operator on $S_{2}$. In this case the eigenvalue equation $\Delta_{2} \Phi=-j\left(j+\frac{1}{2}\right) \Phi$ admits the Lie algebra $s o(3)$ as a symmetry algebra. A basis for $s o(3)$ is $\left\{u_{1} \partial_{u_{2}}-u_{2} \partial_{u_{1}}, u_{3} \partial_{u_{1}}, u_{3} \partial_{u_{2}}\right\}$ where $u_{3}= \pm\left(1-u_{1}^{2}-u_{2}^{2}\right)^{1 / 2}$. This extra symmetry is associated with the fact that there are additional polynomial solutions of the eigenvalue equation (see $\S 3$ of reference [8]). In particular the equation admits polynomial solutions of the form $f\left(u_{1}, u_{2}\right)$ and the spectrum of $\Delta_{2}$ acting on the space of all such polynomials is $-j\left(j+\frac{1}{2}\right)$ where now $2 j=0,1,2 \cdots$. Furthermore, there exist solutions of the form $u_{3} g\left(u_{1}, u_{2}\right)$ with $g$ a polynomial and with the same eigenvalues. The dimension of each eigenspace is $2 j+1$ rather than $j+1$ for the general case. In this special case the eigenfunctions corresponding to spherical coordinates are just the spherical harmonics whereas those corresponding to ellipsoidal coordinates are products of Lamé polynomials. For the solution of the problem of expanding the Lamé basis in terms of a spherical harmonic basis, see [11]-[13].

Returning to the case of general $\ell_{i}, n_{i}$ we consider the problem of expanding the Heun basis (2.9) in terms of the Jacobi polynomial basis (2.20), (2.23), (2.30):

$$
\begin{align*}
\psi & =u_{1}^{\ell_{1}} u_{2}^{\ell_{2}} u_{3}^{\ell_{3}} \Phi_{J \ell_{1} \ell_{2} \ell_{3} q}^{1}(x) \Phi_{J \ell_{1} \ell_{2} \ell_{3} q}^{2}(y)  \tag{2.31}\\
& =\sum_{m=0}^{j} \xi_{m} \psi_{J \ell_{1} \ell_{2} \ell_{3} M}(\theta, \phi)
\end{align*}
$$

Three-term recurrence relations for the expansion coefficients $\xi_{m}$ (where $M=\ell_{1}+$ $\left.\ell_{2}+2 m\right)$ can be deduced by requiring that

$$
\begin{equation*}
\mathscr{M} \psi=\chi \psi \tag{2.32}
\end{equation*}
$$

To obtain the recurrence relations we need the action of the various pieces of $\mathscr{M}$ on the Jacobi bases $\psi_{J \ell_{1} \ell_{2} \ell_{3} M}(\theta, \phi)$. Since $\mathscr{M}$ commutes with $H$ there must exist an
expansion of the form $\mathscr{M} \psi_{j m}=\sum_{r} X_{r} \psi_{j, m+r}$. Indeed, we have

$$
\begin{equation*}
\mathscr{M} \psi_{J \ell_{1} \ell_{2} \ell_{3} M}(\theta, \phi)=\sum_{r=-1}^{+1} X_{r} \psi_{J \ell_{1} \ell_{2} \ell_{3}, M+2 r}(\theta, \phi), \tag{2.33}
\end{equation*}
$$

where
(2.34)

$$
\begin{aligned}
& X_{1}(m, j) \\
& \quad=\frac{4\left(e_{1}-e_{2}\right)\left(\gamma_{1}+\gamma_{2}+\gamma_{3}+m+j-1\right)\left(\gamma_{3}-m+j-1\right)(m+1)\left(\gamma_{1}+\gamma_{2}+m-1\right)}{\left(\gamma_{1}+\gamma_{2}+2 m-1\right)\left(\gamma_{1}+\gamma_{2}+2 m\right)} \\
& X_{-1}(m, j) \\
& \quad=\frac{4\left(e_{1}-e_{2}\right)\left(\gamma_{1}+\gamma_{2}+m+j-1\right)(-m+j+1)\left(\gamma_{2}-1\right)\left(\gamma_{1}-1\right)}{\left(\gamma_{1}+\gamma_{2}+2 m-1\right)\left(\gamma_{1}+\gamma_{2}+2 m-2\right)}, \\
& X_{0}(m, j)-\chi \\
& = \\
& \quad \frac{2\left(e_{1}-e_{2}\right)\left[m^{2}+m\left(\gamma_{1}+\gamma_{2}-1\right)-j^{2}-j\left(\gamma_{1}+\gamma_{2}+\gamma_{3}--1\right)\right]\left(\gamma_{1}+\gamma_{2}-2\right)\left(\gamma_{1}-\gamma_{2}\right)}{\left(\gamma_{1}+\gamma_{2}+2 m-2\right)\left(\gamma_{1}+\gamma_{2}+2 m\right)} \\
& \quad+4 \frac{\left(e_{1}-e_{2}\right) m \gamma_{3}\left(\gamma_{1}-\gamma_{2}\right)\left(m+\gamma_{2}\right)}{\left(\gamma_{1}+\gamma_{2}+2 m-2\right)\left(\gamma_{1}+\gamma_{2}+2 m\right)} \\
& \quad+2\left(e_{1}+e_{2}\right)\left[-m^{2}-m\left(\gamma_{1}+\gamma_{2}-1\right)+j^{2}+j\left(\gamma_{1}+\gamma_{2}+\gamma_{3}-1\right)\right] \\
& \quad+4 e_{3}\left[m^{2}+m\left(\gamma_{1}+\gamma_{2}-1\right)\right]+4 q .
\end{aligned}
$$

Keys to deriving this result are the following recurrence formulas for Jacobi polynomials $P_{n}^{\alpha, \beta}(x)$ :

$$
\begin{equation*}
x P_{n}^{\alpha, \beta}=\mathscr{A} P_{n-1}^{\alpha, \beta}+\mathscr{B} P_{n}^{\alpha, \beta}+\mathscr{C} P_{n+1}^{\alpha, \beta} \tag{2.35}
\end{equation*}
$$

$$
\begin{gathered}
\mathscr{A}=\frac{2(n+\alpha)(n+\beta)}{(2 n+\alpha+\beta+1)(2 n+\alpha+\beta)}, \quad \mathscr{B}=\frac{(\beta-\alpha)(\beta+\alpha)}{(2 n+\alpha+\beta+2)(2 n+\alpha+\beta)} \\
\mathscr{C}=\frac{2(n+1)(n+\alpha+\beta+1)}{(2 n+\alpha+\beta+2)(2 n+\alpha+\beta+1)}, \\
\left(1-x^{2}\right) \frac{d}{d x} P_{n}^{\alpha, \beta}=A P_{n-1}^{\alpha, \beta}+B P_{n}^{\alpha, \beta}+C P_{n+1}^{\alpha, \beta} \\
A=\frac{2(n+\alpha)(n+\beta)(n+\alpha+\beta+1)}{(2 n+\alpha+\beta+1)(2 n+\alpha+\beta)}, \quad B=\frac{2 n(\alpha-\beta)(n+\alpha+1)}{(2 n+\alpha+\beta+2)(2 n+\alpha+\beta)} \\
C=-\frac{2 n(n+1)(n+\alpha+\beta+1)}{(2 n+\alpha+\beta+2)(2 n+\alpha+\beta+1)}
\end{gathered}
$$

(To prove (2.33) it is enough to use relations (2.35) to evaluate both sides of (2.33) for a fixed choice of the variable $\theta$. Thus a one-variable expansion in $\phi$ leads to a two-variable expansion in $\theta$ and $\phi$.) Now substituting the expansion (2.31) into the eigenvalue equation $\mathscr{M} \psi=\chi \psi$ and using (2.33) we find the three-term recurrence relation

$$
\begin{equation*}
X_{1}(m-1, j) \xi_{m-1}+\left(X_{0}(m, j)-\chi\right) \xi_{m}+X_{-1}(m+1, j) \xi_{m+1}=0 \tag{2.36}
\end{equation*}
$$

where $m=0,1, \cdots, j$. Consequently, the $j+1$ independent eigenvalues $q$ are calculated from the determinant (2.37)


To obtain the expansions in terms of one variable from (2.31) we proceed as follows. For the two choices of $u_{i}, i=1,2,3$ given by (2.2) and (2.18), take $y=e_{3}, \theta=\pi / 2$. Then the expression has the form

$$
\begin{equation*}
\Phi_{j q}^{1}(x) \equiv \Phi_{J \ell_{1} \ell_{2} \ell_{3} q}^{1}(x)=\sum_{m=0}^{j} \hat{\gamma}_{m} P_{m}^{\gamma_{2}-1, \gamma_{1}-1}(\cos 2 \phi), \tag{2.38}
\end{equation*}
$$

where

$$
\cos 2 \phi=2 \frac{\left(x-e_{1}\right)}{\left(e_{2}-e_{1}\right)}-1
$$

This is an expansion of type 2 with $\mu=0$. A different type of expansion can be obtained by taking $\phi=\pi / 2$ and $y=e_{1}$. The resulting expression has the form

$$
\begin{equation*}
\Phi_{j q}^{1}(x)=\sum_{m=0}^{j} \tilde{\gamma}_{m}(\sin \theta)^{2 m} P_{j-m}^{2 m+\gamma_{1}+\gamma_{2}-1, \gamma_{3}-1}(\cos 2 \theta), \tag{2.39}
\end{equation*}
$$

where

$$
\cos 2 \theta=-2 \frac{\left(x-e_{2}\right)}{\left(e_{2}-e_{3}\right)}-1 .
$$

In both these examples the dependence of the $\hat{\gamma}_{m}$ and $\tilde{\gamma}_{m}$ coefficients on the indices $\ell_{1}, \ell_{2}, \ell_{3}, q$ has been suppressed.

This second type of expansion of a Heun polynomial appears to be new. Nothing that was done in the derivation of expansions (except the limits of summation on $r$ ) could not be extended to the representation of Heun functions when $J, \ell_{1}, \ell_{2}, \ell_{3}$ are complex. Consequently, representations of such functions in terms of expansions whose coefficients obey three-term recurrence relations can be derived. The convergence of series of this type will be discussed elsewhere.
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# UNIFORM, EXPONENTIALLY IMPROVED, ASYMPTOTIC EXPANSIONS FOR THE GENERALIZED EXPONENTIAL INTEGRAL* 
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#### Abstract

By allowing the number of terms in an asymptotic expansion to depend on the asymptotic variable, it is possible to obtain an error term that is exponentially small as the asymptotic variable tends to its limit. This procedure is called "exponential improvement." It is shown how to improve exponentially the well-known Poincaré expansions for the generalized exponential integral (or incomplete Gamma function) of large argument. New uniform expansions are derived in terms of elementary functions, and also in terms of the error function.

Inter alia, the results supply a rigorous foundation for some of the recent work of M . V. Berry on a smooth interpretation of the Stokes phenomenon.
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1. Introduction. Suppose that a function $f(z)$ has an asymptotic expansion of the form

$$
f(z) \sim f_{0}+\frac{f_{1}}{z}+\frac{f_{2}}{z^{2}}+\cdots,
$$

as $z \rightarrow \infty$ in a certain region $\mathbf{R}$, say, of the complex plane. By definition, if the series is truncated at the term $f_{n-1} / z^{n-1}$, where $n$ is an arbitrary fixed integer, then the error in representing $f(z)$ by the truncated series is $O\left(z^{-n}\right)$ as $z \rightarrow \infty$ in $\mathbf{R}$. For some time, however, it has been known that if we permit the number of terms in the truncated series to depend on $|z|$, then it is possible to make the truncation error exponentially small as $z \rightarrow \infty$ in $\mathbf{R}$.

Consider, for example, the exponential integral defined by

$$
E_{1}(z)=e^{-z} \int_{0}^{\infty} \frac{e^{-z t}}{1+t} d t
$$

when $|\mathrm{ph} z|<\pi / 2$, and by analytic continuation elsewhere. This has the well-known expansion.

$$
\begin{equation*}
e^{z} E_{1}(z) \sim \sum_{s=0}^{\infty}(-)^{s} \frac{s!}{z^{s+1}}, \quad z \rightarrow \infty \quad \text { in }|\operatorname{ph} z| \leqq \frac{3}{2} \pi-\delta, \tag{1.1}
\end{equation*}
$$

where $\delta$ is an arbitrary positive constant. Let $R_{n}(z)$ denote the $n$th remainder term in this expansion, given by

$$
\begin{equation*}
e^{z} E_{1}(z)=\sum_{s=0}^{n-1}(-)^{s} \frac{s!}{z^{s+1}}+R_{n}(z) . \tag{1.2}
\end{equation*}
$$

In [9, Chap. 14, § 3.1] it was shown that if $\zeta$ is a real or complex variable and $\theta$ is real, then

$$
\begin{equation*}
R_{n}\left\{(n+\zeta) e^{i \theta}\right\}=O\left(n^{-1 / 2} e^{-n-\zeta}\right) \tag{1.3}
\end{equation*}
$$

[^112]as $n \rightarrow \infty$, uniformly with respect to $\theta \in[-\pi+\delta, \pi-\delta]$ and bounded values of $|\zeta|$. Let us now restrict $\zeta$ to be real, set $z=(n+\zeta) e^{i \theta}$, and regard $z$ as the asymptotic variable instead of $n$. Then we have
\[

$$
\begin{equation*}
R_{n}(z)=O\left(z^{-1 / 2} e^{-|z|}\right), \quad|z| \rightarrow \infty, \tag{1.4}
\end{equation*}
$$

\]

uniformly with respect to $\mathrm{ph} z \in[-\pi+\delta, \pi-\delta]$ and bounded values of $||z|-n|$. For example, (1.4) would apply if $n=\operatorname{int}[|z|]$, the integer part of $|z|$. When the approximation given by (1.2) is modified in this way, that is, by taking

$$
\begin{equation*}
n=|z|-\zeta \tag{1.5}
\end{equation*}
$$

with $|\zeta|$ bounded, we shall say that the resulting partial sum is uniformly exponentially accurate in the sector $|\mathrm{ph} z| \leqq \pi-\delta$.

The results in [9, Chap. 14, §3] actually go much further. The object in this reference was to provide a rigorous basis for the theory of "converging factors." In the case of the asymptotic expansion (1.1) of $E_{1}(z)$ it was shown that

$$
\begin{equation*}
R_{n}(z)=(-)^{n} \frac{n!}{z^{n+1}} C_{n}(z), \tag{1.6}
\end{equation*}
$$

where the converging factor $C_{n}(z)$ possesses an asymptotic expansion of the form

$$
\begin{equation*}
C_{n}\left\{(n+\zeta) e^{i \theta}\right\} \sim \sum_{s=0}^{\infty} \frac{P_{s}(\alpha, \zeta)}{n^{s}}, \quad n \rightarrow \infty, \tag{1.7}
\end{equation*}
$$

in which the $P_{s}(\alpha, \zeta)$ are polynomials in $\alpha \equiv\left(1+e^{i \theta}\right)^{-1}$ and $\zeta$. Again, (1.7) is uniformly valid for $\theta \in[-\pi+\delta, \pi-\delta]$ and bounded $|\zeta|$. As before, we restrict $\zeta$ to be real and set $z=(n+\zeta) e^{i \theta}$. Then (1.5) applies and the combination of (1.6) and (1.7) yields

$$
R_{n}(z) \sim(-)^{n} \frac{\Gamma(|z|-\zeta+1)}{z^{|z|-\zeta+1}} \sum_{s=0}^{\infty} \frac{P_{s}(\alpha, \zeta)}{(|z|-\zeta)^{s}}, \quad|z| \rightarrow \infty .
$$

On replacing the Gamma function by Stirling's series and setting $|z|=z e^{-i \theta}$, we see that this expansion can be rearranged as an asymptotic expansion in descending powers of $z$; thus

$$
\begin{equation*}
R_{n}(z) \sim(-)^{n} e^{-|z|} z^{-1 / 2} e^{(\zeta-|z|-1 / 2) i \theta} \sum_{s=0}^{\infty} \frac{Q_{s}(\theta, \zeta)}{z^{s}}, \quad|z| \rightarrow \infty \tag{1.8}
\end{equation*}
$$

where the coefficients $Q_{s}(\theta, \zeta)$ are rational functions of $e^{i \theta}$ and polynomials in $\zeta$. Again, this expansion is uniformly valid for $\mathrm{ph} z \in[-\pi+\delta, \pi-\delta]$ and bounded $|\zeta|$. We call the combination of (1.2) and (1.8) a uniform, exponentially improved ("UEI"), or more precisely, a uniform, $e^{-|z|}$-improved, asymptotic expansion.

Recently, Ursell [11] has considered functions $f(z)$ representable as Laplace transforms

$$
f(z)=\int_{0}^{\infty} e^{-z t} \psi(t) d t
$$

in which $\psi(t)$ is analytic in a neighborhood of the origin. He has shown that the asymptotic expansion of $f(z)$ obtained by straightforward application of Watson's lemma can always be rendered exponentially accurate, in the sense described above. Ursell's analysis applies only to positive real values of $z$, but it could be extended easily to the complex plane.

The purpose of the present investigation is to show how to construct UEI expansions for a wide class of functions. The new theory goes beyond that presented in [9, Chap. 14] in three ways: (i) the number of functions that can be treated successfully is greatly increased; (ii) nonelementary functions may be used in constructing the expansions; (iii) as a consequence of (ii), regions of validity are extended considerably.

One of the theoretical and practical consequences of this investigation is to provide a rigorous basis for a recent powerful interpretation of the Stokes phenomenon that has been developed by Berry [1]. Indeed, it was this aspect that motivated this work. This is explained fully in [10], and inter alia we shall supply proofs, and significant extensions, of all results that were stated in [10].

In the present paper we confine our attention to the construction of UEI expansions for the generalized exponential integral $E_{p}(z)$, when $p$ is fixed and $|z|$ is large, both $p$ and $z$ being real or complex. This is because the generalized exponential integral plays a fundamental role in other cases-an observation first made by Dingle [4].

Another investigation of the generalized exponential integral (or incomplete Gamma function) has been provided by Jones. Jones' paper [6] was presented independently of and at the same time as [10]. There is substantial overlap of [6] with the present investigation, but there are significant differences in the method of proof and results achieved.

## 2. UEI expansions in terms of elementary functions.

2.1. General properties of the generalized exponential integral. For real or complex values of $p$ and $z$, other than $z=0$, the generalized exponential integral $E_{p}(z)$ is defined by

$$
\begin{equation*}
E_{p}(z)=z^{p-1} \Gamma(1-p, z)=z^{p-1} \int_{z}^{\infty} \frac{e^{-t}}{t^{p}} d t . \tag{2.1}
\end{equation*}
$$

The only restriction on the integration path is that it must not intersect the origin. Accordingly, unless $p$ is a nonpositive integer, $E_{p}(z)$ is a multiple-valued function of z. On the other hand, $E_{p}(z)$ is a single-valued function of $p$; indeed from (2.1) it is clear that for fixed nonzero values of $z$ each branch of $E_{p}(z)$ is an entire function of $p .{ }^{1}$

On replacing $t$ by $z(1+t)$ we find that $E_{p}(z)$ is also given by

$$
\begin{equation*}
E_{p}(z)=e^{-z} \int_{0}^{\infty} \frac{e^{-z t}}{(1+t)^{p}} d t, \quad|\mathrm{ph} z|<\frac{1}{2} \pi, \tag{2.2}
\end{equation*}
$$

where the integration path now runs along the real axis, and $(1+t)^{p}$ has its principal value.

An integral representation that we shall find particularly useful is given by

$$
\begin{equation*}
E_{p}(z)=\frac{z^{p-1} e^{-z}}{\Gamma(p)} \int_{0}^{\infty} \frac{e^{-z t} t^{p-1}}{1+t} d t, \quad \operatorname{Re} p>0, \quad|\mathrm{ph} z|<\frac{1}{2} \pi . \tag{2.3}
\end{equation*}
$$

Again the integration path is along the real axis, and $t^{p-1}$ and $z^{p-1}$ assume their principal values. This result may be derived from (2.2) with the aid of the convolution formula for the Laplace transform. The integral on the right-hand side can be regarded as either a Laplace transform or a Stieltjes transform.

Other branches of $E_{p}(z)$ can be related to the principal branch (for which $-\pi<$ $\mathrm{ph} z \leqq \pi$ ) by rotation of the integration path in (2.3), and analytic continuation with

[^113]respect to $z$. Each time the path crosses the simple pole at $t=-1$ a contribution is made by the residue. Thus we find that
\[

$$
\begin{equation*}
E_{p}(z)=\frac{2 \pi i e^{-k p \pi i}}{\Gamma(p)} \frac{\sin (k p \pi)}{\sin (p \pi)} z^{p-1}+E_{p}\left(z e^{-2 k \pi i}\right) \tag{2.4}
\end{equation*}
$$

\]

where $k$ is any integer. Analytic continuation removes all restrictions on $p$ and $z$, other than $z=0$, from this result.
2.2. Poincaré expansions for large $|z|$. Let $p$ be fixed and $z \rightarrow \infty$. Then by applying the extended form of Watson's lemma, as given by Theorem 3.3 of [9, Chap. 4], to the integral representation (2.2), we find that

$$
\begin{equation*}
E_{p}(z) \sim \frac{e^{-z}}{z} \sum_{s=0}^{\infty}(-)^{s} \frac{(p)_{s}}{z^{s}}, \quad|\mathrm{ph} z| \leqq \frac{3}{2} \pi-\delta \tag{2.5}
\end{equation*}
$$

where $(p)_{s}$ is Pochhammer's symbol for the ascending factorial $p(p+1) \cdots(p+s-1)$, and $\delta$ continues to denote an arbitrary positive constant. Corresponding expansions in other phase ranges are obtainable by combination of (2.4) and (2.5). For example, by taking $k=1$ in (2.4) we derive

$$
\begin{equation*}
E_{p}(z) \sim \frac{2 \pi i e^{-p \pi i}}{\Gamma(p)} z^{p-1}+\frac{e^{-z}}{z} \sum_{s=0}^{\infty}(-)^{s} \frac{(p)_{s}}{z^{s}}, \quad \frac{1}{2} \pi+\delta \leqq \operatorname{ph} z \leqq \frac{7}{2} \pi-\delta . \tag{2.6}
\end{equation*}
$$

In the common sector $\pi / 2+\delta \leqq \operatorname{ph} z \leqq \frac{3}{2} \pi-\delta$, both (2.5) and (2.6) apply. Their apparent discrepancy is a term that is exponentially small compared with the main contribution; hence there is no anomaly. This is, of course, simply a manifestation of Stokes' phenomenon. On the ray ph $z=\pi$, the dominance of one contribution in (2.6) over the other is maximal, and for this reason we call $\mathrm{ph} z=\pi$ a Stokes line. ${ }^{2}$ The other Stokes lines for $E_{p}(z)$ for large $|z|$ occur at $\mathrm{ph} z=k \pi$, where $k$ is any integer.
2.3. UEI expansions for the sector $|\mathrm{ph} z| \leqq \pi-\boldsymbol{\delta}$. If $\boldsymbol{n}$ is an arbitrary nonnegative integer, then we have identically

$$
\begin{equation*}
\frac{1}{1+t}=1-t+t^{2}-\cdots+(-)^{n-1} t^{n-1}+(-)^{n} \frac{t^{n}}{1+t}, \quad t \neq-1 . \tag{2.7}
\end{equation*}
$$

On substituting this expansion in (2.3) and integrating term by term, we obtain the following explicit representation of the remainder term in (2.5):

$$
\begin{equation*}
E_{p}(z)=\frac{e^{-z}}{z} \sum_{s=0}^{n-1}(-)^{s} \frac{(p)_{s}}{z^{s}}+(-)^{n} \frac{2 \pi}{\Gamma(p)} z^{p-1} F_{n+p}(z) \tag{2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{n+p}(z)=\frac{e^{-z}}{2 \pi} \int_{0}^{\infty} \frac{e^{-z t} t^{n+p-1}}{1+t} d t=\frac{\Gamma(n+p)}{2 \pi} \frac{E_{n+p}(z)}{z^{n+p-1}} \tag{2.9}
\end{equation*}
$$

In deriving this result we have assumed that $\operatorname{Re} p>0$ and $|\mathrm{ph} z|<\pi / 2$. However, by analytic continuation with respect to $p$ the first condition is replaceable by $\operatorname{Re} p>-n$. To ease the second restriction, we rotate the path of integration through an angle $-\gamma$,

[^114]where $-\pi<\gamma<\pi$, and set $t=\tau e^{-i \gamma}$. Then by analytic continuation with respect to $z$ we have
\[

$$
\begin{equation*}
F_{n+p}(z)=\frac{e^{-i(n+p) \gamma} e^{-z}}{2 \pi} \int_{0}^{\infty} \frac{\exp \left(-z \tau e^{-i \gamma}\right) \tau^{n+p-1}}{1+\tau e^{-i \gamma}} d \tau, \tag{2.10}
\end{equation*}
$$

\]

valid when $\operatorname{Re} p>-n$ and $\left|\mathrm{ph}\left(z e^{-i \gamma}\right)\right|<\pi / 2$.
For future reference we also record here the continuation formula for $F_{n+p}(z)$ corresponding to (2.4). This is given by

$$
\begin{equation*}
F_{n+p}(z)=(-)^{n} i e^{-k p \pi i} \frac{\sin (k p \pi)}{\sin (p \pi)}+e^{-2 k p \pi i} F_{n+p}\left(z e^{-2 k \pi i}\right), \tag{2.11}
\end{equation*}
$$

$k=0, \pm 1,+2, \cdots$.
The ratio of the $(s+1)$ st term to the $s$ th term in ( 2.5 ) is $(1-p-s) / z$. In consequence, when $|z|$ is large compared with $|p|$, the optimum number of terms (that is, the number of terms preceding the numerically smallest term) is int $[\hat{n}]+1$, where $\hat{n}$ is the positive number satisfying $|p+\hat{n}|=|z|$. Accordingly, we set

$$
\begin{equation*}
z=\rho e^{i \theta}, \quad n=\rho-p+\alpha, \tag{2.12}
\end{equation*}
$$

where $\rho$ is a large positive parameter, $\theta$ is real and $|\alpha|$ is bounded. ${ }^{3}$ With $\gamma=\theta$ in (2.10), we have

$$
\begin{equation*}
F_{n+p}(z)=\frac{e^{-i(\rho+\alpha) \theta} e^{-z}}{2 \pi} \int_{0}^{\infty} \frac{e^{-\rho \tau} \tau^{\rho+\alpha-1}}{1+\tau e^{-i \theta}} d \tau, \tag{2.13}
\end{equation*}
$$

valid when $-\pi<\theta<\pi$ and $\operatorname{Re}(\rho+\alpha)>0$.
For large $\rho$ the integrand has a saddlepoint at $\tau=1$. By application of Theorem 7.1 of [9, Chap. 4] (Laplace's method) and use of the second of (2.12) we find that

$$
\begin{equation*}
F_{n+p}(z) \sim \frac{e^{-i(\rho+\alpha) \theta}}{1+e^{-i \theta}} \frac{e^{-\rho-z}}{(2 \pi \rho)^{1 / 2}} \sum_{s=0}^{\infty} \frac{a_{2 s}(\theta, \alpha)}{\rho^{s}}, \quad \rho \rightarrow \infty, \tag{2.14}
\end{equation*}
$$

where the coefficients $a_{2 s}(\theta, \alpha)$ are continuous functions of $\theta$ and $\alpha$. Moreover, by means of a straightforward extension of the proof of the cited theorem, we can prove that the expansion (2.14) holds uniformly with respect to $\theta$ and $\alpha$, when $\theta \in$ $[-\pi+\delta, \pi-\delta]$ and $|\alpha|$ is bounded.

The combination of (2.8), (2.12), and (2.14) is the required expansion. It is a UEI expansion throughout its sector of validity $|\mathrm{ph} z| \leqq \pi-\delta$, because if the series in (2.14) is truncated at its $m$ th term, where $m$ is arbitrary, but fixed, then the relative error in the resulting approximation to $E_{p}(z)$ is uniformly $O\left(z^{p-m-1 / 2} e^{-|z|}\right)$.

The coefficients $a_{2 s}(\theta, \alpha)$ are calculable in the usual manner (see, for example, [9, Chap. 3, § 8.1]). One way to express them is found to be

$$
\begin{equation*}
a_{2 s}(\theta, \alpha)=1 \cdot 3 \cdot 5 \cdots(2 s-1) \sum_{j=0}^{2 s} \lambda_{2 s-1, j-1} A_{j}(\theta, \alpha), \tag{2.15}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{s}(\theta, \alpha)=\sum_{j=0}^{s}(-)^{j}\binom{\alpha}{s-j} \frac{1}{\left(1+e^{i \theta}\right)^{j}}, \tag{2.16}
\end{equation*}
$$

[^115]and $\lambda_{s, j}$ is the coefficient of $x^{s}$ in the expansion of $t^{j}, t$ being related to $x$ via
$$
\frac{1}{2} x^{2}=t-\ln (1+t)=\frac{1}{2} t^{2}-\frac{1}{3} t^{3}+\frac{1}{4} t^{4}-\cdots,
$$
with $x \sim t$ as $t \rightarrow 0$. Reversion of the last expansion yields
\[

$$
\begin{equation*}
t=x+\frac{1}{3} x^{2}+\frac{1}{36} x^{3}-\frac{1}{270} x^{4}+\frac{1}{4320} x^{5}+\cdots, \tag{2.17}
\end{equation*}
$$

\]

and with the aid of this result we arrive at the following explicit expressions for the first three coefficients:

$$
\begin{align*}
& a_{0}(\theta, \alpha)=1, \quad a_{2}(\theta, \alpha)=\frac{1}{12}+A_{2}(\theta, \alpha), \\
& a_{4}(\theta, \alpha)=\frac{1}{288}+\frac{1}{12} A_{2}(\theta, \alpha)+2 A_{3}(\theta, \alpha)+3 A_{4}(\theta, \alpha) . \tag{2.18}
\end{align*}
$$

2.4. Remarks. (i) From (2.15), (2.16), and (2.18) we observe that the coefficients $a_{2 s}(\theta, \alpha)$ become unbounded as $\theta \rightarrow \pm \pi$; in consequence, the interval of validity $|\theta| \leqq \pi-\delta$ of (2.14) is maximal.
(ii) The expansion (2.14) can be rearranged as an expansion for the converging factor in descending powers of $n$, as indicated in § 1. The writer has verified that in the case where $p=1$ the first three coefficients in the resulting expansion agree with those found in [9, Chap. 14, § 3.2] by quite different methods. (They are also simpler in form than their counterparts in (2.14).)
(iii) In [10] the function

$$
T_{n+p}(z)=e^{(n+p) \pi i} \frac{\Gamma(n+p)}{2 \pi i} \frac{E_{n+p}(z)}{z^{n+p-1}}
$$

played the role of $F_{n+p}(z)$. An advantage of using $F_{n+p}(z)$ in the present paper is that it leads to a symmetric form for the main result; compare (5.10) and (5.11) below.

## 3. Nonelementary UEI expansions: formal derivation.

3.1. Approach. The region of validity of the UEI expansion of $\S 2$ falls short of the Stokes lines at $\mathrm{ph} z= \pm \pi$. We now seek UEI expansions that hold uniformly in sectors containing these lines. To begin with, we concentrate on the sector $0<\mathrm{ph} z<2 \pi$.

The essential difficulty is that the integrand in (2.13) has a saddlepoint at $\tau=1$ and a simple pole at $\tau=-e^{i \theta}$, and these points coincide as $\theta \rightarrow \pi$. To overcome this difficulty we use a modification of Laplace's method introduced by van der Waerden [12] and developed subsequently by Jones [5] and Bleistein [2]. This yields an expansion involving a nonelementary function, namely, the complementary error function.
3.2. Transformation of integration variable. We employ a quadratic change of integration variable, given by

$$
\begin{equation*}
\frac{1}{2} w^{2}=\tau-\ln \tau-1 \tag{3.1}
\end{equation*}
$$

The saddlepoint at $\tau=1$ then corresponds to $w=0$. We resolve the ambiguity in the choice of branch of $(2 \tau-2 \ln \tau-2)^{1 / 2}$ by requiring

$$
\begin{equation*}
w \sim \tau-1 \quad \text { as } \tau \rightarrow 1 . \tag{3.2}
\end{equation*}
$$

Let $\Delta$ denote the sector $|\mathrm{ph} \tau|<\pi$ and $\mathbf{W}$ be its map in the $w$-plane. The mapping is easily determined by passage through the intermediate variable $v$, given by

$$
v=\tau-\ln \tau-1, \quad w=\sqrt{2 v} .
$$

Corresponding points in the $\tau$ and $w$ planes are indicated in Figs. 1 and 2. W is the unshaded region shown in Fig. 2; its boundaries are the curves $C_{1} D_{1}$ and $C_{2} D_{2}$ defined parametrically by

$$
\frac{1}{2} w^{2}=-\sigma-\ln \sigma \mp i \pi-1, \quad 0 \leqq \sigma<\infty .
$$



Fig. 1. $\tau$-plane: domain $\Delta$.


FIG. 2. w-plane: domain $\mathbf{W}$.
From these diagrams and the corresponding map in the $v$-plane (not illustrated), it is clear that the mapping between the domains $\Delta$ and $\mathbf{W}$ is one-to-one, and that $\tau$ and $w$ are analytic functions of each other when $\tau \in \boldsymbol{\Delta}$ and $\boldsymbol{w} \in \mathbf{W}$.

In the $w$-plane, the pole at $\tau=e^{i(\theta-\pi)}$ corresponds to $w=-i c(\theta)$, say, where

$$
\begin{equation*}
\frac{1}{2}\{c(\theta)\}^{2}=-e^{i(\theta-\pi)}+i(\theta-\pi)+1 . \tag{3.3}
\end{equation*}
$$

In consequence of (3.2) we have

$$
\begin{equation*}
c(\theta) \sim-(\theta-\pi) \quad \text { as } \theta \rightarrow \pi ; \tag{3.4}
\end{equation*}
$$

in fact, the Taylor series expansion of $c(\theta)$ at $\theta=\pi$ begins

$$
\begin{equation*}
c(\theta)=-(\theta-\pi)-\frac{i}{6}(\theta-\pi)^{2}+\frac{1}{36}(\theta-\pi)^{3}+\cdots \tag{3.5}
\end{equation*}
$$

Graphs of $\frac{1}{2}\{c(\theta)\}^{2}$ and $c(\theta)$ are indicated in Figs. 3 and 4. ${ }^{4}$
Now consider formula (2.13). This was obtained by rotation of the path of integration in (2.9) and analytic continuation with respect to $z$, and is valid when

[^116]

Fig. 3. $\frac{1}{2}\{c(\theta)\}^{2}$-plane.


Fig. 4. $c(\theta)$-plane.
$-\pi<\theta<\pi$. However, an extension of this process shows that (2.13) continues to be valid when $\pi \leqq \theta<2 \pi$, as long as the integration path in (2.13) is deformed to pass above the pole at $\tau=\boldsymbol{e}^{i(\theta-\pi)}$. In the $w$-plane this pole is mapped onto the point $w=-i c(\theta)$. In consequence, on transforming variables from $\tau$ to $w$ in (2.13), we obtain

$$
\begin{equation*}
F_{n+p}(z)=\frac{e^{-i(\rho+\alpha) \theta} e^{-\rho-z}}{2 \pi} \int_{-\infty}^{\infty} \exp \left(-\frac{1}{2} \rho w^{2}\right) \frac{f(\theta, \alpha, w)}{w+i c(\theta)} d w, \quad 0<\theta<2 \pi \tag{3.6}
\end{equation*}
$$

where ${ }^{5}$

$$
\begin{equation*}
f(\theta, \alpha, w)=\frac{w+i c(\theta)}{1+\tau e^{-i \theta}} \tau^{\alpha-1} \frac{d \tau}{d w} \tag{3.7}
\end{equation*}
$$

and the path is indented to pass above the point $w=-i c(\theta)$ when $\theta \geqq \pi$.
3.3. Formal expansion of the transformed integral. The function $f(\theta, \alpha, w)$ is analytic at $w=-i c(\theta)$, and we may therefore set

$$
\begin{equation*}
f(\theta, \alpha, w)=f\{\theta, \alpha,-i c(\theta)\}[1-\{w+i c(\theta)\} g(\theta, \alpha, w)], \tag{3.8}
\end{equation*}
$$

where $g(\theta, \alpha, w)$ is analytic throughout $\mathbf{W}$, including $w=-i c(\theta)$. On substituting this

[^117]expression for $f(\theta, \alpha, w)$ into (3.6), we obtain
\[

$$
\begin{align*}
F_{n+p}(z)= & \frac{e^{-i(\rho+\alpha) \theta} e^{-\rho-z}}{2 \pi} f\{\theta, \alpha,-i c(\theta)\} \\
& \cdot\left\{\int_{-\infty}^{\infty} \frac{\exp \left(-\frac{1}{2} \rho w^{2}\right)}{w+i c(\theta)} d w-\int_{-\infty}^{\infty} \exp \left(-\frac{1}{2} \rho w^{2}\right) g(\theta, \alpha, w) d w\right\} . \tag{3.9}
\end{align*}
$$
\]

The first integral in the right-hand side of the last equation is evaluable in terms of the complementary error function:

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{\exp \left(-\frac{1}{2} \rho w^{2}\right)}{w+i c(\theta)} d w=-\pi i \exp \left(\frac{1}{2} \rho\{c(\theta)\}^{2}\right) \operatorname{erfc}\left\{c(\theta) \sqrt{\frac{1}{2} \rho}\right\} . \tag{3.10}
\end{equation*}
$$

In the second integral the path may be taken to be a straight line, since the integrand is analytic in $\mathbf{W}$. We may expand $g(\theta, \alpha, w)$ in a Taylor series centered on the transformed saddlepoint at the origin, in the form

$$
\begin{equation*}
g(\theta, \alpha, w)=\sum_{s=0}^{\infty} g_{s}(\theta, \alpha) w^{s}, \tag{3.11}
\end{equation*}
$$

and on multiplying by $\exp \left(-\frac{1}{2} \rho w^{2}\right)$ and integrating formally term by term, we arrive at

$$
\begin{equation*}
\int_{-\infty}^{\infty} \exp \left(-\frac{1}{2} \rho w^{2}\right) g(\theta, \alpha, w) d w \sim \sum_{s=0}^{\infty} \Gamma\left(s+\frac{1}{2}\right) g_{2 s}(\theta, \alpha)\left(\frac{2}{\rho}\right)^{s+1 / 2} . \tag{3.12}
\end{equation*}
$$

Lastly, the value of $f\{\theta, \alpha,-i c(\theta)\}$ is found by letting $\tau \rightarrow e^{i(\theta-\pi)}$ in (3.7); thus

$$
\begin{equation*}
f\{\theta, \alpha,-i c(\theta)\}=-e^{i \alpha(\theta-\pi)} . \tag{3.13}
\end{equation*}
$$

Combination of (3.9), (3.10), (3.12), and (3.13), followed by use of (3.3) and (2.12) yields the desired expansion in the form

$$
\begin{align*}
F_{n+p}(z) \sim(-)^{n} i e^{-p \pi i}[ & \frac{1}{2} \operatorname{erfc}\left\{c(\theta) \sqrt{\frac{1}{2}} \rho\right\} \\
& \left.-i \frac{\exp \left(-\frac{1}{2} \rho\{c(\theta)\}^{2}\right)}{(2 \pi \rho)^{1 / 2}} \sum_{s=0}^{\infty}\left(\frac{1}{2}\right) g_{s}(\theta, \alpha)\left(\frac{2}{\rho}\right)^{s}\right] . \tag{3.14}
\end{align*}
$$

To evaluate the coefficients $g_{2 s}(\theta, \alpha)$, we find by reversion of (3.1)

$$
\tau=1+w+\frac{1}{3} w^{2}+\frac{1}{36} w^{3}-\frac{1}{270} w^{4}+\frac{1}{4320} w^{5}+\cdots ;
$$

compare (2.17). We now substitute this Maclaurin expansion into the formula

$$
\begin{equation*}
g(\theta, \alpha, w)=e^{i \alpha(\pi-\theta)} \frac{\tau^{\alpha-1}}{1+\tau e^{-i \theta}} \frac{d \tau}{d w}+\frac{1}{w+i c(\theta)} \tag{3.15}
\end{equation*}
$$

obtained from (3.7), (3.8), and (3.13), and identify the coefficient of $w^{2 s}$ on the right-hand side of (3.11). For example, the first one is found to be

$$
\begin{equation*}
g_{0}(\theta, \alpha)=\frac{e^{i \alpha(\pi-\theta)}}{1+e^{-i \theta}}-\frac{i}{c(\theta)} \tag{3.16}
\end{equation*}
$$

the right-hand side being replaced by its limiting value

$$
\begin{equation*}
g_{0}(\pi, \alpha)=\frac{2}{3}-\alpha, \tag{3.17}
\end{equation*}
$$

when $\theta=\pi$.

In the next two sections we shall establish the asymptotic nature of the formal series (3.14), and determine its maximum region of validity in the $z$-plane. At the same time, we shall supply another way of calculating the coefficients $g_{2 s}(\theta, \alpha)$.
4. Proof of the validity of the expansion (3.14) when $\delta \leqq p h z \leqq 2 \pi-\delta$.
4.1. Objective. In this section we shall show that if the infinite series in the expansion (3.14) is truncated at the term $s=m-1$, say, where $m$ is any fixed integer, then the difference between the resulting approximation and $F_{n+p}(z)$ is $\exp \left[-\frac{1}{2} \rho\{c(\theta)\}^{2}\right] O\left(\rho^{-m-1 / 2}\right)$ as $\rho \rightarrow \infty$, uniformly with respect to $\theta$ and $\alpha$. The method of proof is similar to that used in [9, Chap. 9, §§ 9-13].
4.2. Bounds for the coefficients $g_{s}(\boldsymbol{\theta}, \boldsymbol{\alpha})$. A preliminary step is to prove that as $s$ increases, the rate of growth of the coefficients $g_{s}(\theta, \alpha)$ is uniformly algebraic.

Referring to (3.11) and applying Cauchy's integral formula for the derivatives of an analytic function, we have

$$
g_{s}(\theta, \alpha)=\frac{1}{s!}\left[\frac{d^{s} g(\theta, \alpha, w)}{d w^{s}}\right]_{w=0}=\frac{1}{2 \pi i} \int_{\mathscr{W}} \frac{g(\theta, \alpha, w)}{w^{s+1}} d w,
$$

where $\mathscr{W}$ is any simple closed contour that encloses the origin and lies within $\mathbf{W}$ (Fig. 2). Let us also require $\mathscr{W}$ to enclose the point $-i c(\theta)$. Then we may substitute in the last integral by means of (3.15) to obtain

$$
\begin{equation*}
g_{s}(\theta, \alpha)=\frac{e^{i \alpha(\pi-\theta)}}{2 \pi i} \int_{\mathscr{T}} \frac{1}{w^{s+1}} \frac{\tau^{\alpha-1}}{1+\tau e^{-i \theta}} d \tau+\frac{1}{2 \pi i} \int_{\mathscr{W}} \frac{d w}{w^{s+1}\{w+i c(\theta)\}}, \tag{4.1}
\end{equation*}
$$

where $\mathscr{T}$ is the map of $\mathscr{W}$ in the $\tau$-plane.
By hypothesis, $\theta \in[\delta, 2 \pi-\delta]$. In consequence, we can construct a simple closed contour that (i) lies in the domain $\Delta$ (Fig. 1); (ii) is independent of $\theta$; (iii) has the $\operatorname{arc} \tau=e^{i(\theta-\pi)}, \delta \leqq \theta \leqq 2 \pi-\delta$, in its interior. We take $\mathscr{T}$ to be this contour and $\mathscr{W}$ its $w$-map. Let (i) $2 \pi l_{1}$ and $2 \pi l_{2}$ denote the lengths of $\mathscr{T}$ and $\mathscr{W}$, respectively; (ii) $M$ be the maximum value of $\left|\tau^{\alpha-1} /\left(1+\tau e^{-i \theta}\right)\right|$ when $\tau \in \mathscr{T}, \theta \in[\delta, 2 \pi-\delta]$ and $\alpha$ ranges over its (bounded) set of values; (iii) $d$ be the minimum value of $|w+i c(\theta)|$ when $w \in \mathscr{W}$ and $\theta \in[\delta, 2 \pi-\delta]$. Clearly, $l_{1}, l_{2}, M$ are finite, and $d>0$. Since $c(\pi)=0$, it is also clear that $|w| \geqq d$ when $w \in \mathscr{W}$. Majorizing the two integrals on the right-hand side of (4.1) by use of these bounds, we find that

$$
\begin{equation*}
\left|g_{s}(\theta, \alpha)\right| \leqq \frac{l_{1} M e^{(\pi-\delta)|\operatorname{Im} \alpha|}}{d^{s+1}}+\frac{l_{2}}{d^{s+2}} \leqq \frac{A}{d^{s}} \tag{4.2}
\end{equation*}
$$

where $A$ is assignable independently of $\theta$ and $\alpha$.
4.3. Bounding the error term. Let $m$ be an arbitrary nonnegative integer, and define $\phi_{2 m}(\theta, \alpha, w)$ by the equation

$$
\begin{equation*}
g(\theta, \alpha, w)=\sum_{s=0}^{2 m-1} g_{s}(\theta, \alpha) w^{s}+w^{2 m} \phi_{2 m}(\theta, \alpha, w) \tag{4.3}
\end{equation*}
$$

compare (3.11). Correspondingly, in (3.14) we have

$$
\begin{align*}
F_{n+p}(z)=(-)^{n} i e^{-p \pi i} & {\left[\frac{1}{2} \operatorname{erfc}\left\{c(\theta) \sqrt{\frac{1}{2} \rho}\right\}-i \frac{\exp \left(-\frac{1}{2} \rho\{c(\theta)\}^{2}\right)}{(2 \pi \rho)^{1 / 2}}\right.} \\
& \left.\cdot\left\{\sum_{s=0}^{m-1}\left(\frac{1}{2}\right)_{s} g_{2 s}(\theta, \alpha)\left(\frac{2}{\rho}\right)^{s}+\Phi_{m}(\theta, \alpha, \rho)\right\}\right], \tag{4.4}
\end{align*}
$$

where

$$
\begin{equation*}
\Phi_{m}(\theta, \alpha, \rho)=\sqrt{\frac{\rho}{2 \pi}} \int_{-\infty}^{\infty} \exp \left(-\frac{1}{2} \rho w^{2}\right) w^{2 m} \phi_{2 m}(\theta, \alpha, w) d w . \tag{4.5}
\end{equation*}
$$

Suppose first that $-d / 2 \leqq w \leqq d / 2$, where $d$ is defined in $\S$ 4.2. Then using (4.2) we see that

$$
\left|\phi_{2 m}(\theta, \alpha, w)\right|=\left|\sum_{s=2 m}^{\infty} g_{s}(\theta, \alpha) w^{s-2 m}\right| \leqq \frac{2 A}{d^{2 m}}
$$

Hence

$$
\begin{align*}
& \left|\int_{-d / 2}^{d / 2} \exp \left(-\frac{1}{2} \rho w^{2}\right) w^{2 m} \phi_{2 m}(\theta, \alpha, w) d w\right| \\
& \quad<\frac{2 A}{d^{2 m}} \int_{-\infty}^{\infty} \exp \left(-\frac{1}{2} \rho w^{2}\right) w^{2 m} d w=O\left(\frac{1}{\rho^{m+1 / 2}}\right) . \tag{4.6}
\end{align*}
$$

Second, suppose that $d / 2 \leqq w<\infty$. From (3.1) we see that as $w \rightarrow+\infty$ we have $\tau \sim w^{2} / 2$ and $d \tau / d w \sim w$. Hence

$$
\frac{\tau^{\alpha-1}}{1+\tau e^{-i \theta}} \frac{d \tau}{d w} \sim 2^{2-\alpha} e^{i \theta} w^{2 \alpha-3} \quad \text { uniformly as } w \rightarrow+\infty .
$$

We now refer to (3.15) and bear in mind that $\left|1+\tau e^{-i \theta}\right|$ and $|w+i c(\theta)|$ each have positive lower bounds when $w \in[d / 2, \infty)$ and $\theta \in[\delta, 2 \pi-\delta]$; compare Figs. 1, 2, and 4. In this way we may verify that

$$
|g(\theta, \alpha, w)| \leqq A w^{a}, \quad \frac{1}{2} d \leqq w<\infty,
$$

where

$$
\begin{equation*}
a=\max _{\forall \alpha}(2 \operatorname{Re} \alpha-3,-1), \tag{4.7}
\end{equation*}
$$

and we are now using the symbol $A$ generically to denote a finite constant that is independent of $\theta$ and $\alpha$. Substituting into (4.3) by means of this result and (4.2), we conclude that when $m \geqq a / 2$ we have

$$
\left|\phi_{2 m}(\theta, \alpha, w)\right| \leqq A, \quad \frac{1}{2} d \leqq w<\infty .
$$

Hence

$$
\begin{align*}
& \left|\int_{d / 2}^{\infty} \exp \left(-\frac{1}{2} \rho w^{2}\right) w^{2 m} \phi_{2 m}(\theta, \alpha, w) d w\right|  \tag{4.8}\\
& \quad \leqq A \int_{0}^{\infty} \exp \left(-\frac{1}{2} \rho w^{2}\right) w^{2 m} d w=O\left(\frac{1}{\rho^{m+1 / 2}}\right)
\end{align*}
$$

Lastly, suppose that $-\infty<w \leqq-d / 2$. From (3.1) we see that if $w \rightarrow-\infty$, then $\tau \sim \exp \left(-w^{2} / 2-1\right)$ and $d \tau / d w \sim-w \tau$. Hence

$$
\frac{\tau^{\alpha-1}}{1+\tau e^{-i \theta}} \frac{d \tau}{d w} \sim-w \tau^{\alpha} \sim-w \exp \left\{-\alpha\left(\frac{1}{2} w^{2}+1\right)\right\}
$$

uniformly, and therefore from (3.15) we have

$$
|g(\theta, \alpha, w)| \leqq A|w| e^{b w^{2}}, \quad-\infty<w \leqq-\frac{1}{2} d,
$$

where

$$
\begin{equation*}
b=\max _{\forall \alpha}\left(-\frac{1}{2} \operatorname{Re} \alpha, 0\right) ; \tag{4.9}
\end{equation*}
$$

compare (4.7). Substituting in (4.3) by means of this result and (4.2), we conclude that when $m \geqq 1$ we have

$$
\left|\phi_{2 m}(\theta, \alpha, w)\right| \leqq A e^{b w^{2}}, \quad-\infty<w \leqq-\frac{1}{2} d .
$$

Hence if, also, $\rho>2 b$ we have

$$
\begin{align*}
& \left|\int_{-\infty}^{-d / 2} \exp \left(-\frac{1}{2} \rho w^{2}\right) w^{2 m} \phi_{2 m}(\theta, \alpha, w) d w\right| \\
& \quad \leqq A \int_{-\infty}^{0} \exp \left\{-\left(\frac{1}{2} \rho-b\right) w^{2}\right\} w^{2 m} d w=O\left(\frac{1}{\rho^{m+1 / 2}}\right) . \tag{4.10}
\end{align*}
$$

On combining (4.5), (4.6), (4.8), and (4.10), we conclude that the error term in the expansion (4.4) satisfies

$$
\begin{equation*}
\Phi_{m}(\theta, \alpha, \rho)=O\left(\rho^{-m}\right), \quad \rho \rightarrow \infty \tag{4.11}
\end{equation*}
$$

uniformly with respect to $\theta \in[\delta, 2 \pi-\delta]$ and bounded values of $|\alpha|$. This is the desired result.
4.4. Remark. The significance of the results established in this section apropos the Stokes phenomenon is as follows. From Fig. 4 it is seen that $\xi \equiv c(\theta) \sqrt{\rho / 2}$ lies in the sector $-\pi / 4 \leqq \mathrm{ph} \xi \leqq 0$ when $-\pi \leqq \theta \leqq \pi$, and in the sector $0 \leqq \mathrm{ph}(-\xi) \leqq \pi / 4$ when $\pi \leqq \theta \leqq 3 \pi$. It is well known that $\operatorname{erfc}(\xi)=O\left(e^{-\xi^{2}}\right)$ uniformly throughout the first sector, and $\operatorname{erfc}(\xi)=2+O\left(e^{-\xi^{2}}\right)$ uniformly throughout the second sector (see, for example, [9, Chaps. 2-4]). In consequence, if $\rho$ is large and fixed and $\theta$ increases continuously from values just below $\pi$ to values just above $\pi$, then $\frac{1}{2} \operatorname{erfc}\{c(\theta) \sqrt{\rho / 2}\}$ changes rapidly, but smoothly, from being exponentially small to being exponentially close to 1 . From (4.2) and (4.11) it is easily seen that the same conclusion also applies to the whole content of the square brackets in (4.4). On substituting into (2.8) by means of this result we perceive that if $|z|$ is large and the asymptotic expansion (2.5) is truncated at its optimum number of terms, then there is a rapid, but smooth, transition to the form (2.6) in the neighborhood of $\mathrm{ph} z=\pi$. Berry described the Stokes phenomenon in this illuminating manner in [1], but his analysis was purely formal. The present investigation serves to place Berry's conclusions on a rigorous basis-in the case of the generalized exponential integral. For further details concerning this aspect see [10].

## 5. Main results and conclusions.

5.1. Comparison of the expansions of $\S \S 2$ and 4 ; formulae for the coefficients $\boldsymbol{g}_{2 s}(\boldsymbol{\theta}, \boldsymbol{\alpha})$. Let us summarize the results obtained so far. Setting $z=\rho e^{i \theta}, n=\rho-p+\alpha$ and defining $F_{n+p}(z)$ by (2.8), we proved in $\S 2$ that

$$
\begin{equation*}
F_{n+p}(z) \sim \frac{e^{-i(\rho+\alpha) \theta}}{1+e^{-i \theta}} \frac{e^{-\rho-z}}{(2 \pi \rho)^{1 / 2}} \sum_{s=0}^{\infty} \frac{a_{2 s}(\theta, \alpha)}{\rho^{s}}, \quad \rho \rightarrow \infty, \tag{5.1}
\end{equation*}
$$

uniformly with respect to bounded $|\alpha|$ and $\theta \in[-\pi+\delta, \pi-\delta], \delta$ being an arbitrary positive constant. In $\S \S 3$ and 4 , we proved that

$$
\begin{align*}
F_{n+p}(z) \sim(-)^{n} i e^{-p \pi i} & {\left[\frac{1}{2} \operatorname{erfc}\left\{c(\theta) \sqrt{\frac{1}{2} \rho}\right\}\right.} \\
& \left.-i \frac{\exp \left(-\frac{1}{2} \rho\{c(\theta)\}^{2}\right)}{(2 \pi \rho)^{1 / 2}} \sum_{s=0}^{\infty}\left(\frac{1}{2}\right)_{s} g_{2 s}(\theta, \alpha)\left(\frac{2}{\rho}\right)^{s}\right] \tag{5.2}
\end{align*}
$$

as $\rho \rightarrow \infty$, uniformly with respect to bounded $|\alpha|$ and $\theta \in[\delta, 2 \pi-\delta]$; here $c(\theta)$ is defined as in §3.2.

Now consider the common sector of validity, given by $\delta \leqq \theta \leqq \pi-\delta$. From Fig. 4 we see that $c(\theta)$ lies in the fourth quadrant of $\mathbb{C}$ and is bounded away from the origin. We may therefore replace $\frac{1}{2} \operatorname{erfc}\{c(\theta) \sqrt{\rho / 2}\}$ by an asymptotic expansion in descending powers of $c(\theta) \sqrt{\rho / 2}$ that is appropriate for this region. This is given by ${ }^{6}$

$$
\begin{equation*}
\frac{1}{2} \operatorname{erfc}\left\{c(\theta) \sqrt{\frac{1}{2} \rho}\right\} \sim \frac{\exp \left(-\frac{1}{2} \rho\{c(\theta)\}^{2}\right)}{c(\theta)(2 \pi \rho)^{1 / 2}} \sum_{s=0}^{\infty}(-)^{s} \frac{\left(\frac{1}{2}\right)_{s}}{\{c(\theta)\}^{2 s}}\left(\frac{2}{\rho}\right)^{s}, \tag{5.3}
\end{equation*}
$$

this result being uniformly valid with respect to $\theta$ in an interval that includes $[\delta, \pi-\delta]$. Substitution into (5.2) yields

$$
F_{n+p}(z) \sim(-)^{n} i e^{-p \pi i} \frac{\exp \left(-\frac{1}{2} \rho\{c(\theta)\}^{2}\right)}{(2 \pi \rho)^{1 / 2}}
$$

$$
\begin{equation*}
\left\{\sum_{s=0}^{\infty}(-)^{s} \frac{\left(\frac{1}{2}\right)_{s}}{\{c(\theta)\}^{2 s+1}}\left(\frac{2}{\rho}\right)^{s}-i \sum_{s=0}^{\infty}\left(\frac{1}{2}\right)_{s} g_{2 s}(\theta, \alpha)\left(\frac{2}{\rho}\right)^{s}\right\} . \tag{5.4}
\end{equation*}
$$

We also observe from (2.12) and (3.3) that (5.1) may be recast in the form

$$
\begin{equation*}
F_{n+p}(z) \sim(-)^{n} e^{-p \pi i} \frac{e^{i \alpha(\pi-\theta)}}{1+e^{-i \theta}} \frac{\exp \left(-\frac{1}{2} \rho\{c(\theta)\}^{2}\right)}{(2 \pi \rho)^{1 / 2}} \sum_{s=0}^{\infty} \frac{a_{2 s}(\theta, \alpha)}{\rho^{s}} \tag{5.5}
\end{equation*}
$$

We now have two uniform asymptotic expansions of the same function in descending powers of $\rho$. They must therefore be identical. Equating coefficients, we conclude that

$$
\begin{equation*}
g_{2 s}(\theta, \alpha)=\frac{e^{i \alpha(\pi-\theta)}}{1+e^{-i \theta}} \frac{a_{2 s}(\theta, \alpha)}{1 \cdot 3 \cdots(2 s-1)}+\frac{(-)^{s-1} i}{\{c(\theta)\}^{2 s+1}}, \quad s=0,1,2, \cdots . \tag{5.6}
\end{equation*}
$$

Analytic continuation extends this formula to all values of $\theta$, other than odd multiples of $\pi$; furthermore, at $\theta=\pi$ we may replace the right-hand side by its limiting value.

With the aid of the formula $a_{0}(\theta, \alpha)=1$ given at the end of $\S 2.3$, we immediately perceive that (5.6) agrees with (3.16) in the case $s=0$. For other values of $s$, formula (5.6) provides a convenient way of evaluating $g_{2 s}(\theta, \alpha)$.
5.2. Extending the sector of validity. In expanding the error function that appears in (5.2) in the form (5.3), we considered only values of $\theta$ in the interval $[\delta, \pi-\delta]$. However, from Figs. 3 and 4 it is clear that (5.3) continues to be uniformly valid in an interval that includes $[-\pi+\delta, \pi-\delta]$. Since this again leads to an expansion, namely (5.5), that is known to be valid in this larger interval, it follows that (5.2) itself must be uniformly valid in this interval.

By symmetry, we also expect (5.2) to be valid in the interval $[\pi+\delta, 3 \pi-\delta]$. And this can be verified by expanding the complementary error function in (5.2) in a form appropriate for this sector, and comparing the result with the expansion

$$
\begin{equation*}
F_{n+p}(z) \sim(-)^{n} i e^{-p \pi i}+\frac{e^{-i(\rho+\alpha) \theta}}{1+e^{-i \theta}} \frac{e^{-\rho-z}}{(2 \pi \rho)^{1 / 2}} \sum_{s=0}^{\infty} \frac{a_{2 s}(\theta, \alpha)}{\rho^{s}}, \quad \pi+\delta \leqq \theta \leqq 3 \pi-\delta, \tag{5.7}
\end{equation*}
$$

obtained from (2.11), with $k=1$, and (5.1). ${ }^{7}$
5.3. Main theorem. Another expansion for $F_{n+p}(z)$ can be obtained from (5.2) by replacing $p$ and $z$ by their complex conjugates, and then taking the conjugate of the whole result. On combining all the expansions obtained so far we arrive at the following theorem.

[^118]Theorem 1. Let

$$
\begin{equation*}
z=\rho e^{i \theta}, \quad n=\rho-p+\alpha, \tag{5.8}
\end{equation*}
$$

and define $c(\theta)$ by (3.3), (3.4), and $g_{2 s}(\theta, \alpha)$ by (5.6), (2.15), (2.16). Then

$$
\begin{equation*}
E_{p}(z)=\frac{e^{-z}}{z} \sum_{s=0}^{n-1}(-)^{s} \frac{(p)_{s}}{z^{s}}+(-)^{n} \frac{2 \pi}{\Gamma(p)} z^{p-1} F_{n+p}(z), \tag{5.9}
\end{equation*}
$$

where for fixed $p$ and large $|z|$

$$
\begin{align*}
F_{n+p}(z) \sim(-)^{n} i e^{-p \pi i} & {\left[\frac{1}{2} \operatorname{erfc}\left\{c(\theta) \sqrt{\frac{1}{2} \rho}\right\}\right.} \\
& \left.-i \frac{\exp \left(-\frac{1}{2} \rho\{c(\theta)\}^{2}\right)}{(2 \pi \rho)^{1 / 2}} \sum_{s=0}^{\infty}\left(\frac{1}{2}\right)_{s} g_{2 s}(\theta, \alpha)\left(\frac{2}{\rho}\right)^{s}\right], \tag{5.10}
\end{align*}
$$

valid when $-\pi+\delta \leqq \theta \leqq 3 \pi-\delta$, and

$$
\begin{align*}
F_{n+p}(z) \sim(-)^{n-1} i e^{p \pi i} & {\left[\frac{1}{2} \operatorname{erfc}\left\{\overline{c(-\theta)} \sqrt{\frac{1}{2} \rho}\right\}\right.} \\
& \left.+i \frac{\exp \left(-\frac{1}{2} \rho\{\overline{c(-\theta)}\}^{2}\right)}{(2 \pi \rho)^{1 / 2}} \sum_{s=0}^{\infty}\left(\frac{1}{2}\right)_{s} \overline{g_{2 s}(-\theta, \bar{\alpha})}\left(\frac{2}{\rho}\right)^{s}\right] \tag{5.11}
\end{align*}
$$

valid when $-3 \pi+\delta \leqq \theta \leqq \pi-\delta$. These expansions are uniform with respect to $\theta$ and bounded values of $|\alpha|$; furthermore, the $\theta$-intervals of validity are maximal.

The only part of this theorem we have not established already is the maximality of the $\theta$-intervals of validity. However, this is an immediate consequence of the fact that the coefficients $g_{2 s}(\theta, \alpha)$ become infinite as $\theta \rightarrow-\pi$ or $\theta \rightarrow 3 \pi$; compare (5.6) and (2.15).
5.4. Remarks. (i) If we truncate the infinite series in (5.10) at the term $s=m-1$, where $m$ is an arbitrary fixed nonnegative integer, then the error in the resulting approximation to $F_{n+p}(z)$ is $\exp \left[-\frac{1}{2} \rho\{c(\theta)\}^{2}\right] z^{-m-1 / 2} O(1)$, that is, $e^{-z-|z|} z^{-m-1 / 2} O(1)$; compare (3.3) (again). On referring to the expansions (2.5) and (2.6) we see that the combination of (5.9) and (5.10) is a uniform, $e^{-|z|}$-improved, expansion (in the sense of $\S 1$ ) throughout the region of validity of (5.10). Similarly, the combination of (5.9) and (5.11) is a uniform, $e^{-|z|}$-improved, expansion throughout the region of validity of (5.11).
(ii) In applications, the use of (5.10) and (5.11) can be confined to the sectors $0 \leqq \mathrm{ph} z \leqq \pi$ and $-\pi \leqq \mathrm{ph} z \leqq 0$, respectively, and the continuation formula (2.11) (or equivalently (2.4)) used elsewhere. Indeed, this procedure is consistent with maximum accuracy; compare the observations made in [9, Chap. 14, § 1]. However, there are two reasons we sought the maximal regions of validity of these expansions. First, these extensions show that, for example, the combination of (5.9) and (5.10) includes both (2.5) and (2.6) within most of their regions of validity. Second, the extensions complete the proof of results stated in [10, §3] in connection with Berry's interpretation of the Stokes phenomenon.
(iii) The expansions (5.10) and (5.11) have the common interval of validity $|\mathrm{ph} z| \leqq \pi-\delta$. The two expansions are not the same here, but their discrepancy is absorbable in the implied error terms. Thus there is also a Stokes phenomenon associated with these expansions in the neighborhood of $\mathrm{ph} z=0$, and it would appear to be possible to extend the whole process to construct UEI expansions of the UEI expansions. ${ }^{8}$

[^119](iv) The most serious deficiency in the present results is a set of realistic error bounds for the expansions (5.10) and (5.11). Unfortunately, at this time this remains a general drawback to asymptotic expansions obtained from integral representations with coalescing critical points.
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# UNIFORM, EXPONENTIALLY IMPROVED, ASYMPTOTIC EXPANSIONS FOR THE CONFLUENT HYPERGEOMETRIC FUNCTION AND OTHER INTEGRAL TRANSFORMS* 
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#### Abstract

A new generalized asymptotic expansion is constructed for the confluent hypergeometric function $U(a, a-b+1, z)$ in which the parameters $a$ and $b$ are real or complex constants, and $z$ is a large complex variable. The expansion is expressed in terms of generalized exponential integrals (or, equivalently, incomplete Gamma functions). It has a larger region of validity and greater accuracy than the conventional expansions of Poincaré type; moreover, it provides insight into the manner in which the Poincaré expansions change smoothly, albeit rapidly, from one to the other in the vicinity of the so-called Stokes lines. The expansion is accompanied by strict error bounds in the most important part of its region of validity.

The method used is quite general and can be applied to other functions that are representable as transforms of Laplace or Stieltjes type.
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1. Introduction and summary. In the preceding paper [10] we investigated the generalized exponential integral $E_{p}(z)$, in which $p$ and $z$ are unrestricted real or complex variables. We began with the identity

$$
\begin{equation*}
E_{p}(z)=\frac{e^{-z}}{z} \sum_{s=0}^{n-1}(-)^{s} \frac{(p)_{s}}{z^{s}}+(-)^{n} \frac{2 \pi}{\Gamma(p)} z^{p-1} F_{n+p}(z), \tag{1.1}
\end{equation*}
$$

in which $n$ is an arbitrary nonnegative integer, $(p)_{s}$ denotes the ascending factorial $p(p+1) \cdots(p+s-1)$, and

$$
\begin{equation*}
F_{p}(z)=\frac{\Gamma(p)}{2 \pi} \frac{E_{p}(z)}{z^{p-1}} . \tag{1.2}
\end{equation*}
$$

Writing $z$ in polar form $z=\rho e^{i \theta}$, we were able to prove that if $\rho \rightarrow \infty$, with $p$ fixed, then

$$
\begin{align*}
F_{n+p}(z) \sim(-)^{n} i e^{-p \pi i} & {\left[\frac{1}{2} \operatorname{erfc}\left\{c(\theta) \sqrt{\frac{1}{2} \rho}\right\}\right.} \\
& \left.-i \frac{\exp \left(-\frac{1}{2} \rho\{c(\theta)\}^{2}\right)}{(2 \pi \rho)^{1 / 2}} \sum_{s=0}^{\infty}\left(\frac{1}{2}\right) g_{s}(\theta, \alpha)\left(\frac{2}{\rho}\right)^{s}\right], \tag{1.3}
\end{align*}
$$

uniformly with respect to $\theta \in[-\pi+\delta, 3 \pi-\delta]$ and bounded values of $|\alpha|$, where $\alpha=n-\rho+p$. Here (and elsewhere) $\delta$ denotes an arbitrarily small positive constant; furthermore,

$$
c(\theta)=\sqrt{2\left\{e^{i \theta}+i(\theta-\pi)+1\right\}},
$$

with an appropriate choice of branch of the square root, and the coefficients $g_{2 s}(\theta, \alpha)$ are continuous functions of $\theta$ and $\alpha$. We also supplied a similar expansion for $F_{n+p}(z)$ when $\theta \in[-3 \pi+\delta, \pi-\delta]$.

The importance of the expansion (1.3) is threefold.

[^120]First, the combination of (1.1) and (1.3) unifies the Poincaré-type expansion

$$
\begin{equation*}
E_{p}(z) \sim \frac{e^{-z}}{z} \sum_{s=0}^{\infty}(-)^{s} \frac{(p)_{s}}{z^{s}}, \quad \theta \in\left[-\frac{3}{2} \pi+\delta, \frac{3}{2} \pi-\delta\right], \tag{1.4}
\end{equation*}
$$

and the compound expansion

$$
\begin{equation*}
E_{p}(z) \sim \frac{2 \pi i e^{-p \pi i}}{\Gamma(p)} z^{p-1}+\frac{e^{-z}}{z} \sum_{s=0}^{\infty}(-)^{s} \frac{(p)_{s}}{z^{s}}, \quad \theta \in\left[\frac{1}{2} \pi+\delta, \frac{7}{2} \pi-\delta\right], \tag{1.5}
\end{equation*}
$$

since these expansions can be derived from (1.1) and (1.3) by appropriate re-expansion in the common regions of validity.

Second, as a consequence of this unification, the combination of (1.1) and (1.3) accurately quantifies the Stokes phenomenon, that is, the rapid but smooth change in form from (1.4) to (1.5) as $\theta$ passes through the common interval of validity [ $\pi / 2+\delta$, $\left.\frac{3}{2} \pi-\delta\right]$.

Third, in much of its region of validity the combination of (1.1) and (1.3) is more accurate than either (1.4) or (1.5), owing to the fact that it contains an extra factor $e^{-|z|}$ in its uniform error estimates. For this reason, we called the combination of (1.1) and (1.3) a uniform, exponentially improved (UEI), asymptotic expansion.

The purpose of the present paper is to furnish a general method for constructing generalized asymptotic expansions that enjoy similar properties, especially uniform exponential improvement. The functions we shall consider are representable as Laplace or Stieltjes transforms. We illustrate the method by detailed treatment of the confluent hypergeometric function defined by

$$
\begin{equation*}
U(a, a-b+1, z)=\frac{1}{\Gamma(a)} \int_{0}^{\infty} e^{-z t} t^{a-1}(1+t)^{-b} d t \tag{1.6}
\end{equation*}
$$

when $\operatorname{Re} a>0$ and $|\mathrm{ph} z|<\pi / 2$, and by analytic continuation elsewhere. Special cases of this function include Bessel and modified Bessel functions, parabolic cylinder functions, and Airy functions. However, our method applies to a broader class of functions than those of confluent hypergeometric type.

Instead of expressing the generalized asymptotic expansions in terms of the complementary error function, as was done for the function $E_{p}(z)$, we find it more convenient, and elegant, to express these expansions in terms of the $F_{p}$ functions. Our main result is as follows:

Theorem 1. Define $R_{n}(a, b, z)$ by

$$
\begin{equation*}
U(a, a-b+1, z)=z^{-a} \sum_{s=0}^{n-1}(-)^{s} \frac{(a)_{s}(b)_{s}}{s!z^{s}}+R_{n}(a, b, z), \tag{1.7}
\end{equation*}
$$

where

$$
\begin{equation*}
n=|z|-a-b+1+\alpha, \tag{1.8}
\end{equation*}
$$

$|z|$ being large, $a$ and $b$ being fixed real or complex parameters, and $|\alpha|$ being bounded. Then

$$
\begin{align*}
\begin{aligned}
R_{n}(a, b, z)=(-)^{n} 2 \pi & \frac{z^{b-1} e^{z}}{\Gamma(a) \Gamma(b)}\left\{\sum_{s=0}^{m-1}(-)^{s} \frac{(1-a)_{s}(1-b)_{s}}{s!} \frac{F_{n-s+a+b-1}(z)}{z^{s}}\right. \\
& \left.+(1-a)_{m}(1-b)_{m} R_{m, n}(a, b, z)\right\},
\end{aligned} \\
n \text { is an arbitrary fixed integer. and } \tag{1.9}
\end{align*}
$$

where $m$ is an arbitrary fixed integer, and

$$
\begin{align*}
& R_{m, n}(a, b, z)=O\left(e^{-z-|z|} z^{-m}\right), \quad|\mathrm{ph} z| \leqq \pi,  \tag{1.10}\\
& R_{m, n}(a, b, z)=O\left(z^{-m}\right), \quad \pi \leqq|\mathrm{ph} z| \leqq \frac{5}{2} \pi-\delta . \tag{1.11}
\end{align*}
$$

Furthermore, these sectors of validity are maximal.

Theorem 1 is proved in the next four sections. In § 6 we derive a strict and realistic bound for $R_{m, n}(a, b, z)$ in the sector $|\mathrm{ph} z| \leqq \pi$. Some general conclusions are drawn in § 7.

To conclude this Introduction we make the following observations:
(i) From (1.10) and (1.11) it is seen that the combination of (1.7) and (1.9) furnishes a uniform exponentially improved expansion in a sector that includes $|\mathrm{ph} z| \leqq$ $\pi$. For other phase ranges improved expansions can be constructed immediately by combining (1.7) and (1.9) with the connection formulae [4, p. 27]

$$
\begin{array}{rl}
e^{k(a-b) \pi i} & U\left(a, a-b+1, z e^{2 k \pi i}\right) \\
= & \pm \frac{e^{\mp(a+b) \pi i} \sin k(a-b) \pi-\sin (k \mp 1)(a-b) \pi}{\sin (a-b) \pi} U(a, a-b+1, z)  \tag{1.12}\\
& +\frac{2 \pi i \sin k(a-b) \pi}{\sin (a-b) \pi} \frac{e^{\mp b \pi i}}{\Gamma(a) \Gamma(b)} e^{z} U\left(1-b, a-b+1, z e^{ \pm \pi i}\right),
\end{array}
$$

in which $k$ is an arbitrary integer and either upper signs, or lower signs, are taken throughout.
(ii) The well-known Poincaré-type expansion

$$
\begin{equation*}
U(a, a-b+1, z) \sim z^{-a} \sum_{s=0}^{\infty}(-)^{s} \frac{(a)_{s}(b)_{s}}{s!z^{s}}, \quad|\mathrm{ph} z| \leqq \frac{3}{2} \pi-\delta, \tag{1.13}
\end{equation*}
$$

and the two compound expansions

$$
\begin{align*}
U(a, a-b+1, z) \sim z^{-a} & \sum_{s=0}^{\infty}(-)^{s} \frac{(a)_{s}(b)_{s}}{s!z^{s}} \\
& \mp 2 \pi i \frac{e^{\mp(a+b) \pi i}}{\Gamma(a) \Gamma(b)} z^{b-1} e^{z} \sum_{s=0}^{\infty} \frac{(1-a)_{s}(1-b)_{s}}{s!z^{s}}, \tag{1.14}
\end{align*}
$$

$$
\left|\operatorname{ph}\left\{z \exp \left(\mp \frac{3}{2} \pi i\right)\right\}\right| \leqq \pi-\delta,
$$

obtained by substitution of (1.13) into (1.12), with $k= \pm 1$, can be recovered from (1.7) and (1.9) by appropriate re-expansion.
(iii) Owing to the presence of the factors $(1-a)_{m}$ and (1-b) $)_{m}$ in (1.9), $R_{n}(a, b, z)$ can be expressed exactly as a finite combination of $F_{p}$ functions when $a$ or $b$ is a positive integer, by taking $m$ to be sufficiently large. Furthermore, the estimates (1.10) and (1.11) enjoy certain uniformity properties with respect to the parameters $a$ and $b$. In the case of the sector $|\mathrm{ph} z| \leqq \pi$ the last statement is verifiable by inspection of the error bound for $R_{m, n}(a, b, z)$ that is supplied in $\S 6$ below.
(iv) The original purpose of the present paper was to supply proofs of results that were stated in [9, §4]. In turn, the main purpose of [9] was to provide a rigorous basis for the formal researches of Berry on Stokes' phenomenon [2]. These objectives are achieved, but we go well beyond them, especially with respect to regions of validity and exponential improvement.
(v) A formal expansion of $R_{n}(a, b, z)$ in terms of the function $z^{n+b} e^{z} F_{n+b}(z)$ and its derivatives was found by Dingle [5]. This expansion is not equivalent to (1.9) and Dingle was concerned only with the sector $|\mathrm{ph} z|<\pi$. Whether his expansion is valid in a larger sector has not been investigated, but perhaps this question is moot since our new expansion is of a simpler and more revealing form.
(vi) For work on the modified Bessel function $K_{\nu}(z)$ that is closely related to [9, §4] and the present paper, see [3] and [6].
2. Representation of the remainder term as a Stieltjes transform. If, in (1.6), we rotate the path of integration through an angle $-\gamma, \gamma$ being an arbitrary number in the interval $(-\pi, \pi)$, then we obtain the analytic continuation of $U(a, a-b+1, z)$ in the sector $\left|\mathrm{ph}\left(z e^{-i \gamma}\right)\right|<\pi / 2$, given by

$$
\begin{equation*}
U(a, a-b+1, z)=\frac{1}{\Gamma(a)} \int_{0}^{\infty e^{-i \gamma}} e^{-z t} t^{a-1}(1+t)^{-b} d t \tag{2.1}
\end{equation*}
$$

We now expand the factor $(1+t)^{-b}$ by Taylor's theorem, in the form

$$
\begin{equation*}
(1+t)^{-b}=\sum_{s=0}^{n-1}(-)^{s} \frac{(b)_{s}}{s!} t^{s}+\chi_{n}(b, t) \tag{2.2}
\end{equation*}
$$

where $n$ is an arbitrary nonnegative integer,

$$
\begin{equation*}
\chi_{n}(b, t)=\frac{t^{n}}{2 \pi i} \int_{\mathscr{L}} \frac{(1+w)^{-b}}{w^{n}(w-t)} d w \tag{2.3}
\end{equation*}
$$

and $\mathscr{L}$ is a simple closed contour that encloses $w=0$ and $w=t$, but not $w=-1$ (see, for example, [1, Chap. 4, § 3.1]). On substituting into (2.1) by means of (2.2) we obtain (1.7) with the following representation of the remainder term:

$$
\begin{equation*}
R_{n}(a, b, z)=\frac{1}{\Gamma(a)} \int_{0}^{\infty e^{-i \gamma}} e^{-z t} t^{a-1} \chi_{n}(b, t) d t \tag{2.4}
\end{equation*}
$$

Now suppose that $\operatorname{Re} b+n>0$. Then the integral of $(1+w)^{-b} w^{-n}(w-t)^{-1}$ around any large circle in the $w$-plane vanishes as the radius of the circle tends to infinity. Accordingly, the contour $\mathscr{L}$ in (2.3) may be deformed into the loop contour depicted in Fig. 1, giving

$$
\chi_{n}(b, t)=\frac{t^{n}}{2 \pi i} \int_{-\infty}^{(-1-)} \frac{(1+w)^{-b}}{w^{n}(w-t)} d w
$$

If, also, $\operatorname{Re} b<1$, then the loop may be collapsed on to the interval $(-\infty,-1$ ] in the usual way. Subsequent replacement of $w$ by $-w$ yields

$$
\begin{equation*}
\chi_{n}(b, t)=(-)^{n} \frac{\sin (\pi b)}{\pi} t^{n} \int_{1}^{\infty} \frac{(w-1)^{-b}}{w^{n}(w+t)} d w, \tag{2.5}
\end{equation*}
$$

where $(w-1)^{-b}$ has its principal value.
We now substitute in (2.4) by means of (2.5), to obtain

$$
\begin{equation*}
R_{n}(a, b, z)=(-)^{n} \frac{\sin (\pi b)}{\pi \Gamma(a)} \int_{0}^{\infty e^{-i \gamma}} e^{-z t} t^{n+a-1} d t \int_{1}^{\infty} \frac{(w-1)^{-b}}{w^{n}(w+t)} d w \tag{2.6}
\end{equation*}
$$



Fig. 1. w-plane.
where the fractional powers continue to assume their principal values. The assumptions made so far are given by $0<\operatorname{Re} a,-n<\operatorname{Re} b<1,\left|\operatorname{ph}\left(z e^{-i \gamma}\right)\right|<\pi / 2$. However, by analytic continuation with respect to $a$, we see that (2.4) and (2.6) remain valid when the first condition is relaxed to $-n<\operatorname{Re} a$. By absolute convergence of the repeated integrals we may interchange the order of integration (see, for example, [7, Thm. 1]). Then by replacing $t$ by $w \tau$, we arrive at

$$
R_{n}(a, b, z)=\frac{(-)^{n} \sin (\pi b)}{\pi \Gamma(a)} \int_{1}^{\infty}(w-1)^{-b} w^{a-1} d w \int_{0}^{\infty e^{-i \gamma}} \frac{e^{-z w \tau} \tau^{n+a-1}}{1+\tau} d \tau .
$$

Provided that $\operatorname{Re} a<\operatorname{Re} b$ the order of integration may again be reversed, and on replacing $w$ by $1+v$, we obtain the desired integral representation for the remainder term, given by

$$
\begin{equation*}
R_{n}(a, b, z)=(-)^{n} \frac{\sin (\pi b)}{\pi \Gamma(a)} \int_{0}^{\infty e^{-i \gamma}} \frac{e^{-z \tau} \tau^{n+a-1}}{1+\tau} d \tau \int_{0}^{\infty} e^{-z \tau v} v^{-b}(1+v)^{a-1} d v \tag{2.7}
\end{equation*}
$$

valid with the conditions

$$
\begin{equation*}
-n<\operatorname{Re} a<\operatorname{Re} b<1, \quad\left|\operatorname{ph}\left(z e^{-i \gamma}\right)\right|<\frac{1}{2} \pi \tag{2.8}
\end{equation*}
$$

Remark. A key step in the foregoing analysis is the use of Cauchy's integral formula for the remainder term in a Taylor-series expansion. Since the objective is to represent the remainder term $R_{n}(a, b, z)$ in the expansion (1.7) as a Stieltjes transform, applicable methods based on properties of Laplace or Stieltjes transforms, given, for example, in [11] and [12], can be used instead. This approach was used by Boyd [3] and Jones [6].
3. Proof of Theorem 1 when $|\mathrm{ph} z| \leqq \pi-\delta$. Throughout this section we continue to assume that all fractional powers take their principal values and that $\gamma$ is an arbitrary constant in the interval $(-\pi, \pi)$.

Let $m$ be an arbitrary nonnegative integer and $v \in[0, \infty)$. By Taylor's theorem we have

$$
\begin{equation*}
(1+v)^{a-1}=\sum_{s=0}^{m-1}(-)^{s} \frac{(1-a)_{s}}{s!} v^{s}+(1-a)_{m} v^{m} \phi_{m}(a, v) \tag{3.1}
\end{equation*}
$$

where $\phi_{0}(a, v)=(1+v)^{a-1}$ and

$$
\begin{equation*}
\phi_{m}(a, v)=\frac{(-)^{m}}{(m-1)!} \int_{0}^{1}(1-t)^{m-1}(1+v t)^{a-m-1} d t, \quad m \geqq 1 . \tag{3.2}
\end{equation*}
$$

Next, if we refer to the definition of $F_{p}(z)$, given by [10, (2.9)] and then apply analytic continuation with respect to $z$, we see that

$$
\begin{equation*}
F_{p}(z)=\frac{e^{-z}}{2 \pi} \int_{0}^{\infty e^{-i \gamma}} \frac{e^{-z t} t^{p-1}}{1+t} d t, \quad \operatorname{Re} p>0, \quad\left|\operatorname{ph}\left(z e^{-i \gamma}\right)\right|<\frac{1}{2} \pi \tag{3.3}
\end{equation*}
$$

Provided that $m<n+\operatorname{Re} a+\operatorname{Re} b$ we may substitute for $(1+v)^{a-1}$ by means of (3.1) in the inner integral in (2.7) and integrate term by term. On referring to (3.3) and using the reflection and recurrence formulae for the Gamma function, we arrive at (1.9) with

$$
\begin{equation*}
R_{m, n}(a, b, z)=\frac{z^{1-b} e^{-z}}{2 \pi \Gamma(m+1-b)} \int_{0}^{\infty e^{-i \gamma}} \frac{e^{-z \tau} \tau^{n+a-1}}{1+\tau} d \tau \int_{0}^{\infty} e^{-z \tau v} v^{m-b} \phi_{m}(a, v) d v \tag{3.4}
\end{equation*}
$$

The last result has been established with the conditions $\operatorname{Re} a+\operatorname{Re} b>m-n$ and (2.8). From its definition we see that $\phi_{m}(a, v)$ is a continuous function of $a$ and $v$ and
an entire function of $a$. Also, if $m>\operatorname{Re} a-1$, then $\left|(1+v t)^{a-m-1}\right| \leqq 1$, and in consequence

$$
\begin{equation*}
\left|\phi_{m}(a, v)\right| \leqq 1 / m!, \quad v \in[0, \infty), \quad m>\operatorname{Re} a-1 \tag{3.5}
\end{equation*}
$$

Hence by analytic continuation with respect to $a$ and $b$ we see that if $\left|\mathrm{ph}\left(z e^{-i \gamma}\right)\right|<\pi / 2$ and $n>m$, then (1.9) and (3.4) hold in the region defined by

$$
\begin{equation*}
\operatorname{Re} a<m+1, \quad \operatorname{Re} b<m+1, \quad \operatorname{Re} a+\operatorname{Re} b>m+1-n \tag{3.6}
\end{equation*}
$$

We now seek to majorize $\left|R_{m, n}(a, b, z)\right|$ for fixed values of $a, b$, and $m$, bounded values of $|\alpha|$, and large values of $\rho \equiv|z|$. Here $\alpha$ is defined (1.8) and $m$ exceeds both $\operatorname{Re} a-1$ and $\operatorname{Re} b-1$. (The other two conditions, $n>m$ and $\operatorname{Re} a+\operatorname{Re} b>m+1-n$, are satisfied automatically when $\rho \rightarrow \infty$ with $|\alpha|$ bounded.) Also, since we are assuming throughout this section that $\mathrm{ph} z \in[-\pi+\delta, \pi-\delta]$, we may set $\gamma=\operatorname{ph} z=\theta$ without violating the condition $\left|\mathrm{ph}\left(z e^{-i \gamma}\right)\right|<\pi / 2$.

With $\gamma=\theta$ we have $\tau=t e^{-i \theta}$, where $0 \leqq t<\infty$. Hence (3.4) may be recast as

$$
\begin{equation*}
R_{m, n}(a, b, z)=\frac{e^{-(n+a) i \theta} z^{1-b} e^{-z}}{2 \pi \Gamma(m+1-b)} \int_{0}^{\infty} \frac{e^{-\rho t} t^{n+a-1}}{1+t e^{-i \theta}} d t \int_{0}^{\infty} e^{-\rho t v} v^{m-b} \phi_{m}(a, v) d v \tag{3.7}
\end{equation*}
$$

By use of (3.5) we see that the inner integral satisfies

$$
\begin{equation*}
\left|\int_{0}^{\infty} e^{-\rho t v} v^{m-b} \phi_{m}(a, v) d v\right| \leqq \frac{\Gamma(m+1-\operatorname{Re} b)}{m!(\rho t)^{m+1-\operatorname{Re} b}} \tag{3.8}
\end{equation*}
$$

For the outer integral we have

$$
\begin{equation*}
\left|1+t e^{-i \theta}\right|^{-1} \leqq \operatorname{cosec} \delta \tag{3.9}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\left|R_{m, n}(a, b, z)\right| \leqq \frac{\left.e^{\pi(|\operatorname{Im} a|+|\operatorname{Im} b|}\right) \Gamma(m+1-\operatorname{Re} b)}{2 \pi \sin \delta m!|\Gamma(m+1-b)|} \frac{\Gamma(n-m+\operatorname{Re} a+\operatorname{Re} b-1)\left|e^{-z}\right|}{\rho^{n+\operatorname{Re} a+\operatorname{Re} b-1}} . \tag{3.10}
\end{equation*}
$$

Substituting for $n$ by means of (the real part of) (1.8) and using Stirling's formula, we conclude that as $\rho \rightarrow \infty$ the right member of this inequality is $O\left\{e^{-z-|z|} / z^{m+1 / 2}\right\}$ uniformly for bounded $|\alpha|$; compare (1.10).

Lastly, the conditions $m>\operatorname{Re} a-1$ and $m>\operatorname{Re} b-1$ may be removed in the usual way by replacing $m$ in (1.9) by a sufficiently large integer and referring to [10, (2.14)]. ${ }^{1}$ This completes the proof of Theorem 1 in the case where $|\mathrm{ph} z| \leqq \pi-\delta$; indeed, we have a slightly stronger asymptotic estimate for $R_{m, n}(a, b, z)$-by a factor $|z|^{-1 / 2}$-for this sector.
4. Proof of Theorem $\mathbf{1}$ when $\delta \leqq \mathrm{ph} z \leqq \mathbf{2 \pi - \delta}$. We return to the representation of $R_{n}(a, b, z)$ furnished by (1.9) and (3.4), and valid with the conditions $|\gamma|<\pi$, $\left|\mathrm{ph}\left(z e^{-i \gamma}\right)\right|<\pi / 2, n>m$, and (3.6). The natural way to try to extend the proof of $\S 3$ to larger values of $\mathrm{ph} z$ would be to rotate further the path of the outer integral in (3.4), that is, to take values of $\gamma$ equaling or exceeding $\pi$. The difficulty is that as $\gamma \rightarrow \pi$, the integration path approaches the singularity of the integrand at $\tau=-1$. To overcome this difficulty we adopt, temporarily, the extra conditions $0<\gamma<\pi, \pi / 2<$ $\mathrm{ph} z<\frac{3}{2} \pi$, and decompose $R_{m, n}(a, b, z)$ as follows:

$$
\begin{equation*}
R_{m, n}(a, b, z)=R_{m, n}^{(1)}(a, b, z)+R_{m, n}^{(2)}(a, b, z), \tag{4.1}
\end{equation*}
$$

[^121]where
\[

$$
\begin{align*}
R_{m, n}^{(1)}(a, b, z)= & \frac{z^{1-b} e^{-z}}{2 \pi \Gamma(m+1-b)} \int_{0}^{\infty e^{-i \gamma}} \frac{e^{-z \tau} \tau^{n+a-1}}{1+\tau} d \tau \\
& \times \int_{0}^{\infty} e^{z v} v^{m-b} \phi_{m}(a, v) d v,  \tag{4.2}\\
R_{m, n}^{(2)}(a, b, z)= & \frac{z^{1-b} e^{-z}}{2 \pi \Gamma(m+1-b)} \int_{0}^{\infty e^{-i \gamma}} e^{-z \tau} \tau^{n+a-1} d \tau \\
& \times \int_{0}^{\infty} \frac{e^{-z \tau v}-e^{z v}}{1+\tau} v^{m-b} \phi_{m}(a, v) d v . \tag{4.3}
\end{align*}
$$
\]

The right member of (4.2) may be regarded as the product of two single integrals, instead of as a double integral. The first of these is identifiable as an $F_{p}$ function; the second may be continued analytically by rotating the path of integration through an arbitrary angle $-\hat{\gamma}$, say, where $\hat{\gamma} \in(-\pi, \pi)$. With the aid of (3.3) we obtain

$$
\begin{equation*}
R_{m, n}^{(1)}(a, b, z)=\frac{z^{1-b}}{\Gamma(m+1-b)} F_{n+a}(z) \int_{0}^{\infty e^{-i \hat{\gamma}}} e^{z v} v^{m-b} \phi_{m}(a, v) d v \tag{4.4}
\end{equation*}
$$

valid with the conditions $\pi / 2<\left|\mathrm{ph}\left(z e^{-i \hat{\gamma}}\right)\right|<\frac{3}{2} \pi$ and (3.6). (The conditions $\left|\mathrm{ph}\left(z e^{-i \gamma}\right)\right|<\pi / 2$ and $\pi / 2<\mathrm{ph} z<\frac{3}{2} \pi$ disappear.) From Theorem 1 of [10], we obtain ${ }^{2}$

$$
\begin{align*}
& F_{n+a}(z)=O\left(e^{-z-|z|}\right), \quad|\mathrm{ph} z| \leqq \pi  \tag{4.5}\\
& F_{n+a}(z)=O(1), \quad \pi \leqq|\mathrm{ph} z| \leqq 3 \pi-\delta . \tag{4.6}
\end{align*}
$$

Next, in this section we consider only the sector $\delta \leqq \mathrm{ph} z \leqq 2 \pi-\delta$; hence we may set $\hat{\gamma}=\theta-\pi$. On replacing $v$ by $v e^{i(\pi-\theta)}$ we derive

$$
\begin{equation*}
\int_{0}^{\infty e^{-i \hat{\gamma}}} e^{z v} v^{m-b} \phi_{m}(a, v) d v=e^{i(\pi-\theta)(m-b+1)} \int_{0}^{\infty} e^{-|z| v} v^{m-b} \phi_{m}\left(a, v e^{i(\pi-\theta)}\right) d v \tag{4.7}
\end{equation*}
$$

One of our assumptions is that $\operatorname{Re} a<m+1$; accordingly, from (3.2) we perceive that

$$
\begin{equation*}
\left|\phi_{m}\left(a, v e^{i(\pi-\theta)}\right)\right| \leqq A_{m}, \tag{4.8}
\end{equation*}
$$

where $A_{m}$ is assignable independently of $\theta \in[\delta, 2 \pi-\delta]$ and $v \in[0, \infty)$. In consequence, also, of the second condition of (3.6) it follows that

$$
\int_{0}^{\infty e^{-i \hat{y}}} e^{z v} v^{m-b} \phi_{m}(a, v) d v=O\left(z^{b-m-1}\right)
$$

Then combining this result with (4.4)-(4.6), we arrive at

$$
R_{m, n}^{(1)}(a, b, z)= \begin{cases}O\left(e^{-z-|z|} z^{-m}\right), & \delta \leqq \operatorname{ph} z \leqq \pi,  \tag{4.9}\\ O\left(z^{-m}\right), & \pi \leqq \operatorname{ph} z \leqq 2 \pi-\delta .\end{cases}
$$

For the contribution of $R_{m, n}^{(2)}(a, b, z)$, we first rotate the path for the inner integral in (4.3) through an angle $(\pi-\gamma) / 2$. This yields

$$
\begin{align*}
R_{m, n}^{(2)}(a, b, z)= & \frac{z^{1-b} e^{-z}}{2 \pi \Gamma(m+1-b)} \int_{0}^{\infty e^{-i \gamma}} e^{-z \tau} \tau^{n+a-1} d \tau \\
& \times \int_{0}^{\infty} \frac{e^{i((x-\gamma) / 2}}{} \frac{e^{-z \tau v}-e^{z v}}{1+\tau} v^{m-b} \phi_{m}(a, v) d v, \tag{4.10}
\end{align*}
$$

[^122]valid when $\quad 0<\gamma<\pi, \quad\left|\mathrm{ph}\left(z e^{-i \gamma}\right)\right|<\pi / 2, \quad\left|\mathrm{ph}\left(z e^{i(\pi-3 \gamma) / 2}\right)\right|<\pi / 2, \quad$ and $\left|\mathrm{ph}\left(z e^{-i(\pi+\gamma) / 2}\right)\right|<\pi / 2$, that is, when
\[

$$
\begin{equation*}
0<\gamma<\pi \quad \text { and } \quad \frac{1}{2} \gamma<\operatorname{ph} z<\frac{3}{2} \gamma . \tag{4.11}
\end{equation*}
$$

\]

Furthermore, because the integrand is now free from singularity at $\tau=-1$ we may extend the rotation of each integration path by increasing $\gamma$. Thus (4.10) is also valid with the conditions

$$
\begin{equation*}
\pi \leqq \gamma<2 \pi \quad \text { and } \quad \frac{3}{2} \gamma-\pi<\operatorname{ph} z<\pi+\frac{1}{2} \gamma . \tag{4.12}
\end{equation*}
$$

In accordance with (4.11) we may set $\gamma=\theta$ ( $=\mathrm{ph} z$ ) in (4.10) when $\delta \leqq \mathrm{ph} z<\pi$. Alternatively, if $\pi \leqq \mathrm{ph} z \leqq 2 \pi-\delta$, then we may set $\gamma=\theta$ in (4.10) in accordance with (4.12). In either event we find that

$$
\begin{align*}
R_{m, n}^{(2)}(a, b, z)= & \frac{z^{1-b} e^{-z}}{2 \pi \Gamma(m+1-b)} \int_{0}^{\infty e^{-i \theta}} e^{-z \tau} \tau^{n+a-1} d \tau \\
& \times \int_{0}^{\infty} \frac{e^{i(\pi-\theta) / 2}}{} \frac{e^{-z \tau v}-e^{z v}}{1+\tau} v^{m-b} \phi_{m}(a, v) d v, \tag{4.13}
\end{align*}
$$

valid when $\delta \leqq \mathrm{ph} z \leqq 2 \pi-\delta$.
Once again, subject to (3.6) we seek to estimate $R_{m, n}^{(2)}(a, b, z)$ for fixed values of $a, b$, and $m$, bounded values of $|\alpha|$, and large values of $\rho \equiv|z|$.

We first observe that the integration variable of the inner integral in (4.13) lies within the sector $|\mathrm{ph} v|<\pi / 2$. Hence

$$
\begin{equation*}
\left|\phi_{m}(a, v)\right| \leqq e^{\pi|\operatorname{Im} a| / 2} / m!; \tag{4.14}
\end{equation*}
$$

compare (3.5) and (4.8).
Next, we have identically

$$
\frac{e^{-z \tau v}-e^{z v}}{1+\tau}=z v e^{-z \tau v} \frac{1-e^{z v(1+\tau)}}{z v(1+\tau)}=z v e^{z v} \frac{e^{-z v(1+\tau)}-1}{z v(1+\tau)} .
$$

Furthermore, by application of the maximum-modulus theorem it is easily verified that

$$
\begin{equation*}
\left|\frac{1-e^{-\zeta}}{\zeta}\right| \leqq 1, \quad \operatorname{Re} \zeta \geqq 0 . \tag{4.15}
\end{equation*}
$$

Combination of the last two results yields

$$
\left|\frac{e^{-z \tau v}-e^{z v}}{1+\tau}\right| \leqq \begin{cases}\left|z v e^{-z \tau v}\right|, & \operatorname{Re}\{z v(1+\tau)\} \leqq 0, \\ \left|z v e^{z v}\right|, & \operatorname{Re}\{z v(1+\tau)\} \geqq 0 .\end{cases}
$$

With $\mathrm{ph} \tau=-\theta$ and $\mathrm{ph} v=\pi / 2-\theta / 2$, we have

$$
\operatorname{Re}\{z v(1+\tau)\}=\rho|v|(|\tau|-1) \sin \frac{1}{2} \theta .
$$

Accordingly,

$$
\operatorname{Re}\{z v(1+\tau)\} \leqq 0 \quad \text { according as }|\tau| \leqq 1 .
$$

Therefore when $0<|\tau| \leqq 1$ we have

$$
\begin{align*}
& \left|\int_{0}^{\infty} e^{i(\pi-\theta) / 2} \frac{e^{-z \tau v}-e^{z v}}{1+\tau} v^{m-b} \phi_{m}(a, v) d v\right| \\
& \quad \leqq \frac{e^{\pi|\operatorname{Im} a| / 2} e^{(\pi-\theta) \operatorname{Im} b / 2} \rho}{m!} \int_{0}^{\infty} e^{-\rho|\tau v| \sin \theta / 2}|v|^{m-\operatorname{Re} b+1} d|v|  \tag{4.16}\\
& \quad \leqq \frac{e^{\pi(|\operatorname{Im} a|+|\operatorname{Im} b|) / 2} \rho}{m!} \frac{\Gamma(m+2-\operatorname{Re} b)}{\left(\rho|\tau| \sin \frac{1}{2} \delta\right)^{m+2-\operatorname{Re} b}} .
\end{align*}
$$

Similarly, when $|\tau| \geqq 1$ we find that

$$
\begin{align*}
& \left|\int_{0}^{\infty e^{i((\pi-\theta) / 2}} \frac{e^{-z \pi v}-e^{z v}}{1+\tau} v^{m-b} \phi_{m}(a, v) d v\right| \\
& \quad \leqq \frac{e^{\pi(\operatorname{Im} a|+|\operatorname{Im} b|) / 2} \rho}{m!} \frac{\Gamma(m+2-\operatorname{Re} b)}{\left(\rho \sin \frac{1}{2} \delta\right)^{m+2-\operatorname{Reb}}} . \tag{4.17}
\end{align*}
$$

We now prepare to substitute in (4.13) by means of the inequalities just obtained. At this stage it is convenient to use the symbol $A_{m}$ generically to denote a quantity that may depend on $m, a$, and $b$, but is independent of $n, z$ and (bounded values of) $\alpha$; compare, also, (4.8). In (4.13) we have

$$
\left|\tau^{n+a-1}\right| \leqq A_{m}|\tau|^{\rho+\operatorname{Re} \alpha-\operatorname{Re} b} ;
$$

compare (1.8). Hence

$$
\begin{aligned}
&\left|R_{m, n}^{(2)}(a, b, z)\right| \leqq A_{m} \frac{\left|e^{-z}\right|}{\rho^{m}}\left\{\int_{0}^{1} e^{-\rho|\tau|}|\tau|^{\rho+\operatorname{Re} \alpha-m-2} d|\tau|\right. \\
&\left.\quad+\int_{1}^{\infty} e^{-\rho|\tau|}|\tau|^{\rho+\operatorname{Re} \alpha-\operatorname{Re} b} d|\tau|\right\}
\end{aligned}
$$

Replacing both integration ranges by $(0, \infty)$ and subsequently using Stirling's formula, we derive

$$
\begin{align*}
\left|R_{m, n}^{(2)}(a, b, z)\right| & \leqq A_{m} \frac{\left|e^{-z}\right|}{\rho^{m}}\left\{\frac{\Gamma(\rho+\operatorname{Re} \alpha-m-1)}{\rho^{\rho+\operatorname{Re} \alpha-m-1}}+\frac{\Gamma(\rho+\operatorname{Re} \alpha+1-\operatorname{Re} b)}{\rho^{\rho+\operatorname{Re} \alpha+1-\operatorname{Re} b}}\right\}  \tag{4.18}\\
& =O\left(\frac{e^{-z-|z|}}{z^{m+1 / 2}}\right)
\end{align*}
$$

This result is valid when $\delta \leqq \mathrm{ph} z \leqq 2 \pi-\delta$, and on combining it with (4.1) and (4.9) we arrive at

$$
R_{m, n}(a, b, z)= \begin{cases}O\left(e^{-z-|z|} z^{-m}\right), & \delta \leqq \mathrm{ph} z \leqq \pi \\ O\left(z^{-m}\right), & \pi \leqq \mathrm{ph} z \leqq 2 \pi-\delta\end{cases}
$$

After removing the restrictions (3.6) on $m$ in the same manner as that used at the end of $\S 3$ (compare (4.5) and (4.6)), we see that the proof of Theorem 1 is complete for the sector $\delta \leqq \mathrm{ph} z \leqq 2 \pi-\delta$.
5. Completion of the proof of Theorem 1. The next extension is to the sector $\frac{3}{2} \pi+\delta \leqq \mathrm{ph} z \leqq \frac{5}{2} \pi-\delta$. Rather than attempting to extend the method of proof introduced in $\S 4$, we appeal to the connection formulae (1.12). An advantage of this approach is that it also determines the maximum regions of validity.

From (1.12) with $k=1, z$ replaced by $z e^{-2 \pi i}$ and upper signs taken, we have

$$
\begin{align*}
U(a, a-b+1, z)= & e^{-2 a \pi i} U\left(a, a-b+1, z e^{-2 \pi i}\right) \\
& +2 \pi i \frac{e^{-a \pi i}}{\Gamma(a) \Gamma(b)} e^{z} U\left(1-b, a-b+1, z e^{-\pi i}\right) \tag{5.1}
\end{align*}
$$

Substituting in each side of this equation by means of (1.7) and (1.9), then using the identity

$$
\begin{equation*}
F_{n-s+a+b-1}\left(z e^{-2 \pi i}\right)=(-)^{n+s} i e^{(a+b) \pi i}+e^{2(a+b) \pi i} F_{n-s+a+b-1}(z) \tag{5.2}
\end{equation*}
$$

obtained from [10], (2.11), and carrying out some reduction, we eventually arrive at

$$
\begin{equation*}
R_{m, n}(a, b, z)=e^{-2(a+b) \pi i} R_{m, n}\left(a, b, z e^{-2 \pi i}\right)+R_{m, n}^{(3)}(a, b, z)+R_{m, n}^{(4)}(a, b, z) \tag{5.3}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{m, n}^{(3)}(a, b, z)=(-)^{n-1} i e^{-(a+b) \pi i} \sum_{s=m}^{n-1} \frac{(m+1-a)_{s-m}(m+1-b)_{s-m}}{s!z^{s}}, \tag{5.4}
\end{equation*}
$$

and

$$
\begin{align*}
R_{m, n}^{(4)}(a, b, z)= & 2 \pi i \frac{z^{1-a-b} e^{-z}}{\Gamma(m+1-a) \Gamma(m+1-b)} \\
& \cdot\left\{\begin{array}{l}
\sum_{s=0}^{m-1} \frac{(a)_{s}(b)_{s}}{s!} \frac{F_{n-s-a-b+1}\left(z e^{-\pi i}\right)}{z^{s}} \\
\\
\\
\left.\quad+(a)_{m}(b)_{m} R_{m, n}\left(1-b, 1-a, z e^{-\pi i}\right)\right\} . \\
\delta \leq \operatorname{nh} z \leq \frac{5}{7} \pi-\delta \text { we have } \operatorname{lnh}\left(z e^{-2 \pi i}\right) \mid \leq \pi / 2-\delta: \text { henc }
\end{array} .\right. \tag{5.5}
\end{align*}
$$

Since $\frac{3}{2} \pi+\delta \leqq \operatorname{ph} z \leqq \frac{5}{2} \pi-\delta$, we have $\left|\mathrm{ph}\left(z e^{-2 \pi i}\right)\right| \leqq \pi / 2-\delta$; hence from the results of $\S 3$ it follows that

$$
\begin{equation*}
R_{m, n}\left(a, b, z e^{-2 \pi i}\right)=O\left(e^{-z-|z|} z^{-m-1 / 2}\right) . \tag{5.6}
\end{equation*}
$$

Next, although the number of terms in the sum in (5.4) increases with $|z|$, it is routine to verify that

$$
\begin{equation*}
R_{m, n}^{(3)}(a, b, z)=(-)^{n-1} \frac{i e^{-(a+b) \pi i}}{m!z^{m}}+O\left(\frac{1}{z^{m+1}}\right) \tag{5.7}
\end{equation*}
$$

For $R_{m, n}^{(4)}(a, b, z)$ we have $\frac{1}{2} \pi+\delta \leqq \mathrm{ph}\left(z e^{-\pi i}\right) \leqq \frac{3}{2} \pi-\delta$; accordingly, from the results of § 4 it follows that

$$
R_{m, n}\left(1-b, 1-a, z e^{-\pi i}\right)=O\left(z^{-m}\right)
$$

and

$$
F_{n-s-a-b+1}\left(z e^{-\pi i}\right)=O(1)
$$

for each $s$. Hence

$$
\begin{equation*}
R_{m, n}^{(4)}(a, b, z)=O\left(z^{1-a-b} e^{-z}\right) \tag{5.8}
\end{equation*}
$$

On substituting in (5.3) by means of (5.6), (5.7), and (5.8) we conclude that

$$
\begin{equation*}
R_{m, n}(a, b, z)=O\left(z^{-m}\right) \tag{5.9}
\end{equation*}
$$

as required. Then combining this estimate with the results of $\S \S 3$ and 4 we establish (1.10) in the sector $-\pi+\delta \leqq \mathrm{ph} z \leqq \pi$, and (1.11) in the sector $\pi \leqq \mathrm{ph} z \leqq \frac{5}{2} \pi-\delta$. A similar proof holds for the conjugate sector, or we can appeal to symmetry.

To complete the proof of Theorem 1, we have only to demonstrate that the estimate (1.10) breaks down after we cross the rays $\mathrm{ph} z= \pm \pi$, and the estimate (1.11) breaks down after we cross $\mathrm{ph} z= \pm \frac{5}{2} \pi$.

In the case where $\mathrm{ph} z=\pi$, we observe from (4.4) and (4.7) that as $z \rightarrow \infty$ in the sector $\delta \leqq \mathrm{ph} z \leqq 2 \pi-\sigma$, we have

$$
R_{m, n}^{(1)}(a, b, z) \sim(-)^{m-1} e^{-b \pi i} \phi_{m}(a, 0) \frac{F_{n+a}(z)}{z^{m}}=-\frac{e^{-b \pi i} F_{n+a}(z)}{m!z^{m}}
$$

compare also (3.2). And when $\pi+\delta \leqq \mathrm{ph} z \leqq 2 \pi-\delta,(-)^{n} F_{n+a}(z)$ tends to the constant $i e^{-a \pi i}$ (compare Theorem 1 of [10]), giving $R_{m, n}^{(1)}(a, b, z) \sim\left(\right.$ constant) $z^{-m}$. Obviously from (4.18) this algebraic behavior cannot be cancelled in (4.1) by the contribution of $R_{m, n}^{(2)}(a, b, z)$. A similar argument applies to the ray $\mathrm{ph} z=-\pi$.

Lastly, after we cross $\mathrm{ph} z=\frac{5}{2} \pi$, the contribution of $R_{m, n}^{(4)}(a, b, z)$ in (5.3) is no longer absorbable in the estimate $O\left(z^{-m}\right)$ because it becomes exponentially large. On
the other hand, the term $e^{-2(a+b) \pi i} R_{m, n}\left(a, b, z e^{-2 \pi i}\right)$ remains exponentially small and $R_{m, n}^{(3)}(a, b, z)$ remains $O\left(z^{-m}\right)$. Similarly for the ray $\mathrm{ph} z=-\frac{5}{2} \pi$.
6. Error bounds. For computational purposes the use of (1.7) and (1.9) should be confined to the sector $|\mathrm{ph} z| \leqq \pi$ in which the error term has undergone maximum exponential improvement; elsewhere continuation formulae are to be applied. As always, it is highly desirable to supply a rigorous and realistic bound for the error term in any asymptotic approximation. The analyses supplied in §§ 3-5 lend themselves only in part to achieving this objective.

In § 3, for example, the bound (3.10) breaks down as $\delta \rightarrow 0$. However, a slight modification of the analysis leading to this result yields a satisfactory bound when $|\mathrm{ph} z| \leqq \pi / 2$ : in this sector the right-hand side of (3.9) is replaceable by unity, thus eliminating the factor $(\sin \delta)^{-1}$ from (3.10). Similarly, if we restrict $\mathrm{ph} z \in[\pi / 2, \pi]$, then the bounds derived in $\S 4$ can be tightened; however, the factor $(\operatorname{cosec} \delta / 2)^{m+2-\operatorname{Re} b}$ that appears in (4.16) and (4.17) can be replaced only by $(\sqrt{2})^{m+2-\operatorname{Reb}}$, which is a drawback.

In this section, we modify the analysis of § 4 in a more substantial manner in order to arrive at a sharper bound for $R_{m, n}(a, b, z)$ in the sector $|\mathrm{ph} z| \leqq \pi$. This modification is based partly on the analysis of Boyd [3] for constructing error bounds for a similar expansion for the modified Bessel function $K_{\nu}(z)$. The bounds we shall derive are similar to, but not the same as, those of Boyd when the parameters $a$ and $b$ (and ipso facto $\nu$ ) are real, and they are more readily computable when $a, b$ (and $\nu)$ are complex.

As before, we set $z=\rho e^{i \theta}$. Throughout the following analysis we restrict $|\theta|<\pi$, relaxing this condition to $|\theta| \leqq \pi$ at the close by appeal to continuity.

In (3.4) we take $\gamma=\theta$, and decompose $R_{m, n}(a, b, z)$ in a manner slightly different from that given by (4.1)-(4.3). We write

$$
\begin{equation*}
R_{m, n}(a, b, z)=S_{m, n}^{(1)}(a, b, z)+S_{m, n}^{(2)}(a, b, z), \tag{6.1}
\end{equation*}
$$

where

$$
\begin{align*}
& S_{m, n}^{(1)}(a, b, z)=\frac{z^{1-b} e^{-z}}{2 \pi \Gamma(m+1-b)} \int_{0}^{\infty} e^{-i \theta} \frac{e^{-z \tau} \tau^{n+a-1}}{1+\tau} d \tau \int_{0}^{\infty} e^{-\rho v} v^{m-b} \phi_{m}(a, v) d v,  \tag{6.2}\\
& S_{m, n}^{(2)}(a, b, z)= \frac{z^{1-b} e^{-z}}{2 \pi \Gamma(m+1-b)} \int_{0}^{\infty e^{-i \theta}} e^{-z \tau} \tau^{n+a-1} d \tau \\
& \cdot \int_{0}^{\infty} \frac{e^{-z \tau v}-e^{-\rho v}}{1+\tau} v^{m-b} \phi_{m}(a, v) d v, \tag{6.3}
\end{align*}
$$

these equations being valid with the conditions $|\theta|<\pi$ and (3.6).
As in §4, the first integral in (6.2) may be identified in terms of $F_{n+a}(z)$. For the second integral, we utilize the bound (3.5) for $\phi_{m}(a, v)$. Thus we derive

$$
\begin{equation*}
\left|S_{m, n}^{(1)}(a, b, z)\right| \leqq \frac{e^{\theta \operatorname{Im} b} \Gamma(m+1-\operatorname{Re} b)}{m!|\Gamma(m+1-b)|} \frac{\left|F_{n+a}(z)\right|}{\rho^{m}} \tag{6.4}
\end{equation*}
$$

In (6.3) we set $\tau=t e^{-i \theta}$; thus

$$
\begin{align*}
S_{m, n}^{(2)}(a, b, z)= & \frac{e^{-(n+a) i \theta}}{2 \pi \Gamma(m+1-b)} z^{1-b} e^{-z} \int_{0}^{\infty} e^{-\rho t} t^{n+a-1} d t \\
& \cdot \int_{0}^{\infty} \frac{e^{-\rho t v}-e^{-\rho v}}{1+t e^{-i \theta}} v^{m-b} \phi_{m}(a, v) d v \tag{6.5}
\end{align*}
$$

To bound the inner integral, the inequalities

$$
0 \leqq \frac{e^{-\rho t v}-e^{-\rho v}}{1-t} \leqq \begin{cases}\rho v e^{-\rho t v}, & 0 \leqq t \leqq 1,  \tag{6.6}\\ \rho v e^{-\rho v}, & t \leqq 1,\end{cases}
$$

and

$$
\begin{equation*}
\left|\frac{1-t}{1+t e^{-i \theta}}\right| \leqq 1 \tag{6.7}
\end{equation*}
$$

are applied: (6.6) is easily verified with the aid of (4.15), and (6.7) is verifiable by considering the bilinear transformation $T=(1-t) /\left(1+t e^{-i \theta}\right)$; compare [3, §4]. Referring again to (3.5), we conclude that

$$
\left|\int_{0}^{\infty} \frac{e^{-\rho t v}-e^{-\rho v}}{1+t e^{-i \theta}} v^{m-b} \phi_{m}(a, v) d v\right| \leqq \frac{\rho}{m!} \frac{\Gamma(m+2-\operatorname{Re} b)}{\left(\rho t_{1}\right)^{m+2-\operatorname{Re} b}},
$$

where $t_{1}=\min (t, 1)$. If we further restrict $\operatorname{Re} a+\operatorname{Re} b>m+2-n$ (compare (3.6)), then we may substitute this bound in (6.5). Referring once again to (1.8), we find that

$$
\begin{align*}
\left|S_{m, n}^{(2)}(a, b, z)\right| \leqq & \frac{e^{\theta(\operatorname{Im} a+\operatorname{Im} b)} \Gamma(m+2-\operatorname{Re} b)}{2 \pi m!|\Gamma(m+1-b)|} \frac{\left|e^{-z}\right|}{\rho^{m}}  \tag{6.8}\\
& \cdot\left\{\int_{0}^{1} e^{-\rho t} t^{\rho-m+\operatorname{Re} \alpha-2} d t+\int_{1}^{\infty} e^{-\rho t} t^{\rho-\operatorname{Re} b+\operatorname{Re} \alpha} d t\right\} .
\end{align*}
$$

Inequalities (6.4) and (6.8) furnish the desired upper bound on $\left|R_{m, n}(a, b, z)\right|$ via (6.1). The condition $|\theta|<\pi$ may now be eased by continuity considerations. Thus the aggregate conditions on (6.4) and (6.8) are given by $|\theta| \leqq \pi$ and

$$
\begin{equation*}
\operatorname{Re} a<m+1, \quad \operatorname{Re} b<m+1, \quad \operatorname{Re} a+\operatorname{Re} b>m+2-n . \tag{6.9}
\end{equation*}
$$

It remains to bound the integrals that appear in (6.8). A simple approach is to extend each integration range to $[0, \infty)$. This immediately yields

$$
\begin{aligned}
& \int_{0}^{1} e^{-\rho t} t^{\rho-m+\operatorname{Re} \alpha-2} d t<\frac{\Gamma(\rho-m+\operatorname{Re} \alpha-1)}{\rho^{\rho-m+\operatorname{Re} \alpha-1}}, \\
& \int_{1}^{\infty} e^{-\rho t} t^{\rho-\operatorname{Re} b+\operatorname{Re} \alpha} d t<\frac{\Gamma(\rho-\operatorname{Re} b+\operatorname{Re} \alpha+1)}{\rho^{\rho-\operatorname{Re} b+\operatorname{Re} \alpha+1}} .
\end{aligned}
$$

However, each of these bounds overestimates the actual value of the corresponding left-hand side by a factor that approaches two as $\rho \rightarrow \infty$. More sophisticated bounds that are free from this defect are supplied in the Appendix.
7. Conclusions. We have constructed a uniform generalized asymptotic expansion for the confluent hypergeometric function $U(a, a-b+1, z)$, valid when the parameters $a$ and $b$ are fixed and $z$ tends to infinity in the sector $|\mathrm{ph} z| \leqq \frac{5}{2} \pi-\delta$, where $\delta$ is an arbitrarily small positive constant. This expansion is in terms of generalized exponential integrals (or equivalently incomplete Gamma functions) and it includes as special cases three well-known expansions of Poincaré type valid in the ph $z$ intervals $\left[-\frac{5}{2} \pi+\right.$ $\left.\delta,-\frac{1}{2} \pi-\delta\right],\left[-\frac{3}{2} \pi+\delta, \frac{3}{2} \pi-\delta\right],\left[\frac{1}{2} \pi+\delta, \frac{5}{2} \pi-\delta\right]$. It also quantifies accurately the rapid, but smooth, transitions between these expansions in the neighborhoods of the Stokes lines $\mathrm{ph} z= \pm \pi$. These smooth transitions were first described by M. V. Berry using formal analysis and error functions as approximants. The present results serve to place

Berry's conclusions on a rigorous foundation in the case of the confluent hypergeometric function. However, it should be noted that Berry's analysis applied only in the neighborhoods of the Stokes lines, whereas our result is uniformly valid in a sector of total angle $5 \pi-2 \delta$.

Our new expansion enjoys the important property that it is a uniform, exponentially improved expansion throughout the sector $|\mathrm{ph} z| \leqq \pi$, in the sense described in [10, § 1]. Furthermore, we have derived strict and realistic bounds for the error term in this sector. Uniform, exponentially improved expansions in other sectors can be easily constructed with the aid of standard connection formulae, and normally we need not compute the new expansion outside the sector $|\mathrm{ph} z| \leqq \pi$.

Although we have treated only the confluent hypergeometric function in the present paper, our method is applicable to a large class of functions that can be represented by Laplace transforms. ${ }^{3}$ The basic steps are as follows: (i) The remainder term of the Maclaurin expansion of the kernel of the transform is represented as a contour integral by means of Cauchy's integral formula. (ii) The integral obtained in step (i) is used to construct a Stieltjes transform in the form of a double integral for the remainder term associated with the desired asymptotic expansion. (iii) The double integral is expanded in a series of generalized exponential integrals. (iv) The region of validity is extended by suitable rotations of integration paths and use of continuation formulae. The only step in which we made use of special properties of the confluent hypergeometric function was (iv), where we relied on continuation formulae. However, this was largely a matter of convenience, and in any case this step is the least important.

In Berry's theory the conditions adopted ensure that the function whose asymptotic expansions are under investigation is representable as a Laplace transform of the type admitted above. The scope of the present method therefore appears to be essentially the same as that of Berry.

Appendix. Bounds for some incomplete Gamma functions. In this appendix we construct bounds for the incomplete Gamma functions

$$
\begin{equation*}
I_{\lambda}^{(1)}(\rho)=\int_{1}^{\infty} e^{-\rho t} t^{\rho+\lambda-1} d t, \quad I_{\lambda}^{(2)}(\rho)=\int_{0}^{1} e^{-\rho t} t^{\rho+\lambda-1} d t \tag{A1}
\end{equation*}
$$

that have the same asymptotic forms as the functions themselves when $\rho \rightarrow \infty$ with $\lambda$ positive and fixed. These results were referred to at the end of $\S 6$.

Lemma. When $\lambda$ and $\rho$ are positive

$$
\begin{align*}
& I_{\lambda}^{(1)}(\rho) \leqq \sqrt{\frac{\pi}{2 \rho}} e^{-\rho} \exp \left(\frac{\kappa_{1}^{2}}{2 \rho}\right)\left\{1+\operatorname{erf}\left(\frac{\kappa_{1}}{\sqrt{2 \rho}}\right)\right\},  \tag{A2}\\
& I_{\lambda}^{(2)}(\rho) \leqq \sqrt{\frac{\pi}{2 \rho}} e^{-\rho} \exp \left(\frac{\kappa_{2}^{2}}{2 \rho}\right)\left\{1+\operatorname{erf}\left(\frac{\kappa_{2}}{\sqrt{2 \rho}}\right)\right\}, \tag{A3}
\end{align*}
$$

where

$$
\begin{equation*}
\kappa_{1}=\sup _{\tau \in(0, \infty)} \omega(\tau), \quad \kappa_{2}=\sup _{\tau \in(-1,0)} \omega(\tau), \tag{A4}
\end{equation*}
$$

[^123]and $^{4}$
\[

$$
\begin{equation*}
\omega(\tau)=\frac{1}{\sqrt{2 \tau-2 \ln (1+\tau)}} \ln \left\{\frac{(1+\tau)^{\lambda}}{|\tau|} \sqrt{2 \tau-2 \ln (1+\tau)}\right\} . \tag{A5}
\end{equation*}
$$

\]

To establish this result, we first observe that

$$
\begin{array}{cc}
\omega(\tau) \rightarrow 0, & \tau \rightarrow+\infty ; \\
\omega(\tau) \rightarrow-\infty, & \tau \rightarrow-1+; \quad \omega(\tau) \rightarrow \lambda-\frac{1}{3}, \quad \tau \rightarrow 0+ \\
\omega(\tau) \rightarrow \frac{1}{3}-\lambda, \quad \tau \rightarrow 0-
\end{array}
$$

Hence $\kappa_{1}$ and $\kappa_{2}$ are both finite; furthermore, $\kappa_{1} \geqq \max \left(\lambda-\frac{1}{3}, 0\right)$ and $\kappa_{2} \geqq \frac{1}{3}-\lambda$.
In the definition (A1) of $I_{\lambda}^{(1)}(\rho)$ let us replace $t$ by $1+\tau$, and then set

$$
\begin{equation*}
\frac{1}{2} v^{2}=\tau-\ln (1+\tau), \tag{A6}
\end{equation*}
$$

with $v \sim \tau$ when $\tau \rightarrow 0+$. We find that

$$
\begin{equation*}
I_{\lambda}^{(1)}(\rho)=e^{-\rho} \int_{0}^{\infty} \exp \left(-\frac{1}{2} \rho v^{2}\right) f(v) d v \tag{A7}
\end{equation*}
$$

where

$$
f(v)=(1+\tau)^{\lambda-1} \frac{d \tau}{d v}=(1+\tau)^{\lambda} \frac{v}{\tau} .
$$

Clearly, $f(v)$ is positive when $v \in(0, \infty)$, and tends to unity when $v \rightarrow 0+$. Furthermore, from (A4), (A5), and (A6) we see that

$$
\begin{equation*}
f(v) \leqq e^{\kappa_{1} v}, \quad 0<v<\infty \tag{A8}
\end{equation*}
$$

Substitution of this bound into (A7) leads to (A2).
The proof of (A3) is similar.
We note that by applying Laplace's method [8, Chap. 3], to the integrals in the definitions (A1) we derive

$$
I_{\lambda}^{(1)}(\rho), I_{\lambda}^{(2)}(\rho) \sim \sqrt{\frac{\pi}{2 \rho}} e^{-\rho}, \quad \rho \rightarrow \infty
$$

Obviously, the right-hand sides of (A2) and (A3) also have this asymptotic form.
We also observe that for computational purposes the bounds (A2) and (A3) are simplifiable, with an insignificant loss of sharpness when $\rho$ is large. This is achieved via the inequality erf $(t) \leqq 2 t / \sqrt{\pi}$, which is valid for all nonnegative values of $t$. In this way we derive

$$
\begin{align*}
I_{\lambda}^{(1)}(\rho) & \leqq \sqrt{\frac{\pi}{2 \rho}} e^{-\rho} \exp \left(\frac{\kappa_{1}^{2}}{2 \rho}\right)\left(1+\sqrt{\frac{2}{\pi \rho}} \kappa_{1}\right) \\
& <\sqrt{\frac{\pi}{2 \rho}} e^{-\rho} \exp \left(\frac{2 \kappa_{1}^{2}}{\pi \rho}\right)\left(1+\sqrt{\frac{2}{\pi \rho}} \kappa_{1}\right)<\frac{\pi e^{-\rho}}{\sqrt{2 \pi \rho}-2 \kappa_{1}} \tag{A9}
\end{align*}
$$

provided that $\rho>2 \kappa_{1}^{2} / \pi$. (The last step is a consequence of the inequality $(1+t) e^{t^{2}}<$ $(1-t)^{-1}, 0<t<1$.) The corresponding simplification for $I_{\lambda}^{(2)}(\rho)$ is found to be

$$
\begin{equation*}
I_{\lambda}^{(2)}(\rho)<\frac{\pi e^{-\rho}}{\sqrt{2 \pi \rho}-2 \kappa_{2}}, \quad \rho>\frac{2 \kappa_{2}^{2}}{\pi} \tag{A10}
\end{equation*}
$$

[^124]provided that $\kappa_{2}>0$. If $\kappa_{2} \leqq 0$, then we have
\[

$$
\begin{equation*}
I_{\lambda}^{(2)}(\rho) \leqq \sqrt{\frac{\pi}{2 \rho}} e^{-\rho} \tag{A11}
\end{equation*}
$$

\]

compare (A7) and (A8).
Remark. The method that we have used in this Appendix may also be applied to the general problem of bounding error terms that arise with Watson's lemma and the method of steepest descents. It enjoys some advantages over that described in [8, Chap. 3, § 9; Chap. 4, § 10].
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# $C^{\alpha}(\bar{\Omega})$ SOLUTIONS OF A CLASS OF NONLINEAR DEGENERATE ELLIPTIC SYSTEMS ARISING IN THE THERMISTOR PROBLEM* 
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#### Abstract

Under realistic assumptions on the electrical and thermal conductivities, the existence is proven, for some $0<\alpha<1$, of positive $C^{\alpha}(\bar{\Omega})$ solutions for a system of degenerate elliptic equations which model a thermistor. A priori bounds are established for the solutions, and then the conductivities are truncated, so that a uniformly elliptic system is obtained. Next, $L^{2, \mu}(\Omega)$ estimates are used to obtain $C^{\alpha}(\bar{\Omega})$ estimates. Finally, the desired results follow from fixed-point argument.
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1. Introduction. In this paper, we study the Boundary Value Problem for a class of nonlinear elliptic systems which models a temperature dependent electrical resistor. The electrical potential and the temperature distributions are denoted by $\varphi$ and $u$, respectively. These are functions defined on a smooth domain (open, bounded set) $\Omega$ in $R^{N}$. The cases of practical interest are for $N \leqq 3$ but our proofs also hold for $N>3$. The relevant equations are as follows:

$$
\begin{gather*}
\nabla(\sigma(u) \nabla \varphi)=0 \quad \text { in } \Omega \quad \text { and } \quad \varphi=\varphi_{0} \quad \text { on } \partial \Omega ;  \tag{1.1}\\
\nabla(k(u) \nabla u)=-\sigma(u)|\nabla \varphi|^{2} \quad \text { in } \Omega \quad \text { and } \quad u=u_{0} \quad \text { on } \partial \Omega . \tag{1.2}
\end{gather*}
$$

Equations (1.1) and (1.2) express, respectively, the conservation of current and the energy balance including the electrical heating due to the Joule effect. The functions $u_{0}, \varphi_{0}$ are the distributions on the boundary, while $\sigma, k$ denote the electrical and thermal conductivity. In many cases of practical interest, $\sigma$ and $k$ have the following forms:

$$
\begin{align*}
& \sigma(u)=A u^{\gamma} \exp (-C / B u),  \tag{1.3}\\
& k(u)=\left(D+E u+F u^{2}\right)^{-1}, \tag{1.4}
\end{align*}
$$

where $u$ is the temperature, $A, B, C, D, E$, and $F$ are physical positive constants, and $\gamma$ is a small positive number or a nonpositive number. Further details on the physical background of this system can be found in [1], [2], and [5].

We observe that system (1.1), (1.2) is degenerate, highly coupled, and that the right-hand side has quadratic growth in the gradient of one of the unknowns. These are features not often found in the nonlinear systems commonly considered in the literature. In particular, it does not appear that arguments based on variational theory and/or Sobolev's Embedding Theorems can be easily applied to system (1.1), (1.2).

Throughout this paper, we make the following assumptions:

$$
\begin{equation*}
\Omega \subset R^{N} \text { is a bounded domain with } \partial \Omega \in C^{1} . \tag{H1}
\end{equation*}
$$

$\varphi_{0}(x)$ and $u_{0}(x)$ are in $C^{1, \beta}(\bar{\Omega})(\beta>0)$, i.e., there exist positive constants $\varphi_{M}$, $u_{m}$ and $u_{M}$ such that

[^125](H3) $\quad \sigma(t)$ and $k(t)$ are continuous for $t \geqq 0$, positive and smooth for $t>0$, and there exists a smooth function $f$ such that
\[

$$
\begin{equation*}
\frac{k(t)}{\sigma(t)} \geqq f(t)>0 \quad \text { for } t \geqq u_{M}, \tag{1.6}
\end{equation*}
$$

\]

and: (a) Either $\int_{u_{M}}^{\infty} f(t) d t=\infty$ or, if $\int_{u_{M}}^{\infty} f(t) d t<\infty$, then

$$
\begin{equation*}
\int_{u_{M}}^{\infty} f(t) d t>\frac{\varphi_{M}^{2}}{2} \tag{1.7}
\end{equation*}
$$

(b) There exists a sequence $\left\{t_{n}\right\}_{1}^{\infty}$, tending to infinity, such that $f\left(t_{n}\right) \geqq f(t)$ for $t \in\left[t_{n}, \infty\right)$.

Remark 1.1. The functions (1.3), (1.4) satisfy (H3) if $F>0$ and $\gamma \leqq-1$ in (1.3), (1.4). We need only take

$$
f(t)=\frac{a_{M}}{t} \quad \text { with } a_{M}=\min _{t \geqq u_{M}}\left[t e^{C / B t} /\left(D+E t+F t^{2}\right) t^{\gamma}\right]>0 .
$$

For another example, let $F>0$ and $\gamma \leqq 0$, and we now choose $f(t)=a_{M} / t^{2}$ with $a_{M}=\min _{t \geqq u_{M}}\left[t^{2} e^{C / B t} /\left(D+E t+F t^{2}\right) t^{\nu}\right]>0$. Equation (1.7) now implies the restriction $u_{M} \cdot \varphi_{M}^{2}<2 a_{M}$.

Remark 1.2. We observe that, unlike the temperature, the potential need not be positive. We can deal with this more general case as follows: Let the arbitrary constants $C_{m}$ and $C_{M}$ be such that

$$
C_{m} \leqq \varphi_{0}(x) \leqq C_{M} .
$$

Note that (1.1), (1.2) are invariant under shifts of $\varphi$ by an arbitrary constant. Thus by shifting by $C_{m}$ and letting $\varphi_{M}=C_{M}-C_{m}$ we have

$$
0 \leqq \varphi_{0}(x)-C_{m} \leqq \varphi_{M} .
$$

Everything remains unchanged except that (1.7) now becomes

$$
\begin{equation*}
\int_{u_{M}}^{\infty} f(t) d t>\frac{\left(C_{M}-C_{m}\right)^{2}}{2} \tag{1.7}
\end{equation*}
$$

This restriction is essential in our method of proof, but we conjecture that the results may be true without it.

We will prove that there exists at least one positive $C^{\alpha}(\bar{\Omega})$ (some $0<\alpha<1$ ) solution of (1.1), (1.2) under (H1)-(H3). The same problem (1.1), (1.2) has been studied in [3] by Cimatti and Prodi. They obtained existence results in $H^{1}(\Omega)$ when $k(t)$ is constant, but no boundedness of the solution. Both physical and numerical results indicate that the solution should be bounded. Later in [2], Cimatti proved that all solutions of (1.1), (1.2) are bounded under the following assumption:
$(\mathrm{H} 3)^{\prime} \quad$ There exist three positive constants $\sigma_{m}, \sigma_{M}$ and $k_{m}$ such that $\sigma_{m} \leqq \sigma(t) \leqq \sigma_{M}$ and $k(t) \geqq k_{m}$ for all $t \geqq u_{m}$.

The assumption (H3)' is very restrictive and it excludes important practical cases as in (1.3), (1.4).

We would like to indicate that the results in [2] and [3] furnished the motivation for this work.
2. Estimates. We define the weak solutions of the system (1.1), (1.2) as couples $(u(x), \varphi(x)) \in H^{1}(\Omega)$, which satisfy

$$
\begin{gather*}
\varphi-\varphi_{0} \in H_{0}^{1}(\Omega), \quad \int_{\Omega} \sigma(u) \nabla \varphi \nabla \chi=0 \quad \forall \chi \in H_{0}^{1}(\Omega) ;  \tag{2.1}\\
u-u_{0} \in H_{0}^{1}(\Omega), \quad \int_{\Omega} k(u) \nabla u \nabla v=\int_{\Omega} \sigma(u)|\nabla \varphi|^{2} v \quad \forall v \in H_{0}^{1}(\Omega) . \tag{2.2}
\end{gather*}
$$

A solution $(u, \varphi)$ is a $C^{\alpha}(\bar{\Omega})(0 \leqq \alpha \leqq 1)$ solution of (1.1), (1.2), or equivalently, of (2.1), (2.2) if and only if $u$ and $\varphi$ are in $C^{\alpha}(\bar{\Omega})$ and satisfy (2.1), (2.2).

In what follows, $C$ denotes a generic constant which may differ from proof to proof or even within the same proof.

Theorem 2.1 (Boundedness estimate). Let $(u, \varphi)$ be a positive $C^{\alpha}(\bar{\Omega})$ solution of (2.1), (2.2), then

$$
\begin{array}{ll}
0 \leqq \varphi(x) \leqq \varphi_{M} & \text { on } \bar{\Omega}, \\
u_{m} \leqq u(x) \leqq M & \text { on } \bar{\Omega}, \tag{2.4}
\end{array}
$$

where $M$ is a positive constant independent of $u$.
Proof. Since $u \in C^{\alpha}(\bar{\Omega})(0<\alpha<1)$ and is positive, $0 \leqq \min _{\Omega} u \leqq u(x) \leqq \max _{\Omega} u<$ $\infty$. So $0<\min _{\Omega} \sigma(u) \leqq \max _{\Omega} \sigma(u)<\infty$ and $0<\min _{\Omega} k(u) \leqq \max _{\Omega} k(u)<\infty$ by (H3). This implies that the system

$$
\begin{gather*}
\varphi-\varphi_{0} \in H_{0}^{1}(\Omega), \quad \int_{\Omega} \sigma(u) \nabla \varphi \nabla \chi=0 \quad \forall \chi \in H_{0}^{1}(\Omega),  \tag{2.5}\\
u-u_{0} \in H_{0}^{1}(\Omega), \quad \int_{\Omega} k(u) \nabla u \nabla v=\int_{\Omega} \sigma(u)|\nabla \varphi|^{2} v \quad \forall v \in H_{0}^{1}(\Omega) \tag{2.6}
\end{gather*}
$$

is uniformly elliptic. Furthermore, $\varphi \in C^{1}(\bar{\Omega})$ by (2.5) and (H2), (H3) and standard elliptic estimates [4]. We apply the weak maximum principle [4] to both equations. We have that $0 \leqq \min _{\partial \Omega} \varphi_{0} \leqq \varphi(x) \leqq \max _{\partial \Omega} \varphi_{0} \leqq \varphi_{M}$ and $u(x) \geqq \min _{\partial \Omega}\left(u_{0}\right) \geqq u_{m}$ on $\bar{\Omega}$. In order to get the upper bound on $u$, we employ the same transformation that was used in [2].

Let $\chi=\varphi v \in H_{0}^{1}(\Omega)$ for $v \in H_{0}^{1}(\Omega)$, and substitute it into (2.1). We have

$$
\begin{equation*}
\int_{\Omega} \sigma(u)|\nabla \varphi|^{2} v=-\int_{\Omega} \sigma(u) \varphi \nabla \varphi \nabla v \quad \forall v \in H_{0}^{1}(\Omega) . \tag{2.7}
\end{equation*}
$$

Replace the right-hand side of the equation in (2.2) by (2.7). We see that $u$ satisfies

$$
\begin{equation*}
u-u_{0} \in H_{0}^{1}(\Omega), \quad \int_{\Omega} k(u) \nabla u \nabla v=-\int_{\Omega} \sigma(u) \varphi \nabla \varphi \nabla v \quad \forall v \in H_{0}^{1}(\Omega) . \tag{2.8}
\end{equation*}
$$

Furthermore, we let $\xi(x)=\frac{1}{2} \varphi^{2}(x)+\int_{u_{m}}^{u(x)}(k(t) / \sigma(t)) d t$ and $\xi_{0}(x)=\frac{1}{2} \varphi_{0}^{2}(x)+$ $\int_{u_{m}}^{u_{0}(x)}(k(t) / \sigma(t)) d t$. It is easy to see that $\xi(x)$ and $\xi_{0}(x)$ are in $H^{1}(\Omega)$. From (2.8), we have that $\xi(x)$ satisfies

$$
\xi-\xi_{0} \in H_{0}^{1}(\Omega), \quad \int_{\Omega} \sigma(u) \nabla \xi \nabla v=0 \quad \forall v \in H_{0}^{1}(\Omega)
$$

By the weak maximum principle, $\min _{\partial \Omega} \xi_{0} \leqq \xi(x) \leqq \max _{\partial \Omega} \xi_{0}$ on $\bar{\Omega}$, i.e., we have

$$
\int_{u_{m}}^{u(x)} \frac{k(t)}{\sigma(t)} d t \leqq \frac{1}{2} \varphi^{2}+\int_{u_{m}}^{u(x)} \frac{k(t)}{\sigma(t)} d t \leqq \frac{1}{2} \varphi_{M}^{2}+\int_{u_{m}}^{u_{M}} \frac{k(t)}{\sigma(t)} d t .
$$

It follows that

$$
\int_{u_{M}}^{u(x)} \frac{k(t)}{\sigma(t)} d t \leqq \frac{1}{2} \varphi_{M}^{2}
$$

Now if $u(x) \leqq u_{M}$ for $x \in \bar{\Omega}$, we take $M=u_{M}$. Otherwise, if $u(x) \geqq u_{M}$ for some $x \in \bar{\Omega}$, then by (H3),

$$
\frac{k(t)}{\sigma(t)} \geqq f(t)>0 \quad \text { for } t \geqq u_{M}
$$

implies

$$
\int_{u_{M}}^{u(x)} f(t) d t \leqq \frac{1}{2} \varphi_{M}^{2} .
$$

Assume first that $\int_{u_{M}}^{\infty} f(t) d t=+\infty$. The inequality above implies that there exists a bound $\tau>0$ (which is independent of $u(x)$ ) such that $u(x) \leqq \tau$. Now select $t_{n}$ such that $t_{n} \geqq \max \left\{\tau, u_{M}\right\}$ and note that $u(x) \leqq t_{n}$ for $x \in \bar{\Omega}$. We define $M=t_{n}$. Next, if $\int_{u_{M}}^{\infty} f(t) d t<\infty$ and $\int_{u_{M}}^{\infty} f(t) d t>\frac{1}{2} \varphi_{M}^{2}$, then there exists a small positive constant $\varepsilon>0$ such that

$$
\int_{u_{M}}^{\infty} f(t) d t \geqq \frac{1}{2} \varphi_{M}^{2}+\varepsilon .
$$

Thus

$$
\int_{u_{M}}^{\infty} f(t) d t-\varepsilon \geqq \frac{1}{2} \varphi_{M}^{2} \geqq \int_{u_{M}}^{u(x)} f(t) d t,
$$

and so

$$
\int_{u(x)}^{\infty} f(t) d t \geqq \varepsilon>0
$$

This implies that there exists a $\tau>0$ such that $u(x) \leqq \tau$. As before, we let $t_{n} \geqq \max \left\{u_{M}, \tau\right\}$ and let $M=t_{n}$. Estimate (2.4) is proved.

Now truncate $\sigma(t)$ and $k(t)$ as follows:

$$
\sigma^{*}(t)= \begin{cases}\sigma\left(u_{m}\right), & 0 \leqq t \leqq u_{m}  \tag{2.9}\\ \sigma(t), & u_{m} \leqq t \leqq M \\ \sigma(M), & M \leqq t<\infty\end{cases}
$$

and

$$
k^{*}(t)= \begin{cases}k\left(u_{m}\right), & 0 \leqq t \leqq u_{m}  \tag{2.10}\\ k(t), & u_{m} \leqq t \leqq M \\ k(M), & M \leqq t<\infty\end{cases}
$$

Consider the following truncated system:

$$
\begin{gather*}
\varphi-\varphi_{0} \in H_{0}^{1}(\Omega), \quad \int_{\Omega} \sigma^{*}(u) \nabla \varphi \nabla \chi=0 \quad \forall \chi \in H_{0}^{1}(\Omega)  \tag{2.11}\\
u-u_{0} \in H_{0}^{1}(\Omega), \quad \int_{\Omega} k^{*}(u) \nabla u \nabla v=\int_{\Omega} \sigma^{*}(u)|\nabla \varphi|^{2} v \quad \forall v \in H_{0}^{1}(\Omega) .
\end{gather*}
$$

We see that the truncated problem (2.11), (2.12) is a uniformly elliptic system. In fact, there exist two positive constants $\lambda_{m} \geqq \lambda_{M}$, such that

$$
\begin{equation*}
\lambda_{m} \leqq \sigma^{*}(t), \quad k^{*}(t) \leqq \lambda_{M} \quad \text { for all } t \geqq 0 \tag{2.13}
\end{equation*}
$$

Moreover, $\sigma^{*}(t), k^{*}(t)$ are still Lipschitz for $t \geqq 0$ and satisfy (1.6). Let us check in detail that $\sigma^{*}(t), k^{*}(t)$ satisfy (1.6). By definition of $\sigma^{*}(t)$ and $k^{*}(t)$, we have

$$
\frac{k^{*}(t)}{\sigma^{*}(t)}= \begin{cases}k\left(u_{m}\right) / \sigma\left(u_{m}\right), & 0 \leqq t \leqq u_{m} \\ k(t) / \sigma(t), & u_{m} \leqq t \leqq M \\ k(M) / \sigma(M), & M \leqq t<\infty\end{cases}
$$

Thus

$$
\begin{gathered}
\frac{k^{*}(t)}{\sigma^{*}(t)}=\frac{k(t)}{\sigma(t)} \geqq f(t)>0 \quad \text { for } u_{m} \leqq u_{M} \leqq t \leqq M \\
\frac{k^{*}(t)}{\sigma^{*}(t)}=\frac{k(M)}{\sigma(M)} \geqq f(M)=f\left(t_{n}\right) \geqq f(t) \quad \text { for } t \in\left[t_{n}, \infty\right),
\end{gathered}
$$

by (b) of $\mathrm{H}(3)$, i.e., (1.6) holds for $\sigma^{*}(t)$ and $k^{*}(t)$ with the same $f$.
Lemma 2.1. Any solution ( $u, \varphi$ ) of (2.11), (2.12) satisfies the bound (2.3), (2.4).
Proof. Since (2.11), (2.12) is uniformly elliptic, by the weak maximum principle [4], it follows that $0 \leqq \varphi(x) \leqq \varphi_{M}$ and $u(x) \geqq u_{m}$ on $\bar{\Omega}$. Let $\xi^{*}(x)=$ $\frac{1}{2} \varphi^{2}(x)+\int_{u_{m}}^{u(x)}\left(k^{*}(t) / \sigma^{*}(t)\right) d t$ and $\xi_{0}(x)=\frac{1}{2} \varphi_{0}^{2}(x)+\int_{u_{m}}^{u_{0}(x)}\left(k^{*}(t) / \sigma^{*}(t)\right) d t=\frac{1}{2} \varphi_{0}^{2}(x)+$ $\int_{u_{m}}^{u_{0}(x)}(k(t) / \sigma(t)) d t$ since $u_{0}(x) \leqq M$. The result then follows by the same argument as in the proof of Theorem 2.1, if we can verify that $\xi^{*}$ and $\xi_{0}^{*}$ are in $H^{1}(\Omega)$. In fact, $\varphi_{0}$ and $\varphi$ are bounded and in $H^{1}(\Omega)$, and so are $\frac{1}{2} \varphi^{2}$ and $\frac{1}{2} \varphi_{0}^{2}$. Also, since $u$ and $u_{0}$ are in $H^{1}(\Omega)$ and $\lambda_{m} / \lambda_{M} \leqq k^{*}(t) / \sigma^{*}(t) \leqq \lambda_{M} / \lambda_{m}$ by (2.13), then $\int_{u_{m}}^{u(x)}\left(k^{*}(t) / \sigma^{*}(t)\right) d t$ and $\int_{u_{m}}^{u_{0}(x)}\left(k^{*}(t) / \sigma^{*}(t)\right) d t=\int_{u_{m}}^{u_{0}(x)}(k(t) / \sigma(t)) d t$ are in $H^{1}(\Omega)$. The lemma is proved.

Corollary 2.1. Any positive $C^{\alpha}(\bar{\Omega})$ solution of (2.1), (2.2) is a $C^{\alpha}(\bar{\Omega})$ solution of (2.11), (2.12) and any $C^{\alpha}(\bar{\Omega})$ solution of (2.11), (2.12) is a positive $C^{\alpha}(\bar{\Omega})$ solution of (2.1), (2.2).

Hence, the existence of a positive $C^{\alpha}(\bar{\Omega})$ solution of (2.1), (2.2) is equivalent to the existence of a $C^{\alpha}(\bar{\Omega})$ solution of the uniformly elliptic system (2.11), (2.12). The rest of this paper is devoted to the proof of existence of a $C^{\alpha}(\bar{\Omega})$ solution of (2.11), (2.12).

Theorem $2.2\left(H^{1}(\Omega)\right.$ estimate). Let $(u, \varphi)$ be a $C^{\alpha}(\bar{\Omega})$ solution of (2.11), (2.12). We have the following estimates:

$$
\begin{gather*}
\|\varphi\|_{H^{1}(\Omega)} \leqq C\left\|\varphi_{0}\right\|_{H^{1}(\Omega)} ;  \tag{2.14}\\
\|u\|_{H^{1}(\Omega)} \leqq C\left(\left\|\varphi_{0}\right\|_{H^{1}(\Omega)}+\left\|u_{0}\right\|_{H^{1}(\Omega)}\right) \tag{2.15}
\end{gather*}
$$

where $C$ only depends on $u_{m}, M, \lambda_{m}$, and $\lambda_{M}$.
Proof. Estimate (2.14) is obtained by letting $\chi=\varphi-\varphi_{0}$ in (2.11), i.e.,

$$
\varphi-\varphi_{0} \in H_{0}^{1}(\Omega), \quad \int_{\Omega} \sigma^{*}(u) \nabla \varphi \cdot \nabla\left(\varphi-\varphi_{0}\right) d x=0
$$

Thus

$$
\int_{\Omega} \sigma^{*}(u)\left|\nabla\left(\varphi-\varphi_{0}\right)\right|^{2} d x=-\int_{\Omega} \sigma^{*}(u) \nabla \varphi_{0} \cdot \nabla\left(\varphi-\varphi_{0}\right) d x .
$$

Using (2.13) and the Schwarz inequality, we obtain

$$
\left\|\nabla\left(\varphi-\varphi_{0}\right)\right\|_{L^{2}(\Omega)} \leqq C\left\|\nabla \varphi_{0}\right\|_{L^{2}(\Omega)} \leqq C\left\|\varphi_{0}\right\|_{H^{1}(\Omega)} .
$$

Note that $\left\|\varphi-\varphi_{0}\right\|_{H^{1}(\Omega)} \leqq C\left\|\nabla\left(\varphi-\varphi_{0}\right)\right\|_{L^{2}(\Omega)}$ since $\varphi-\varphi_{0} \in H_{0}^{1}(\Omega)$, and hence

$$
\|\varphi\|_{H^{1}(\Omega)} \leqq\left\|\varphi-\varphi_{0}\right\|_{H^{1}(\Omega)}+\left\|\varphi_{0}\right\|_{H^{1}(\Omega)} \leqq C\left\|\varphi_{0}\right\|_{H^{1}(\Omega)}
$$

by (2.7). We rewrite (2.12) as

$$
u-u_{0} \in H_{0}^{1}(\Omega), \quad \int_{\Omega} k^{*}(u) \nabla u \nabla v d x=-\int_{\Omega} \sigma^{*}(u) \varphi \nabla \varphi \nabla v d x .
$$

Since $\varphi \in L^{\infty}(\Omega)$ and $\nabla \varphi$ can be estimated by (2.14), the same argument as above can be used to obtain (2.15).

Next, we want to establish $C^{\alpha}(\bar{\Omega})(0<\alpha<1)$ estimates for the solutions of (2.11), (2.12). This is done by employing $L^{2, \mu}(\Omega)$ estimates for equations in divergence form. For convenience to the readers, we first state the definition and some related results about $L^{2, \mu}(\Omega)$ spaces.

Definition 2.1. We say that an $L^{2}(\Omega)$-function $u \in L^{2, \mu}(\Omega)$ if $u$ satisfies

$$
\begin{equation*}
[u]_{2, \mu, \Omega}=\left(\sup _{\substack{x_{0} \in \bar{\Omega} \\ 0<\rho<\infty}} \rho^{-\mu} \int_{\Omega \cap B\left(x_{0}, \rho\right)}\left|u-u_{x_{0}, \rho}\right|^{2} d x\right)^{1 / 2}<\infty \tag{2.16}
\end{equation*}
$$

where $u_{x_{0}, \rho}=\left(1 / \operatorname{mes}\left(B\left(x_{0}, \rho\right) \cap \Omega\right)\right) \int_{B\left(x_{0}, \rho\right) \cap \Omega} u d x, x_{0} \in \bar{\Omega}$.
We recall that $\partial \Omega \in C^{1}$ by (H1).
Lemma 2.2. For $0 \leqq \mu \leqq N+2, L^{2, \mu}(\Omega)$ is a Banach space under the norm $\|u\|_{L^{2, \mu}(\Omega)}=\|u\|_{L^{2}(\Omega)}+[u]_{2, \mu, \Omega}$.

Lemma 2.3. (i) If $0 \leqq \mu \leqq N, L^{\infty}(\Omega) \subset L^{2, \mu}(\Omega)$ and $L^{\infty}(\Omega)$ is a space of multipliers for $L^{2, \mu}(\Omega)$.
(ii) If $N<\mu \leqq N+2, L^{2, \mu}(\Omega)$ is isomorphic to $C^{\alpha}(\bar{\Omega})$ with $\alpha=(\mu-N) / 2$.

Lemma 2.4. Let $u \in H^{1}(\Omega)$ and $\nabla u \in L^{2, \mu}(\Omega)$ with $0 \leqq \mu<N$; then $u \in L^{2, \mu+2}(\Omega)$ with

$$
\|u\|_{L^{2, \mu+2}(\Omega)} \leqq C\left(\|u\|_{L^{2}(\Omega)}+\|\nabla u\|_{L^{2, \mu}(\Omega)}\right),
$$

where $C$ is independent of $u$.
The proofs of the above three lemmas can be found in [7, pp. 28-63]. Our $L^{2, \mu}(\Omega)$ estimate is based on the next lemma, which is a special case of Theorem 2.19 in [7, p. 124]. We note here that Theorem 2.19 in [7] is established explicitly only for $N \geqq 3$, but our $L^{2, \mu}(\Omega)$ estimates (Lemma 2.5 ) are true not only for $N \geqq 3$ but also for $N=2$ (see $[6, \S 5]$ ). For the case where $N=1$, we can get $C^{\alpha}(\bar{\Omega})$ estimates directly by Sobolev's Embedding Theorem.

Lemma 2.5. Let $u \in H_{0}^{1}(\Omega)$ satisfy

$$
\begin{equation*}
\int_{\Omega} a^{i j} u_{x_{i}} v_{x_{j}}=\int_{\Omega} f^{i} v_{x_{i}} \quad \forall v \in H_{0}^{1}(\Omega), \tag{2.17}
\end{equation*}
$$

with $\lambda\|\xi\|^{2} \leqq a^{i j} \xi_{i} \xi_{j} \leqq \Lambda\|\xi\|^{2}, \Lambda \geqq \lambda>0, \xi \in R^{N} \mid 0$, and $f^{i} \in L^{2, \mu}(\Omega)$. Then $\nabla u \in L^{2, \mu}(\Omega)$ and, moreover, we have

$$
\|\nabla u\|_{L^{2, \mu}(\Omega)} \leqq C\left(\sum\left\|f^{i}\right\|_{L^{2, \mu}(\Omega)}+\|u\|_{H^{1}(\Omega)}\right),
$$

where $0<\mu<\mu_{0}=N-2+2 \delta_{0}, 0<\delta_{0}<1$, and $\delta_{0}$, C only depend on $\lambda, \Lambda$, and $\Omega$.
Theorem $2.3\left(L^{2, \mu}(\Omega)\right.$ estimates). Let $(u, \varphi) \in H^{1}(\Omega)$ be a $C^{\alpha}(\bar{\Omega})$ solution of (2.11), (2.12). Then we have that

$$
\begin{gather*}
\|\nabla \varphi\|_{L^{2, \mu}(\Omega)} \leqq C\left(\left\|\varphi_{0}\right\|_{H^{1}(\Omega)}+\left\|\nabla \varphi_{0}\right\|_{L^{2, \mu}(\Omega)}\right),  \tag{2.18}\\
\|\nabla u\|_{L^{2, \mu}(\Omega)} \leqq C\left(\left\|\varphi_{0}\right\|_{H^{1}(\Omega)}+\left\|u_{0}\right\|_{H^{1}(\Omega)}+\left\|\nabla \varphi_{0}\right\|_{L^{2, \mu}(\Omega)}+\left\|\nabla u_{0}\right\|_{L^{2, \mu}(\Omega)}\right), \tag{2.19}
\end{gather*}
$$

where $C$ only depends on $\lambda_{m}, M, \Lambda_{M}, u_{m}, \varphi_{M}$, and $\Omega$, and $0<\mu<\mu_{0}=N-2+2 \delta_{0}$, $0<\delta_{0}<1$ depends on $\lambda_{m}$ and $\lambda_{M}$ only.

Proof. Rewrite (2.11), (2.12) in the following forms:

$$
\begin{align*}
\psi \in H_{0}^{1}(\Omega), & \int_{\Omega} \sigma^{*}(u) \nabla \psi \nabla \chi=-\int_{\Omega} \sigma^{*}(u) \nabla \varphi_{0} \nabla \chi \quad \forall \chi \in H_{0}^{1}(\Omega),  \tag{2.20}\\
W \in H_{0}^{1}(\Omega), & \int_{\eta} k^{*}(u) \nabla W \nabla v \\
& =\int_{\Omega} \sigma^{*}(u)|\nabla \varphi|^{2} v-\int_{\Omega} k^{*}(u) \nabla u_{0} \nabla v \quad \forall v \in H_{0}^{1}(\Omega) ; \tag{2.21}
\end{align*}
$$

and

$$
\begin{equation*}
\varphi(x)=\psi(x)+\varphi_{0}(x) \quad \text { and } \quad u(x)=W(x)+u_{0}(x) \quad \text { on } \bar{\Omega} . \tag{2.22}
\end{equation*}
$$

Since ( $u, \varphi$ ) solves (2.11), (2.12), ( $W, \psi$ ) solves (2.20), (2.21). By assumption (H2) and Lemmas 2.3 and 2.5, we have that

$$
\begin{equation*}
\|\nabla \psi\|_{L^{2, \mu}(\Omega)} \leqq C\left(\left\|\sigma^{*}(U) \nabla \varphi_{0}\right\|_{L^{2, \mu}(\Omega)}+\|\psi\|_{H^{1}(\Omega)}\right), \tag{2.23}
\end{equation*}
$$

where $0<\mu<\mu_{0}=N-2+2 \delta_{0}, 0<\delta_{0}<1$ only depend on $\lambda_{m}$ and $\lambda_{M}$. Since $\int_{\Omega} \sigma^{*}(u)|\nabla \varphi|^{2} v d x=-\int_{\Omega} \sigma^{*}(u) \varphi \nabla \varphi \nabla v d x \quad$ for $\quad$ all $\quad v \in H_{0}^{1}(\Omega)$, we replace $\int_{\Omega} \sigma^{*}(u)|\nabla \varphi|^{2} v d x$ by $-\int_{\Omega} \sigma^{*}(u) \varphi \nabla \varphi \nabla v d x$ on the right-hand side of the equation in (2.21). We apply Lemma 2.5 again to obtain

$$
\begin{equation*}
\|\nabla W\|_{L^{2, \mu}(\Omega)} \leqq C\left(\left\|\sigma^{*}(u) \varphi \nabla \varphi\right\|_{L^{2, \mu}(\Omega)}+\left\|k^{*}(u) \nabla u_{0}\right\|_{L^{2, \mu}(\Omega)}+\|W\|_{H^{1}(\Omega)}\right) . \tag{2.24}
\end{equation*}
$$

Now, by Lemma 2.3, since $\mu<\mu_{0}=N-2+2 \delta_{0}<N$, it follows that

$$
\begin{align*}
& \left\|\sigma^{*}(u) \nabla \varphi_{0}\right\|_{L^{2, \mu}(\Omega)} \leqq\left\|\sigma^{*}(u)\right\|_{L^{\infty}(\Omega)}\left\|\nabla \varphi_{0}\right\|_{L^{2, \mu}(\Omega)} \leqq \lambda_{M}\left\|\nabla \varphi_{0}\right\|_{L^{2, \mu}(\Omega)},  \tag{2.25}\\
& \left\|\sigma^{*}(u) \varphi \nabla \varphi\right\|_{L^{2, \mu}(\Omega)} \leqq\left\|\sigma^{*}(u)\right\|_{L^{\infty}(\Omega)}\|\varphi\|_{L^{\infty}(\Omega)}\|\nabla \varphi\|_{L^{2, \mu}(\Omega)} \leqq \lambda_{M} \varphi_{M}\|\nabla \varphi\|_{L^{2, \mu}(\Omega)}  \tag{2.26}\\
& \left\|k^{*}(u) \nabla u_{0}\right\|_{L^{2, \mu}(\Omega)} \leqq\left\|k^{*}(u)\right\|_{L^{\infty}(\Omega)}\left\|\nabla u_{0}\right\|_{L^{2, \mu}(\eta)} \leqq \lambda_{M}\left\|\nabla u_{0}\right\|_{L^{2, \mu}(\Omega)} . \tag{2.27}
\end{align*}
$$

By Theorem 2.2 and (2.22), we conclude

$$
\begin{gather*}
\|\psi\|_{H^{1}(\Omega)} \leqq\|\varphi\|_{H^{1}(\Omega)}+\left\|\varphi_{0}\right\|_{H^{1}(\Omega)} \leqq C\left\|\varphi_{0}\right\|_{H^{1}(\Omega)},  \tag{2.28}\\
\|W\|_{H^{1}(\Omega)} \leqq\|u\|_{H^{1}(\Omega)}+\left\|u_{0}\right\|_{H^{1}(\Omega)} \leqq C\left(\left\|u_{0}\right\|_{H^{1}(\Omega)}+\left\|\varphi_{0}\right\|_{H^{1}(\Omega)}\right) . \tag{2.29}
\end{gather*}
$$

By combining (2.23), (2.25), and (2.28), we get

$$
\begin{equation*}
\|\nabla \varphi\|_{L^{2, \mu}(\Omega)} \leqq\|\nabla \varphi\|_{L^{2, \mu}(\Omega)}+\left\|\nabla \varphi_{0}\right\|_{L^{2, \mu}(\Omega)} \leqq C\left(\left\|\nabla \varphi_{0}\right\|_{L^{2, \mu}(\Omega)}+\left\|\varphi_{0}\right\|_{H^{1}(\Omega)}\right) . \tag{2.30}
\end{equation*}
$$

And, by (2.24), (2.26), (2.27), (2.29), and (2.30), it follows that

$$
\begin{align*}
\|\nabla u\|_{L^{2, \mu}(\Omega)} & \leqq\|\nabla W\|_{L^{2, \mu}(\Omega)}+\left\|\nabla u_{0}\right\|_{L^{2, \mu}(\Omega)}  \tag{2.31}\\
& \leqq C\left(\left\|\nabla \varphi_{0}\right\|_{L^{2, \mu}(\Omega)}+\left\|\nabla u_{0}\right\|_{L^{2, \mu}(\Omega)}+\left\|\varphi_{0}\right\|_{H^{1}(\Omega)}+\left\|u_{0}\right\|_{H^{1}(\Omega)}\right) .
\end{align*}
$$

Since (2.30), (2.31) hold for all $\mu$ with $0<\mu<\mu_{0}=N-2+2 \delta_{0}, 0<\delta_{0}<1$, the theorem follows.

Corollary 2.2. There exist positive constants $K, \delta_{0}$ such that for any $C^{\alpha}(\bar{\Omega})$ solution $(u, \varphi)$ of (2.11), (2.12), we have

$$
\begin{equation*}
\|u\|_{C^{\gamma}(\bar{\Omega})} \leqq K \quad \text { and } \quad\|\varphi\|_{C^{\gamma}(\bar{\Omega})} \leqq K \tag{2.32}
\end{equation*}
$$

for all $\gamma$ with $0<\gamma<\delta_{0}$.

Proof. We need only employ Lemmas 2.3 and 2.4 and Theorem 2.3.
In conclusion we remark that the $H^{1}(\Omega), L^{2, \mu}(\Omega)$, and $C^{\gamma}$ bounds are a consequence of the uniform coefficient bounds and not of the specific nonlinear structure of the equations.
3. Main theorem. We fix $\alpha_{0}$ in $\left(0, \delta_{0}\right)$ and consider the existence of a $C^{\alpha_{0}}(\bar{\Omega})$ solution of (2.11), (2.12)).

Theorem 3.1 (Existence Theorem). There exists at least one $C^{\alpha_{0}}(\bar{\Omega})$ solution of (2.11), (2.12).

Proof. Let $S=\left\{u \in C^{\alpha_{0}}(\bar{\Omega}) \mid\|u\|_{C^{\alpha_{0}(\bar{\Omega})}} \leqq K\right.$ and $u(x) \geqq u_{m}$ on $\left.\bar{\Omega}\right\}$, where $K$ is determined in Corollary 2.2. Obviously, $S$ is a closed convex set in $C^{\alpha_{o}}(\bar{\Omega})$. We prove the result by constructing a completely continuous map $T$ from $S$ into $S$ and then applying Schauder's Fixed-Point Theorem. For $u \in S$, we define $W=T u$ by the following:

$$
\begin{gather*}
\varphi-\varphi_{0} \in H_{0}^{1}(\Omega), \quad \int_{\Omega} \sigma^{*}(u) \nabla \varphi \nabla \chi=0 \quad \forall \chi \in H_{0}^{1}(\Omega) ;  \tag{3.1}\\
W-u_{0} \in H_{0}^{1}(\Omega), \quad \int_{\Omega} k^{*}(u) \nabla W \nabla v=\int_{\Omega} \sigma^{*}(u)|\nabla \varphi|^{2} v \quad \forall v \in H_{0}^{1}(\Omega) . \tag{3.2}
\end{gather*}
$$

We first note that $T$ is well defined from $S$ into $S$. In fact, since (3.1) is a linear uniformly elliptic Dirichlet problem, we conclude by standard linear theory [4] that there exists a unique solution $\varphi$ in $C^{1}(\bar{\Omega})$. By Lemma $2.5, \nabla \varphi \in L^{2, \mu}(\Omega)$ with $0<\mu<\mu_{0}=$ $N-2+2 \delta_{0}$. If we substitute the solution $\varphi$ of (3.1) into (3.2), we get another linear uniformly elliptic Dirichlet problem. Since $\int_{\Omega} \sigma^{*}(u)|\nabla \varphi|^{2} v d x=-\int_{\Omega} \sigma^{*}(u) \varphi \nabla \varphi \nabla v d x$, the right-hand side of the equation in (3.2) defines a bounded linear functional on $H_{0}^{1}(\Omega)$. By the Lax-Milgram theorem [4], there exists a unique solution $W \in H^{1}(\Omega)$ and also by Lemma $2.5, \nabla W \in L^{2, \mu}(\Omega)$. Now ( $\varphi, W$ ) solves (3.1), (3.2). By the same arguments as in the proof of Theorem 2.3 and the corollary, we have $\|W\|_{C^{\alpha}(\bar{\Omega})} \leqq K$, with $\alpha$ in $\left(0, \delta_{0}\right)$. In particular, let $\alpha=\alpha_{0}$. and note that we get $\|W\|_{C^{\alpha_{0}(\bar{\Omega})}} \leqq K$ and $W \geqq u_{m}$ by the maximum principle, i.e., there exists a unique $W=T u$ in $S$. It follows that $T$ is well defined.

Next we prove that (i) $T$ is continuous and (ii) $T$ is compact. Let $\left\{u_{n}\right\}_{n=1}^{\infty}$ and $u$ in $S$ be such that $u_{n} \rightarrow u$ in $C^{\alpha_{o}}(\bar{\Omega})$ as $n \rightarrow \infty$. Let $\left(\varphi_{n}, W_{n}\right)$ and $(\varphi, W)$ be the solutions of (3.1), (3.2) corresponding to $u_{n}$ and $u, n=1,2, \cdots$; we show that $W_{n} \rightarrow W$ in $C^{\alpha_{0}}(\bar{\Omega})$. Since $\varphi_{n}, \varphi$ solve (3.1) with respect to $u_{n}$ and $u$, we have

$$
\begin{equation*}
\varphi_{n}-\varphi \in H_{0}^{1}(\Omega), \quad \int_{\Omega} \sigma^{*}\left(u_{n}\right) \nabla\left(\varphi_{n}-\varphi\right) \nabla \chi=\int_{\Omega}\left(\sigma^{*}(u)-\sigma^{*}\left(u_{n}\right)\right) \nabla \varphi \nabla \chi \tag{3.3}
\end{equation*}
$$

for any $\chi \in H_{0}^{1}(\Omega)$, i.e., $\psi=\varphi_{n}-\varphi$ solves the following problem:

$$
\begin{equation*}
\psi \in H_{0}^{1}(\Omega), \quad \int_{\Omega} \sigma^{*}\left(u_{n}\right) \nabla \psi \nabla \chi=\int_{\Omega}\left(\sigma^{*}(u)-\sigma^{*}\left(u_{n}\right)\right) \nabla \varphi \nabla \chi \quad \forall \chi \in H_{0}^{1}(\Omega) \tag{3.4}
\end{equation*}
$$

By the estimate of Lemma 2.5 we have

$$
\begin{equation*}
\left\|\nabla\left(\varphi_{n}-\varphi\right)\right\|_{L^{2, \mu}(\Omega)} \leqq C\left(\left\|\left(\sigma^{*}(u)-\sigma^{*}\left(u_{n}\right)\right) \nabla \varphi\right\|_{L^{2, \mu}(\Omega)}+\left\|\varphi_{n}-\varphi\right\|_{H^{1}(\Omega)}\right) . \tag{3.5}
\end{equation*}
$$

From Lemma 2.3, $\left\|\left(\sigma^{*}(u)-\sigma^{*}\left(u_{n}\right)\right) \nabla \varphi\right\|_{L^{2, \mu}(\Omega)} \leqq \max _{\Omega}\left\|\sigma^{*}(u)-\sigma^{*}\left(u_{n}\right)\right\|$. $\|\nabla \varphi\|_{L^{2, \mu}(\Omega)} \leqq C K \max \left\|\sigma^{*}(u)-\sigma^{*}\left(u_{n}\right)\right\|$ and by letting $\chi=\varphi_{n}-\varphi$ in (3.3), we get $\left\|\varphi_{n}-\varphi\right\|_{H^{1}(\Omega)} \leqq C \max _{\Omega}\left\|\sigma^{*}(u)-\sigma^{*}\left(u_{n}\right)\right\|\|\varphi\|_{H^{1}(\Omega)} \leqq K C \max \left\|\sigma^{*}(u)-\sigma^{*}\left(u_{n}\right)\right\|$. Note
that $u_{n} \rightarrow u$ in $C^{\alpha_{o}}(\bar{\Omega})$ implies $u_{n} \rightarrow u$ uniformly on $\bar{\Omega}$. By the continuity of $\sigma^{*}(t)$. It follows that

$$
\max _{\Omega}\left\|\sigma^{*}(u)-\sigma^{*}\left(u_{n}\right)\right\| \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

i.e.,

$$
\begin{equation*}
\left\|\nabla\left(\varphi_{n}-\varphi\right)\right\|_{L^{2, \mu}(\Omega)} \rightarrow 0 \quad \text { as } n \rightarrow \infty, \quad \text { for } 0<\mu<\mu_{0} . \tag{3.6}
\end{equation*}
$$

By Lemmas 2.3 and 2.4, $\varphi_{n} \rightarrow \varphi$ in $C^{\alpha_{o}}(\bar{\Omega})$. Moreover, for $0<\mu<\mu_{0}$, we have

$$
\left\|\varphi_{n} \nabla \varphi_{n}-\varphi \nabla \varphi\right\|_{L^{2, \mu}(\Omega)} \leqq\left\|\varphi_{n}-\varphi\right\|_{C(\bar{\Omega})}\left\|\nabla \varphi_{n}\right\|_{L^{2, \mu}(\Omega)}+\|\varphi\|_{C(\Omega)}\left\|\varphi_{n}-\nabla \varphi\right\|_{L^{2, \mu}(\Omega)}
$$

i.e.

$$
\left\|\varphi_{n} \nabla \varphi_{n}-\varphi \nabla \varphi\right\|_{L^{2, \mu}(\Omega)} \rightarrow 0 \quad \text { as } n \rightarrow \infty .
$$

Next note that $W_{n}$ and $W$ satisfy the following:

$$
\begin{array}{ll}
\int_{\Omega} \mathrm{k}^{*}\left(\mathrm{u}_{\mathrm{n}}\right) \nabla \mathrm{W}_{\mathrm{n}} \nabla \mathrm{v}=\int_{\Omega} \sigma^{*}\left(\mathrm{u}_{\mathrm{n}}\right)\left|\nabla \varphi_{\mathrm{n}}\right|^{2} \mathrm{v} & \forall \mathrm{v} \in \mathrm{H}_{0}^{1}(\Omega), \\
\int_{\Omega} \mathrm{k}^{*}(\mathbf{u}) \nabla W \nabla \mathrm{v}=\int_{\Omega} \sigma^{*}(\mathbf{u})|\nabla \varphi|^{2} v & \forall v \in \mathrm{H}_{0}^{1}(\Omega)
\end{array}
$$

Applying (2.7) to both the equations and subtracting yields

$$
\begin{aligned}
& \int_{\Omega} k^{*}\left(u_{n}\right) \nabla\left(W_{n}-W\right) \nabla v=\int_{\Omega}\left[\left(\sigma^{*}(u)-\sigma^{*}\left(u_{n}\right)\right) \varphi_{n} \nabla \varphi_{n}+\sigma^{*}(u)\left(\varphi \nabla \varphi-\varphi_{n} \nabla \varphi_{n}\right)\right. \\
&+\left.\left(k^{*}(u)-k^{*}\left(u_{n}\right)\right) \nabla W\right] \nabla v \quad \forall v \in H_{0}^{1}(\Omega) .
\end{aligned}
$$

Now, since the same argument applies to the above equation, we have $W_{n} \rightarrow W$ in $C^{\alpha_{0}}(\bar{\Omega})$, i.e., $T$ is continuous. Finally, that $T$ is compact follows by noting that actually $W=T u$ is in $C^{\alpha}(\bar{\Omega})$ for $\alpha_{0}<\alpha<\delta_{0}$ and $C^{\alpha}(\bar{\Omega}) \hookrightarrow C^{\alpha}(\bar{\Omega})$ is a compact embedding for $\alpha>\alpha_{0}$. By the Schauder Fixed-Point Theorem $T$ has at least one fixed point in $S$, which we denote by $u^{*}$. Let $\varphi^{*}$ be the solution by (3.1) for $u=u^{*}$. We see that ( $u^{*}, \varphi^{*}$ ) is a $C^{\alpha_{0}}(\bar{\Omega})$ solution of (2.11), (2.12), and the proof is complete.
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#### Abstract

The existence and multiplicity of positive radial solutions of equation $\Delta u+f(u)=0$ is studied in annular domains in $\mathbb{R}^{n}, n \geqq 2$. It is proven that if $f(0) \geqq 0, f$ is somewhere negative in $(0, \infty)$ and superlinear at $\infty$, then there is a large positive radial solutions on all annuli. If $f(0)<0$ and satisfies certain conditions, then the equation has no solution if the annuli are too wide. Multiplicity results are also obtained when $f$ has many humps with positive areas.
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1. Introduction. In this paper we consider the existence and multiplicity of positive radial solutions of the semilinear elliptic equation

$$
\begin{array}{lll}
\Delta u(x)+f(u(x))=0 & \text { in } a<|x|<b, \\
u(x)=0 & \text { on }|x|=a & \text { and } \quad|x|=b, \tag{1.2}
\end{array}
$$

$x \in \mathbb{R}^{n}, n \geqq 2$ and $f \in C^{1}((0, \infty)) \cap C^{0}([0, \infty))$ satisfying the following hypotheses:
(H1) $\quad f$ is negative somewhere in ( $0, \infty$ );
(H2) $\quad f$ is superlinear at $u=\infty$, i.e., $\lim _{u \rightarrow \infty} f(u) / u=\infty$.
One of the problems for semilinear elliptic equations in annular domains which have been studied quite extensively in recent years is:
(P) Does (1.1), (1.2) possess a positive radial solution in every annulus?

The answer to ( P ) was proved affirmative by Nehari [20], assuming that $f$ is positive in $(0, \infty)$ and satisfies the condition: $\exists \delta>0$ such that $f(u) / u^{1+\delta}$ is monotone increasing in $(0, \infty)$.

Later, (P) was studied by Kazdan and Warner [15], Ni and Nussbaum [21], Bandle, Coffman, and Marcus [2], Garaizar [13], and Lin [17].

In [2], Bandle, Coffman, and Marcus showed that the answer to ( P ) is affirmative, provided that $f$ is positive in $(0, \infty)$ and satisfies the following conditions:
(A1) $\quad f$ is nondecreasing in $(0, \infty)$;
(A2) $\lim _{u \rightarrow 0} f(u) / u=0$;
(A3) $\lim _{u \rightarrow \infty} f(u) / u=\infty$.
In [2], it is remarked that (A1) is not a necessary condition for existence. This have been confirmed by Coffman and Marcus [8] and Lin [17] independently.

With a suitable change of independent variable, (1.1), (1.2) become equations of the form

$$
\begin{align*}
& u^{\prime \prime}(t)+G(t, u)=0, \quad t_{0}<t<t_{1},  \tag{1.3}\\
& u\left(t_{0}\right)=0=u\left(t_{1}\right) . \tag{1.4}
\end{align*}
$$

[^126]In [3], Bandle and Kwong showed that the answer to ( P ) is affirmative if $G$ satisfies the following conditions:
(G1) $\quad G$ is $C^{0}$ in its first variable and $C^{1}$ in its second;
(G2) $\quad \lim _{u \rightarrow \infty} G(t, u) / u=\infty$ uniformly on every $\left[t_{0}, t_{1}\right]$;
(G3) $\lim _{u \rightarrow 0} G(t, u) / u=0$ uniformly on every $\left[t_{0}, t_{1}\right]$.
$G(t, u)$ is now allowed to be negative for small positive value and $G(t, 0)=0$ is assumed implicitly with the limit involved exists and finite in (G3).

In this paper, we first generalize the results of Bandle and Kwong [3], showing that $(\mathrm{P})$ is affirmative if $(\mathrm{H} 1),(\mathrm{H} 2)$, and (H3) are satisfied.

$$
\begin{equation*}
f(0) \geqq 0 . \tag{H3}
\end{equation*}
$$

Moreover, solutions obtained are "large" in the following sense: By (H1), there exists $\left(u_{*}, u^{*}\right) \subset(0, \infty)$ such that

$$
\begin{equation*}
f(u) \geqq 0 \quad \text { in }\left(u^{*}, \infty\right), \quad f(u)<0 \quad \text { in }\left(u_{*}, u^{*}\right), \quad f\left(u_{*}\right)=f\left(u^{*}\right)=0 \tag{1.5}
\end{equation*}
$$

Let $\gamma>u^{*}$ be the smallest number such that

$$
\begin{equation*}
\int_{u_{*}}^{\gamma} f(u) d u=0 \tag{1.6}
\end{equation*}
$$

The solution $u$ of (1.1), (1.2) is called large if

$$
\begin{equation*}
\|u\| \equiv \max \{u(x): a \leqq|x| \leqq b\} \geqq \gamma . \tag{1.7}
\end{equation*}
$$

On the contrary, Garaizar [13] showed that ( P ) is negative, i.e., (1.1), (1.2) has no positive radial solution if $b-a$ is too large, if $f$ satisfies the following conditions:
(i) $f(0)<0$;
(ii) There exists $\bar{u}>0$ such that $F(u) \leqq 0$ in $(0, \bar{u})$ and $f(u)>0$ in $(\bar{u}, \infty)$;
(iii) There exists $k>1$ and $d_{2} \geqq d_{1}>0$ such that $d_{1} u^{k} \leqq f(u) \leqq d_{2} u^{k}$ for $u$ large, where

$$
F(u)=\int_{0}^{u} f(t) d t
$$

We can also obtain a similar nonexistence result without assuming condition (iii), i.e., if (H2) and the following hold true:
(H3)'(i) $f(0)<0$;
(ii) There exists $\bar{u}>0$ such that $F(u)<0$ in $(0, \bar{u}]$ and $f(u)>0$ in $(\bar{u}, \infty)$.

On the other hand, when $f$ changes signs, the existence of multiple positive solutions of the equation

$$
\begin{align*}
& \Delta u+\lambda f(u)=0 \quad \text { in } \Omega  \tag{1.8}\\
& u=0 \quad \text { on } \partial \Omega, \tag{1.9}
\end{align*}
$$

$\lambda \geqq 0$ and $\Omega$ is a bounded smooth domain in $\mathbb{R}^{n}, n \geqq 2$, has been studied by many authors (see, e.g., Brown and Budin [5], Hess [14], de Figueiredo [12], Clement and Sweers [6], and Wang and Kazarinoff [24]).

In [14], Hess showed that if $f$ satisfies the following conditions:
( $\left.\mathrm{f}_{1}\right) f(0)>0$;
( $\mathrm{f}_{2}$ ) There exist $m$ numbers $\bar{u}_{m}>\bar{u}_{m-1}>\cdots>\bar{u}_{1}>0$ such that $f\left(\bar{u}_{k}\right)=0$ for $k=$ $1, \cdots, m$;
$\left(\mathrm{f}_{3}\right) 0<\max \left\{F(s): 0 \leqq s \leqq \bar{u}_{k-1}\right\}<F\left(\bar{u}_{k}\right), k=2, \cdots, m$,
then there exists a number $\bar{\lambda}>0$ such that for all $\lambda>\bar{\lambda}$, (1.7), (1.8) have at least $2 m-1$ positive solutions $\hat{u}_{1}, u_{2}, \hat{u}_{2}, \cdots, u_{m}, \hat{u}_{m}$ such that $\left\|\hat{u}_{1}\right\|<\bar{u}_{1}$ and $\bar{u}_{k-1}<\left\|u_{k}\right\|,\left\|\hat{u}_{k}\right\|<\bar{u}_{k}$ for $k=2, \cdots, m$, and $\hat{u}_{k-1}<\hat{u}_{k}$ and $u_{k}<\hat{u}_{k}$ for $k=2, \cdots, m$.

Later, de Figueiredo [12] obtained the existence of $2 m-1$ ordered positive solutions under slightly different assumptions.

In this paper, we show that if $f$ satisfies $\left(\mathrm{f}_{2}\right)$ and $\left(\mathrm{f}_{3}\right)$, then there exists $b_{m}>a$ such that for any $b>b_{m},(1.1),(1.2)$ has at least $m$ ordered positive radial solutions $u_{k}$ with $\left\|u_{k}\right\| \in\left(\bar{u}_{k-1}, \bar{u}_{k}\right)$ for $k=2, \cdots, m$. Moreover, if $f(0) \geqq 0$, then (1.1), (1.2) has at least $2 m-1$ positive radial solutions for $b>b_{m}$.

For the other related problems, note the following:
(i) Uniqueness of positive radial solution, when $f(u)>0$ for $u \in(0, \infty)$, has been studied by Ni and Nussbaum [21], Bandle, Coffman, and Marcus [2], Bandle and Kwong [3], and Coffman and Marcus [8].
(ii) Symmetry breaking for positive radial solutions has been studied by Brezis and Nirenberg [4], Coffman [7], Suzuki and Nagasaki [22], [23], and Lin [16], [18], [19].

The methods used in this paper are shooting techniques, the phase-plane method, and variational methods. All results obtained in this paper can also be generalized to $f(r, u)$ which satisfies certain uniformity assumptions in $r$ as in (G2) and (G3).

The paper is organized as follows. In § 2, we obtain some preliminary results which are useful. In § 3, we prove that $(\mathrm{P})$ is affirmative when $(\mathrm{H} 1) \sim(\mathrm{H} 3)$ are satisfied. In § 4, we prove $(\mathrm{P})$ is negative when $(\mathrm{H} 1) \sim(\mathrm{H} 3)^{\prime}$ are satisfied. In § 5, we obtain the multiplicity results for wide annuli.
2. Preliminaries. Since we are interested in positive radial solutions of (1.1), we write (1.1), (1.2) in the form

$$
\begin{gather*}
u^{\prime \prime}(r)+\frac{n-1}{r} u^{\prime}(r)+f(u(r))=0 \quad \text { in }(a, b),  \tag{2.1}\\
u(a)=0=u(b) . \tag{2.2}
\end{gather*}
$$

For fixed $a>0$, we consider the family of solutions $u(\cdot) \equiv u(\cdot, \alpha)$ of the initial value problem

$$
\begin{gather*}
u^{\prime \prime}(r)+\frac{n-1}{r} u^{\prime}(r)+f(u(r))=0 \quad \text { for } r>a,  \tag{2.3}\\
u(a)=0 \quad \text { and } \quad u^{\prime}(a)=\alpha, \tag{2.4}
\end{gather*}
$$

where $\alpha \geqq 0$ is the shooting parameter. Furthermore, (2.3), (2.4) can also be written as a dynamical system

$$
\begin{gather*}
u^{\prime}=v,  \tag{2.5}\\
v^{\prime}=-\frac{n-1}{r} v-f(u), \tag{2.6}
\end{gather*}
$$

with initial data

$$
\begin{equation*}
u(a)=0 \quad \text { and } \quad v(a)=\alpha . \tag{2.7}
\end{equation*}
$$

We define an energy function $H(\cdot) \equiv H(u(\cdot, \alpha))$ by

$$
\begin{equation*}
H(r)=\frac{1}{2} v^{2}(r)+F(u(r)) . \tag{2.8}
\end{equation*}
$$

Then, along each trajectory of solution of (2.5), (2.6), $H$ is decreasing; in fact,

$$
\begin{equation*}
H^{\prime}(r)=-\frac{n-1}{r} u^{\prime 2}(r) \leqq 0 . \tag{2.9}
\end{equation*}
$$

Furthermore, $H(r)$ is strictly decreasing in $r$ if $\alpha>0$.

We first classify the solutions $u(\cdot, \alpha)$.
Definition 2.1. For any $\alpha \geqq 0, \alpha$ belongs to one of the following three disjoint sets:
(i) $\alpha \in P$ (or $u(\cdot, \alpha)$ is a $P$-solution) if $u(r, \alpha)>0$ for all $r>a$,
(ii) $\alpha \in N($ or $u(\cdot, \alpha)$ is an $N$-solution) if there exists $b(\alpha)>0$ such that $u(r, \alpha)>$ 0 in $(a, b(\alpha)), u(b(\alpha), \alpha)=0$ and $u^{\prime}(b(\alpha), \alpha)<0$,
(iii) $\alpha \in T$ (or $u(\cdot, \alpha)$ is a $T$-solution) if there exists $b(\alpha)>0$ such that $u(r, \alpha)>0$ in $(a, b(\alpha)), u(b(\alpha), \alpha)=0$ and $u^{\prime}(b(\alpha), \alpha)=0$.

We then state some simple but basic properties of solutions $u(\cdot, \alpha)$.
Lemma 2.2. (i) If $\alpha \in N$, then $u(\cdot, \alpha)$ has only one local maximum.
(ii) If $\alpha \in N \cup T$, then $H(u(r, \alpha))>0$ for $r \in(a, b(\alpha))$.
(iii) If (H2) is satisfied and $u(r, \alpha)>0$ for all $r>r_{0} \geqq a$, then $u(r, \alpha)$ is bounded.
(iv) $N$ is an open set.

Proof. (i) The proof of (i), in the general case, was given by Garaizar [13]. The main idea is using energy $H(r)$, which decreases along the trajectory, and then obtain the following two facts:
(a) the trajectory cannot cross (intersect) itself;
(b) the trajectory cannot be tangent to the $u$-axis.

Therefore, (i) can be proved. For the details, see [13, Lemma 1].
(ii) Since $H(u(b(\alpha), \alpha)) \geqq 0$, (ii) follows.
(iii) Since

$$
H(u(r, \alpha))=\frac{1}{2} u^{\prime 2}(r)+F(u(r, \alpha)) \leqq H(u(a, \alpha))=\alpha^{2} / 2,
$$

we have $F(u(r, \alpha)) \leqq \alpha^{2} / 2$ for all $r \geqq r_{0}$. Therefore, (H2) implies $u(r, \alpha)$ is bounded.
(iv) By the Implicit Function Theorem, $b(\alpha)$ is continuously differentiable in $N$ and $N$ is an open set.

The following lemma indicates there is a great difference between cases $f(0) \geqq 0$ and $f(0)<0$.

Lemma 2.3. If $f(0) \geqq 0$, then $T=\phi$. Furthermore, if $\alpha \in T$ then $u(r, \alpha)>0$ for all $r>b(\alpha)$.

Proof. If $f(0)=0$, then $(u, v)=(0,0)$ is an equilibrium. Hence, $T=\phi$. If $f(0)>0$ and there were $\alpha \in T$, then $u^{\prime \prime}(b(\alpha), \alpha)=-f(0)<0$. Therefore, $u(r, \alpha)<0$ for $r<b(\alpha)$ and sufficiently close to it, a contradiction. This proves $T=\phi$.

If $\alpha \in T$, then it is necessary that $f(0)<0$. Since $H(u(b(\alpha), \alpha))=0$ implies that $H(u(r, \alpha))<0$ for all $r>b(\alpha)$, then $u^{\prime \prime}(b(\alpha), \alpha)=-f(0)>0$ implies that $u(r, \alpha)>0$ for all $r>b(\alpha)$.

The following lemma plays a crucial role in the study of problem (P).
Lemma 2.4. If there is a sequence $\left\{\alpha_{k}\right\} \subset N \cup T$ such that

$$
\alpha_{k} \rightarrow \bar{\alpha}>0 \quad \text { and } \quad b\left(\alpha_{k}\right) \rightarrow \infty
$$

as $k \rightarrow \infty$, then $\bar{\alpha} \in P$ and $u(\cdot, \bar{\alpha})$ satisfies the following monotonicity property:
(i) $u(r, \bar{\alpha})$ is either strictly increasing in $(a, \infty)$ or there exists $a_{1}>a$ such that $u(r, \bar{\alpha})$ is strictly increasing in $\left(a, a_{1}\right)$ and strictly decreasing in $\left(a_{1}, \infty\right)$.
(ii) $u(r, \bar{\alpha}) \rightarrow \tilde{u}$ as $r \rightarrow \infty$ where $f(\tilde{u})=0$.

Proof. First, we observe that $u(\cdot, \bar{\alpha})$ cannot have a local maximum followed by a local minimum. Otherwise, by continuous dependence of ordinary differential equations (o.d.e.), for $k$ sufficiently large, $u\left(r, \alpha_{k}\right)$ will have at least two local maxima in ( $a, b\left(\alpha_{k}\right)$ ), a contradiction to Lemma 2.2(i). It is also clear that $u(r, \bar{\alpha})$ cannot be constant on any finite interval of ( $a, \infty$ ). Hence, $u(\cdot, \bar{\alpha})$ satisfies (M)(i). Condition (M)(ii) follows by Lemma 2.6 which will be proved later.

As in [2], [3], and [17], it is sometimes convenient to study the existence problem in the form of (1.3), (1.4).

For $n \geqq 3$, in terms of variables

$$
\begin{equation*}
s=r^{2-n} \quad \text { and } \quad w(s)=u(r), \tag{2.10}
\end{equation*}
$$

equations (2.1), (2.2) can be rewritten as

$$
\begin{align*}
& w^{\prime \prime}(s)+\rho(s) f(w(s))=0 \quad \text { in }\left(s_{0}, s_{1}\right)  \tag{2.11}\\
& w\left(s_{0}\right)=0=w\left(s_{1}\right) \tag{2.12}
\end{align*}
$$

where $\rho(s)=(n-2)^{-2} s^{-k}, k=(2 n-2) /(n-2), s_{0}=b^{2-n}$, and $s_{1}=a^{2-n}$. For $n=2$, in terms of variables

$$
s=\frac{1}{2}-\log a+\log r \quad \text { and } \quad w(s)=u(r),
$$

equation (2.1) can also be written as (2.11) with $\rho(s)=a^{2} e^{2 s-1}, s_{0}=\frac{1}{2}$ and $s_{1}=$ $-\frac{1}{2}-\log a+\log b$. In the remaining part of the section, we only treat the case $n \geqq 3$; the case $n=2$ can also be treated analogously.

The associated initial value problem, now backward shooting in an $s$-variable, is

$$
\begin{align*}
& w^{\prime \prime}(s)+\rho(s) f(w(s))=0 \quad \text { for } s<s_{1},  \tag{2.13}\\
& w\left(s_{1}\right)=0 \quad \text { and } \quad w^{\prime}\left(s_{1}\right)=-\beta, \tag{2.14}
\end{align*}
$$

where $\beta \geqq 0$ is the shooting parameter and $s_{1}=a^{2-n}$ is a fixed number.
It is easy to check that (2.13), (2.14) is equivalent to

$$
\begin{equation*}
w(s)=\beta\left(s_{1}-s\right)-\int_{s}^{s_{1}}(t-s) \rho(t) f(w(t)) d t \quad \text { for } s<s_{1}, \tag{2.15}
\end{equation*}
$$

and the solution $w(\cdot, \beta)$ also satisfies the following equation:

$$
\begin{equation*}
w(s)=w(\bar{s})+w^{\prime}(\bar{s})(s-\bar{s})+\int_{\bar{s}}^{s}(t-s) \rho(t) f(w(t)) d t \quad \text { for } 0<s, \bar{s}<s_{1} . \tag{2.16}
\end{equation*}
$$

The associated energy function $V$ is defined by

$$
\begin{equation*}
V(s) \equiv V(w(s, \beta))=\frac{1}{2} w^{\prime 2}(s)+\rho(s) F(w(s)) . \tag{2.17}
\end{equation*}
$$

It is clear that

$$
V^{\prime}(s)=\rho^{\prime}(s) F(w(s)),
$$

and so

$$
\begin{equation*}
V(s)=V(\bar{s})+\int_{\bar{s}}^{s} \rho^{\prime}(t) F(w(t)) d t \tag{2.18}
\end{equation*}
$$

for $0<s, \bar{s}<s_{1}$.
If $w$ has a zero in $\left(0, s_{1}\right)$, denote

$$
s_{0}(\beta)=\inf \left\{s_{0}: w(s, \beta)>0 \operatorname{in}\left(s_{0}, s_{1}\right)\right\},
$$

and $\nu(\beta) \in\left(s_{0}(\beta), s_{1}\right)$ satisfies

$$
w(\nu(\beta), \beta)=\max \left\{w(s, \beta): s \in\left(s_{0}(\beta), s_{1}\right)\right\} .
$$

With a modification of the argument used in Lin [17], we can prove that $s_{0}(\beta)$ and $\nu(\beta)$ are well defined for sufficiently large $\beta$ and tend to $s_{1}$ as $\beta \rightarrow \infty$. For completeness, we also give a full proof here.

Lemma 2.5. If condition (H2) is satisfied, then $s_{0}(\beta)$ and $\nu(\beta)$ are well defined for sufficiently large $\beta$. Moreover,

$$
\begin{align*}
& \lim _{\beta \rightarrow \infty} \nu(\beta)=s_{1},  \tag{2.19}\\
& \lim _{\beta \rightarrow \infty} s_{0}(\beta)=s_{1}, \tag{2.20}
\end{align*}
$$

and

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} w(\nu(\beta), \beta)=\infty . \tag{2.21}
\end{equation*}
$$

Proof. We first prove (2.19). If (2.19) were false, then there would be a point $\nu_{0} \in\left(0, s_{1}\right)$ and a sequence $\beta_{k} \rightarrow \infty$ with

$$
\begin{equation*}
w_{k}(s)>0 \quad \text { and } \quad w_{k}^{\prime}(s) \leqq 0 \quad \text { in }\left(\nu_{0}, s_{1}\right), \tag{2.22}
\end{equation*}
$$

where $w_{k}(s)=w\left(s, \beta_{k}\right)$.
Letting $\bar{s}=\left(\nu_{0}+s_{1}\right) / 2$, we claim that

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} w_{k}(\bar{s})=\infty . \tag{2.23}
\end{equation*}
$$

Suppose this is not the case; then there exists a constant $M>0$ such that

$$
\begin{equation*}
w_{k}(\bar{s}) \leqq M \quad \text { for all } k . \tag{2.24}
\end{equation*}
$$

Now, by (2.16) and (2.24), we have

$$
w_{k}(\bar{s})=\frac{1}{2} \beta_{k}\left(s_{1}-\nu_{0}\right)-\int_{\bar{s}}^{s}(t-\bar{s}) \rho(t) f\left(w_{k}(t)\right) d t \geqq \frac{1}{2} \beta_{k}\left(s_{1}-\nu_{0}\right)-C,
$$

for some constant $C \geqq 0$. But, by (2.24), this is impossible. Therefore, (2.23) holds.
By choosing a subsequence of $\beta_{k}$ if necessary, we may assume that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} w_{k}(\bar{s})=\infty \tag{2.25}
\end{equation*}
$$

Denote

$$
h_{k}(s)=f\left(w_{k}(s)\right) / w_{k}(s)
$$

in $\left(\nu_{0}, \bar{s}\right)$ and

$$
m_{k}=\inf \left\{h_{k}(s): s \in\left[\nu_{0}, \bar{s}\right]\right\} .
$$

By (2.25) and (H2),

$$
\begin{equation*}
\lim _{k \rightarrow \infty} m_{k}=\infty . \tag{2.26}
\end{equation*}
$$

Now $w_{k}^{\prime \prime}(s)+\rho(s) h_{k}(s) w_{k}(s)=0$ in $\left(\nu_{0}, \bar{s}\right)$ with $\rho(s) h_{k}(s) \geqq \rho(\bar{s}) m_{k}$ in $\left(\nu_{0}, \bar{s}\right)$. By (2.26) and the Sturm Comparison Theorem, $w_{k}$ has zeros in ( $\nu_{0}, \bar{s}$ ) for sufficiently large $k$. But by (2.22) this is impossible. This proves (2.19).

Next, we prove (2.21). By (2.18), we have

$$
\frac{1}{2} \beta_{k}^{2}=\rho\left(\nu_{k}\right) F\left(u\left(\nu_{k}\right)\right)+\int_{\nu_{k}}^{s_{1}} \rho^{\prime}(t) F\left(w_{k}(t)\right) d t
$$

where $\nu_{k}=\nu\left(\beta_{k}\right)$, which implies that $F\left(w_{k}\left(\nu_{k}\right)\right) \rightarrow \infty$ as $k \rightarrow \infty$. By (H2), (2.21) follows.

Finally, we prove (2.20). If (2.20) were false, then there would be a point $s_{0} \in\left(0, s_{1}\right)$ and a sequence $\beta_{k} \rightarrow \infty$ with

$$
\begin{equation*}
w_{k}(s)>0 \quad \text { in }\left(s_{0}, \nu_{k}\right) . \tag{2.27}
\end{equation*}
$$

Denote $\bar{s}=\frac{1}{2}\left(s_{0}+s_{1}\right)$. By (2.19), we may assume that $\bar{s}<\nu_{k}$ for all $k$. We first claim that

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} w_{k}(\bar{s})<\infty \tag{2.28}
\end{equation*}
$$

Let

$$
L_{k}=\min \left\{w_{k}(s): s \in\left[\bar{s}, \nu_{k}\right]\right\} .
$$

Then, there exists $L>0$ such that

$$
\begin{equation*}
L_{k} \leqq L \quad \text { for all } k \tag{2.29}
\end{equation*}
$$

Otherwise, by the Sturm Comparison Theorem again, $w_{k}$ has a zero in ( $\bar{s}, \nu_{k}$ ), a contradiction to (2.27).

If $w_{k}(\bar{s})=L_{k}$, then (2.28) holds.
If $w_{k}(\bar{s})>L_{k}$, let $s_{k} \in\left(\bar{s}, \nu_{k}\right)$ such that $w_{k}\left(s_{k}\right)=L_{k}$. Denote $r_{k}=s_{k}^{1 /(2-n)}, \bar{r}=\bar{s}^{1 /(2-n)}$, and $u_{k}=w_{k}$. Then $u_{k}^{\prime}\left(r_{k}\right)=0$, and we have

$$
H\left(u_{k}\left(r_{k}\right)\right)=F\left(L_{k}\right) \geqq H\left(u_{k}(\bar{r})\right) \geqq F\left(u_{k}(\bar{r})\right) .
$$

By (H2) and (2.29),

$$
u_{k}(\bar{r}) \leqq M
$$

for some constant $M>0$. This proves (2.28).
By (H2), there exists $u^{*}>0$ such that $f(u)>0$ for all $u>u^{*}$. Denote

$$
A_{k}=\left\{s \in\left(0, \tau_{k}\right): w_{k}(s) \leqq u^{*}\right\} .
$$

Then by (2.16), we have

$$
\begin{aligned}
w_{k}\left(\nu_{k}\right) & =w_{k}(\bar{s})+w_{k}^{\prime}(\bar{s})\left(\nu_{k}-\bar{s}\right)+\int_{\bar{s}}^{\nu_{k}}\left(t-\nu_{k}\right) \rho(t) f\left(w_{k}(t)\right) d t \\
& \leqq w_{k}(\bar{s})+w_{k}^{\prime}(\bar{s})\left(\nu_{k}-\bar{s}\right)+\int_{A_{k}}\left(t-\nu_{k}\right) \rho(t) f\left(w_{k}(t)\right) d t \\
& \leqq w_{k}(\bar{s})+w_{k}^{\prime}(\bar{s})\left(\nu_{k}-\bar{s}\right)+C
\end{aligned}
$$

for some constant $C \geqq 0$. Hence, by (2.20), we have

$$
\begin{equation*}
\lim _{k \rightarrow \infty} w_{k}^{\prime}(\bar{s})=\infty \tag{2.30}
\end{equation*}
$$

On the other hand, by (2.16) again, we have

$$
\begin{aligned}
w_{k}\left(s_{0}\right) & =w_{k}(\bar{s})+w_{k}^{\prime}(\bar{s})\left(s_{0}-\bar{s}\right)+\int_{\bar{s}}^{s_{0}}\left(t-s_{0}\right) \rho(t) f\left(w_{k}(t)\right) d t \\
& \leqq w_{k}(\bar{s})-\frac{1}{2} w_{k}^{\prime}(\bar{s})\left(s_{1}-s_{0}\right)-\int_{A_{k}}\left(t-s_{0}\right) \rho(t) f\left(w_{k}(t)\right) d t \\
& \leqq w_{k}(\bar{s})-\frac{1}{2}\left(s_{1}-s_{0}\right) w_{k}^{\prime}(\bar{s})+C_{1}
\end{aligned}
$$

for some constant $C_{1} \geqq 0$. By (2.28) and (2.30), $w_{k}\left(s_{0}\right) \rightarrow-\infty$ as $k \rightarrow \infty$, a contradiction to (2.27). This proves (2.20).

Lemma 2.6. If $u(r, \alpha)>0$ for $r>r_{0} \geqq a$, then

$$
\begin{equation*}
\liminf _{r \rightarrow \infty}|u(r, \alpha)-Z|=0 \tag{2.31}
\end{equation*}
$$

where $Z=\{\tilde{u} \geqq 0: f(\tilde{u})=0\} \quad$ and $\quad|u-Z|=\inf \{|u-\tilde{u}|: \tilde{u} \in Z\}$. In particular, if $\lim _{r \rightarrow \infty} u(r, \alpha)=\tilde{u} \geqq 0$, then $f(\tilde{u})=0$.

Proof. If (2.31) were false, then there would be an $\varepsilon>0$ such that

$$
|f(u(r, \alpha))| \geqq \varepsilon .
$$

Denote $w(s, \beta)=u(r, \alpha)$. Then by (2.15)

$$
|w(s, \beta)| \rightarrow \infty \quad \text { as } s \rightarrow 0^{+}
$$

This is impossible in viewing $w(s, \beta)>0$ and Lemma 2.2(iii).
3. Existence of large solutions when $\boldsymbol{f}(0) \geqq \mathbf{0}$. In this section we shall prove that if $(H 1) \sim(H 3)$ are satisfied, the answer to $(P)$ is affirmative. We first prove the following lemma.

Lemma 3.1. If $\alpha \in N$ and $\|u\| \geqq \gamma$ then

$$
\begin{equation*}
\|u\|>\gamma \tag{3.1}
\end{equation*}
$$

where $\gamma$ is in (1.6). A similar result holds for $\alpha \in T$ with

$$
\begin{equation*}
\max \{u(r, \alpha): r \in[a, b(\alpha)]\} \geqq \gamma \tag{3.2}
\end{equation*}
$$

Proof. If $\alpha \in N$, by Lemma 2.2(i), there exists a unique $\tau(\alpha) \in(a, b(\alpha))$, such that

$$
\begin{equation*}
u(\tau(\alpha), \alpha)=\|u\| . \tag{3.3}
\end{equation*}
$$

Let $r_{1}(\alpha) \in(\tau(\alpha), b(\alpha))$ such that

$$
u\left(r_{1}(\alpha), \alpha\right)=u_{*}
$$

where $u_{*}$ is in (1.5). Then

$$
H(u(\tau(\alpha)))=F(u(\tau(\alpha)))>H\left(u\left(r_{1}(\alpha)\right)\right)>F\left(u_{*}\right),
$$

which implies

$$
\int_{u_{*}}^{u(\tau(\alpha))} f(u) d u>0
$$

Hence $u(\tau(\alpha))>\gamma$. This proves (3.1). By the same argument, we can obtain (3.1) if $\alpha \in T$ and (3.2) holds.

Lemma 3.2. Assume conditions $(\mathrm{H} 1) \sim(\mathrm{H} 3)$ are satisfied. Then

$$
\begin{equation*}
N_{1}=\{\alpha \in N:\|u(\cdot, \alpha)\|>\gamma\} \tag{3.4}
\end{equation*}
$$

is a nonempty open set.
Proof. By Lemmas 2.3 and $2.5, N_{1}$ is nonempty. By Lemma 3.1 and continuous dependence of o.d.e., $N_{1}$ is an open set.

We can now prove the main result of this section.
Theorem 3.3. Assume conditions (H1) ~(H3) are satisfied. Then for any b>a>0, there exists a positive radial solution $u(r)$ of (2.1), (2.2) with $\|u\|>\gamma$.

Proof. By Lemma 3.2, there exists $\alpha^{*} \geqq 0$ such that $N_{1} \supset\left(\alpha^{*}, \infty\right)$ with $\alpha^{*} \notin N_{1}$.

By Lemma 2.5, it suffices to show that

$$
\begin{equation*}
\lim _{\alpha \rightarrow\left(\alpha^{*}\right)^{+}} b(\alpha)=\infty . \tag{3.5}
\end{equation*}
$$

We shall prove the theorem according to $f(0)>0$ and $f(0)=0$.
If $f(0)>0$, we claim that $\alpha^{*}>0$. In fact, $u^{\prime \prime}(a, 0)=-f(0)<0$. Hence, there is an $\varepsilon>0$ such that $u(r, 0)<0$ for $r \in(a, a+\varepsilon)$. This implies $\alpha^{*}>0$. We claim that $\alpha^{*} \in P$. If $\alpha^{*} \notin P$, then $(0, \infty)=N \cup P$ implies $\alpha^{*} \in N$. Since $\alpha^{*} \in N_{1}$, we have $u\left(\tau\left(\alpha^{*}\right), \alpha^{*}\right) \geqq \gamma$. By Lemma 3.1, $\alpha^{*} \in N_{1}$, a contradiction. Therefore, $\alpha^{*} \in P$ and (3.5) follows.

If $f(0)=0$, then either $\alpha^{*}>0$ or $\alpha^{*}=0$. If $\alpha^{*}>0$, then the previous argument also works and then (3.5) holds. If $\alpha^{*}=0$ and (3.5) are false, then there are $b_{0}>a$ and $\delta>0$ such that $b(\alpha) \leqq b_{0}$ for all $\alpha \in(0, \delta)$. Since $\tau(\alpha) \in\left(0, b_{0}\right)$ for all $\alpha \in(0, \delta)$, there exists a sequence $\alpha_{k} \rightarrow 0$ such that $\tau\left(\alpha_{k}\right) \rightarrow \tau_{0} \in\left[0, b_{0}\right]$. Since $u\left(\tau\left(\alpha_{k}\right), \alpha_{k}\right)>\gamma$, we have $u\left(\tau_{0}, 0\right) \geqq \gamma$, a contradiction to $u(r, 0) \equiv 0$. Hence, (3.5) holds.

Corollary 3.4. Assume conditions $(\mathrm{H} 1) \sim(\mathrm{H} 3)$ are satisfied and $f(0)>0$. Then for any $a>0$, the equation

$$
\begin{align*}
& u^{\prime \prime}(r)+\frac{n-1}{r} u^{\prime}(r)+f(u(r))=0 \quad \text { in }(a, \infty),  \tag{3.6}\\
& u(a)=0 \quad \text { and } \quad u(r)>0 \quad \text { for } r>a, \tag{3.7}
\end{align*}
$$

has a solution $u$ which satisfies (M).
Proof. In the proof of the previous theorem, we have $N_{1} \supset\left(\alpha^{*}, \infty\right)$ with $\alpha^{*}>0$ and $\alpha^{*} \in P$. By (3.5) and Lemma 2.4, $u\left(\cdot, \alpha^{*}\right)$ satisfies (M).
4. Nonexistence on wide annuli when $\mathbf{f}(\mathbf{0})<\mathbf{0}$. In this section we shall prove that if (H2) and (H3)' are satisfied, then (2.1), (2.2) has no positive solution when $b-a$ is too large.

We first show that $P \neq \phi$ when $f(0)<0$.
Lemma 4.1. If $f(0)<0$, then there exists $\alpha_{*}>0$ such that $\left[0, \alpha_{*}\right) \subset P$.
Proof. We first prove $0 \in P$. In fact, $u^{\prime \prime}(a, 0)=-f(0)>0$ and $H(u(a, 0))=0>$ $H(u(r, 0))$ for $r>a$ implies $u(r, 0)>0$ for $r>a$. Hence $0 \in P$.

Next, let $u_{0}>0$ such that $f(u)<0$ in $\left[-u_{0}, u_{0}\right.$ ]. Then there exist $\varepsilon>0$ and $\alpha_{0}>0$ such that for all $\alpha \in\left[0, \alpha_{0}\right]$, we have $|u(r, \alpha)| \leqq u_{0}$ in $[a, a+\varepsilon]$. Therefore, for all $\alpha \in\left[0, \alpha_{0}\right]$,

$$
u^{\prime \prime}(r)+\frac{n-1}{r} u^{\prime}(r)>0 \quad \text { in }[a, a+\varepsilon],
$$

which implies $u(r, \alpha)>0$ in $(a, a+\varepsilon]$.
On the other hand, if $H(u(a+\varepsilon, 0))<0$, by continuous dependence of o.d.e., there exists $\alpha_{*} \in\left(0, \alpha_{0}\right)$ such that $H(u(a+\varepsilon, \alpha))<0$ for all $\alpha \in\left(0, \alpha_{*}\right)$. Therefore, for any $\alpha \in\left(0, \alpha_{*}\right), H(u(r, \alpha))<0$ for $r>a+\varepsilon$, which implies $u(r, \alpha)>0$ for $r>a+\varepsilon$. This proves $\left(0, \alpha_{*}\right) \subset P$.

We now prove the main result of this section.
Theorem 4.2. Assume conditions (H2) and (H3)' are satisfied. Then there exists $b^{*}>a$ such that for any $b>b^{*},(2.1),(2.2)$ has no positive solution.

Proof. By Lemma 2.5, there exist $\alpha^{*}>0$ and $b_{0}>a$ such that $\left(\alpha^{*}, \infty\right) \subset N \cup T$ and $b(\alpha) \leqq b_{0}$ for all $\alpha \in\left(\alpha^{*}, \infty\right)$. On the other hand, by Lemma 4.1, there exists $\alpha_{*}>0$ such that $\left[0, \alpha_{*}\right) \subset P$. Therefore, it suffices to show that there exists $\tilde{b}_{0}>a$ such that

$$
\begin{equation*}
b(\alpha) \leqq \tilde{b}_{0} \quad \text { for any } \alpha \in\left[\alpha_{*}, \alpha^{*}\right] \cap(N \cup T) \tag{4.1}
\end{equation*}
$$

If (4.1) were false, then there would be a sequence $\alpha_{k} \in\left[\alpha_{*}, \alpha^{*}\right] \cap(N \cup T)$ and $\bar{\alpha} \in\left[\alpha_{*}, \alpha^{*}\right]$ such that $\alpha_{k} \rightarrow \bar{\alpha}$ and $b\left(\alpha_{k}\right) \rightarrow \infty$ as $k \rightarrow \infty$. By Lemma 2.4, $\bar{\alpha} \in P$ and $u(\cdot, \bar{\alpha})$ satisfies (M). Now, (H3)'(ii) and $u(r, \bar{\alpha}) \rightarrow \tilde{u}$ as $r \rightarrow \infty$ with $f(\tilde{u})=0$ implies $H(u(r, \bar{\alpha})) \rightarrow$ $F(\tilde{u})<0$ as $r \rightarrow \infty$. Therefore, there exists $r_{0}>a$ such that $H\left(u\left(r_{0}, \bar{\alpha}\right)\right)<0$. By continuous dependence of o.d.e., we have $H\left(u\left(r_{0}, \alpha_{k}\right)\right)<0$ for $k$ sufficiently large, a contradiction to Lemma 2.2(ii). This proves (4.1).
5. Multiplicity results on wide annuli. In the previous sections we studied the existence of large (and nonexistence of) positive solutions for (2.1), (2.2) under the various assumptions of $f$. In this section we shall study the existence of "intermediate size" solutions of (2.1), (2.2) when $f$ may change signs several times and satisfies condition ( $\mathrm{f}_{3}$ ) in § 1, i.e., $f$ satisfies the following hypothesis:
(H4) there exist $m$ successive numbers $\bar{u}_{m}>\bar{u}_{m-1}>\cdots>\bar{u}_{1}>0$, which satisfy
(i) $f\left(\bar{u}_{k}\right)=0$ for $k=1, \cdots, m$; and
(ii) $0<\max \left\{F(s): 0 \leqq s \leqq \bar{u}_{k-1}\right\}<F\left(\bar{u}_{k}\right)$ for $k=2, \cdots, m$.

Let $\gamma_{k}$ be the least number in ( $\bar{u}_{k-1}, \bar{u}_{k}$ ) such that

$$
\begin{equation*}
\int_{\bar{u}_{k-1}}^{\gamma_{k}} f(u) d u=0, \tag{5.1}
\end{equation*}
$$

for $k=1, \cdots, m$, where $\bar{u}_{0} \equiv 0$. We first prove the following lemma.
Lemma 5.1. Assume there exists an $\bar{u}>0$ such that

$$
\begin{equation*}
f(u)=0 \quad \text { for } u \geqq \bar{u} . \tag{5.2}
\end{equation*}
$$

Then we have the following conditions:
(i) if $u\left(r_{1}, \alpha\right)=\bar{u}$ and $u^{\prime}\left(r_{1}, \alpha\right) \geqq 0$ for some $r_{1}>a$, then for $r>r_{1}$,

$$
\begin{equation*}
u(r, \alpha)=\bar{u}+\frac{1}{n-2} r_{1} u^{\prime}\left(r_{1}, \alpha\right)-\frac{1}{n-2} r_{1}^{n-1} u^{\prime}\left(r_{1}, \alpha\right) r^{2-n} ; \tag{5.3}
\end{equation*}
$$

(ii) let $U=\left\{\alpha \in(0, \infty): u\left(r_{1}, \alpha\right)=\bar{u}\right.$ for some $\left.r_{1}>a\right\}$; then there exists $\alpha^{*}>0$ such that $U \supseteq\left(\alpha^{*}, \infty\right)$.

Proof. (i) By (5.2), we have

$$
\begin{equation*}
u^{\prime \prime}(r)+\frac{n-1}{r} u^{\prime}(r)=0 \tag{5.4}
\end{equation*}
$$

as long as $u(r, \alpha) \geqq \bar{u}$. Therefore, by solving (5.4) with initial condition $u\left(r_{1}, \alpha\right)=\bar{u}$ and $u^{\prime}\left(r_{1}, \alpha\right) \geqq 0$, (5.3) follows.
(ii) We shall prove (ii) by using the method of backward shooting. If (ii) were false, there would be a sequence $\beta_{k} \rightarrow \infty$ such that

$$
\begin{equation*}
w_{k}(s)<\bar{u} \text { as long as } w_{k} \text { remain positive, } \tag{5.5}
\end{equation*}
$$

where $w_{k}(s) \equiv w\left(s, \beta_{k}\right)$. Let

$$
\nu_{k}=\inf \left\{\tilde{s} \in\left(0, s_{1}\right): w_{k}(s)>0 \text { and } w_{k}^{\prime}(s) \leqq 0 \text { in }\left(\tilde{s}, s_{1}\right)\right\} .
$$

We claim that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \nu_{k}=s_{1} . \tag{5.6}
\end{equation*}
$$

If (5.6) were false, there would be $\nu_{0}<s_{1}$ and a subsequence of $\nu_{k}$ (for simplicity,
rename it $\nu_{k}$ ), such that $\nu_{k} \leqq \nu_{0}$ for all $k$. Therefore, by (2.15) and (5.5), we have

$$
\begin{aligned}
w_{k}\left(\nu_{0}\right) & =\beta_{k}\left(s_{1}-\nu_{0}\right)-\int_{\nu_{0}}^{s_{1}}\left(t-\nu_{0}\right) \rho(t) f\left(w_{k}(t)\right) \\
& \geqq \beta_{k}\left(s_{1}-\nu_{0}\right)-C,
\end{aligned}
$$

for some constant $C \geqq 0$, a contradiction to (5.5). Hence (5.6) holds.
On the other hand, by (5.5) again, we have

$$
\begin{aligned}
w^{\prime}\left(\tau_{k}\right) & =-\beta_{k}+\int_{\tau_{k}}^{s_{1}} \rho(t) f\left(w_{k}(t)\right) d t \\
& \leqq-\beta_{k}+C
\end{aligned}
$$

for some $C \geqq 0$. Therefore, $w^{\prime}\left(\tau_{k}\right)<0$ if $k$ is large enough, a contradiction to the definition of $\nu_{k}$. This proves (ii).

The (energy) functional we want to minimize is

$$
J(u)=\int_{a}^{b} r^{n-1}\left\{\frac{1}{2} u^{\prime 2}(r)-F(u(r))\right\} d r
$$

in $H_{0}^{1}((a, b))$, where $H_{0}^{1}((a, b))=\{u: u$ is absolutely continuous in $[a, b]$ with $u(a)=$ $0=u(b)$ and $\left.u, u^{\prime} \in L^{2}(a, b)\right\}$.

Since $f$ may change signs, the minimizer $u_{b}$ of $J$ is not necessarily positive. However, for fixed $a$, if $b$ is sufficiently large and (H4) is satisfied, then we can prove $u_{b}$ is positive. To make the proof more transparent, we begin with the study of two simple cases.

Lemma 5.2. If $f$ satisfies the following:
(H5)(i) $f(0) \geqq 0$;
(ii) There exists $\bar{u}>0$ such that $f(\bar{u})=0$ and $f(u)>0$ in $(0, \bar{u})$, then, we have the following results:
(i) There exists $b^{*}>a$ such that for any $b>b^{*}$, (2.1), (2.2) has a positive solution $u_{b}$ that is also a local minimizer of $J(u)$ over $H_{0}^{1}((a, b))$. Moreover,

$$
\begin{equation*}
0<u_{b}<\bar{u} \quad \text { in }(a, b), \tag{5.7}
\end{equation*}
$$

and

$$
\begin{equation*}
-\frac{b^{n}}{n} F(\bar{u}) \leqq J\left(u_{b}\right) \leqq-\frac{b^{n}}{n} F(\bar{u})+C\left(b^{n-1}+1\right) \tag{5.8}
\end{equation*}
$$

for some positive constant $C$ which is independent of $b$.
(ii) If $f(0)>0$, then there exists a positive solution $\tilde{u}$ of (3.6), (3.7) and $\tilde{u}$ is strictly increasing in $(a, \infty)$ and $\tilde{u}(r) \rightarrow \bar{u}$ as $r \rightarrow \infty$.

Proof. We first modify the function outside [ $0, \bar{u}]$ as Clément and Sweers did in [6]. Denote

$$
\begin{gather*}
f_{1}(u)=\left\{\begin{array}{cc}
0 & u \geqq \bar{u}, \\
f(u) & u \in[0, \bar{u}], \\
2 f(0)-f(-u) & \text { if } u<0,
\end{array}\right.  \tag{5.9}\\
F_{1}(u)=\int_{0}^{u} f_{1}(t) d t \text { and } J_{1}(u)=\int_{a}^{b} r^{n-1}\left\{\frac{1}{2} u^{\prime 2}(r)-F_{1}(u(r))\right\} d r .
\end{gather*}
$$

It is easy to verify that

$$
\begin{equation*}
F_{1}(|u|)=F_{1}(u)+2 f(0)|u| \quad \text { for } u<0 \tag{5.10}
\end{equation*}
$$

Hence, for any $u \in H_{0}^{1}((a, b))$,

$$
\begin{equation*}
J_{1}(|u|) \leqq J_{1}(u) . \tag{5.11}
\end{equation*}
$$

Since $f(u)$ is bounded, the minimizer of $J_{1}(u)$ over $H_{0}^{1}((a, b))$ is achieved, say $u_{b}$, which is a solution of (2.1), (2.2). By (5.11), $u_{b}$ can be chosen to be nonnegative. If $u_{b} \not \equiv 0$ in $(a, b)$, then by Lemma 2.3, $u_{b}>0$ in $(a, b)$.

If $f(0)>0$, then $u_{b}>0$ in $(a, b)$. If $f(0)=0$, we want to prove that $u_{b}>0$ in $(a, b)$ if $b$ is large enough. This can be done by choosing appropriate test functions $u_{b}^{*} \in$ $\boldsymbol{H}_{0}^{1}((a, b))$ as follows:

$$
u_{b}^{*}(r)= \begin{cases}(r-a) \bar{u} & \text { for } r \in[a, a+1]  \tag{5.12}\\ \bar{u} & \text { for } r \in[a+1, b-1], \\ (b-r) \bar{u} & \text { for } r \in[b-1, b]\end{cases}
$$

Then

$$
\begin{equation*}
J_{1}\left(u_{b}^{*}\right) \leqq-\frac{b^{n}}{n} F(\bar{u})+C\left(b^{n-1}+1\right) \tag{5.13}
\end{equation*}
$$

for some constant $C$ which is independent of $b$. Therefore, if $b$ is large enough, then $u_{b}>0$ in ( $a, b$ ), and by Lemma 5.1(i), $u_{b}<\bar{u}$ in ( $a, b$ ). By (5.13), (5.8) follows. This proves (i).

To prove (ii), we first note that $f(0)>0$ implies there exists $\alpha_{*}>0$ such that $\left(0, \alpha_{*}\right) \subset N$ and

$$
\begin{equation*}
\lim _{\alpha \rightarrow 0^{+}} b(\alpha)=a \tag{5.14}
\end{equation*}
$$

(see Lin [18]). On the other hand, by Lemma 5.1(ii), there exists $\alpha^{*}>\alpha_{*}$ such that $U \supset\left(\alpha^{*}, \infty\right)$. Therefore, for any $b>b^{*}$, there exists $\alpha(b) \in\left(0, \alpha^{*}\right]$ such that $u(\cdot, \alpha(b))$ is a minimizer of $J_{1}(u)$. Therefore, by (5.14) there exists $\bar{\alpha}>0$ and a sequence $b_{k} \rightarrow \infty$ such that $\alpha\left(b_{k}\right) \rightarrow \bar{\alpha}$ as $k \rightarrow \infty$. By Lemma 2.4, $\bar{\alpha} \in P$ and $u(\cdot, \bar{\alpha})$ satisfies (M). By Lemma $5.1(\mathrm{i})$ and (H5)(ii), $u(\cdot, \bar{\alpha})$ is strictly increasing in ( $a, \infty$ ). This proves (ii).

Next, we treat the case $f(0)<0$.
Lemma 5.3. If $f$ satisfies the following conditions:
(H5)'(i) $f(0) \leqq 0$;
(ii) There exist $\bar{u}>\underline{u}>0$ such that $f(\underline{u})=f(\bar{u})=0$ and $f(u)<0$ in $(0, \underline{u})$ and $f(u)>0$ in $(\underline{u}, \bar{u})$;
(iii) $\int_{0}^{u} f(u) d u>0$,
then there exists $b^{*}>a$ such that for any $b>b^{*}$ there exists a positive solution $u_{b}$ of (2.1), (2.2) with $\left\|u_{b}\right\| \in(\gamma, \bar{u})$, where

$$
\begin{equation*}
\int_{0}^{\gamma} f(u) d u=0 \tag{5.15}
\end{equation*}
$$

Proof. If $f(0)=0$, then the arguments in Lemma 5.2 also work and give the result as in Lemma 5.2(i). Note that (H5)'(iii) implies $J_{1}\left(u_{b}^{*}\right)<0$ in (5.13) when $b$ is large enough.

If $f(0)<0$, then (5.10) implies the extension $f_{1}$ in (5.9) is no longer suitable to the minimization problem. Therefore, we want to modify $f$ in a different way and use super- and subsolution methods to obtain solutions for (2.1), (2.2).

Since $f(0)<0$, we can extend $f$ into ( $\left.u_{0}, 0\right)$ such that

$$
\begin{equation*}
f\left(u_{0}\right)=0, f(u)<0 \quad \text { in }\left(u_{0}, 0\right) \tag{5.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{u_{0}}^{\bar{u}} f(u) d u>0 \tag{5.17}
\end{equation*}
$$

Let $v=u-u_{0}$ and denote $v_{1}=\underline{u}-u_{0}$ and $v_{2}=\bar{u}-u_{0}$. Let

$$
g(v)=f(u) \quad \text { in }\left[0, v_{2}\right] .
$$

Then $g(0)=g\left(v_{1}\right)=g\left(v_{2}\right)=0$,

$$
g(v)<0 \quad \text { in }\left(0, v_{1}\right) \quad \text { and } \quad g(v)>0 \quad \text { in }\left(v_{1}, v_{2}\right) .
$$

We then extend $g$ outside $\left[0, v_{2}\right]$ by making

$$
g(v)=0 \quad \text { for } v>v_{2}
$$

and

$$
g(v)=-g(-v) \quad \text { for } v<0
$$

Denote

$$
G(v)=\int_{0}^{v} g(t) d t
$$

Then, as in (5.10),

$$
G(|v|)=G(v) \quad \text { for all } v<0
$$

and (5.17) can be rewritten as

$$
\begin{equation*}
G\left(v_{2}\right)=\int_{0}^{v_{2}} g(t) d t=\int_{u_{0}}^{\bar{u}} f(u) d u>0 \tag{5.18}
\end{equation*}
$$

Define

$$
\begin{equation*}
\tilde{J}(v)=\int_{a}^{b} r^{n-1}\left\{\frac{1}{2} v^{\prime 2}(r)-G(v(r))\right\} d r \tag{5.19}
\end{equation*}
$$

in $H_{0}^{1}((a, b))$.
Let $v_{b}^{*}$ be defined as $u_{b}^{*}$ in (5.12), but replace $\bar{u}$ by $v_{2}$. Then

$$
\begin{equation*}
\tilde{J}\left(v_{b}^{*}\right) \leqq-\frac{b^{n}}{n} G\left(v_{2}\right)+C\left(b^{n-1}+1\right) \tag{5.20}
\end{equation*}
$$

for some positive constant $C$ which is independent of $b$. Therefore, there exists $b^{*}>a$ such that for any $b>b^{*}$, the equations

$$
\begin{gather*}
v^{\prime \prime}(r)+\frac{n-1}{r} v^{\prime}(r)+g(v(r))=0 \quad \text { in }(a, b),  \tag{5.21}\\
v(a)=0=v(b) \tag{5.22}
\end{gather*}
$$

have a positive solution $v_{b}$ which is also a minimizer of $\tilde{J}$ with

$$
\tilde{J}\left(v_{b}\right) \leqq-\frac{b^{n}}{n} G\left(v_{2}\right)+C\left(b^{n-1}+1\right)
$$

and

$$
\begin{equation*}
\left\|v_{b}\right\| \in\left(\gamma-u_{0}, v_{2}\right) \tag{5.23}
\end{equation*}
$$

Let $\tilde{u}_{b}=u_{0}+v_{b}$; then

$$
\Delta \tilde{u}_{b}+f\left(\tilde{u}_{b}\right)=\Delta v_{b}+g\left(v_{b}\right)=0 \quad \text { in } a<|x|<b,
$$

and

$$
\tilde{u}_{b}=u_{0}<0 \quad \text { on }|x|=a \quad \text { and } \quad|x|=b .
$$

Hence, $\tilde{u}_{b}$ is a subsolution of (2.1), (2.2). Since $\bar{u}$ is a supersolution and $\bar{u}>\tilde{u}_{b}$, by monotone iteration scheme (see, e.g., [11], [18]), there is a positive solution $u_{b}$ of (2.1), (2.2) and $u_{b}$ satisfies $\tilde{u}_{b}<u_{b}<\bar{u}$, which also implies $\left\|u_{b}\right\| \in(\gamma, \bar{u})$.

Now, we can prove the following multiplicity result for general case.
Theorem 5.4. Assume condition (H4) is satisfied. Then, we have the following results:
(i) If $f(0) \geqq 0$, then there exists $b^{*}<a$ such that for any $b>b^{*}$, (2.1), (2.2) has at least $2 m-1$ positive solutions $\tilde{u}_{1}, \underline{u}_{2}, \tilde{u}_{2}, \cdots, u_{m}, \tilde{u}_{m}$ with $\tilde{u}_{k-1}<\tilde{u}_{k}$ and ${\underset{\sim}{u}}_{k}<\tilde{u}_{k}$ in $(a, b)$, and $\left\|\boldsymbol{u}_{k}\right\|,\left\|\tilde{u}_{k}\right\| \in\left(\gamma_{k}, \bar{u}_{k}\right)$ for $k=2, \cdots, m$.
(ii) If $f(0)<0$, then there exists $b^{*}>a$ such that for any $b>b^{*}$, (2.1), (2.2) has at least $m$ positive solutions $\tilde{u}_{1}<\cdots<\tilde{u}_{m}$ with $\left\|\tilde{u}_{k}\right\| \in\left(\gamma_{k}, \bar{u}_{k}\right)$ for $k=1, \cdots, m$.

Proof. We shall prove the theorem by induction on $m$.
For $m=1$, the results were proved in Lemmas 5.2 and 5.3 under the conditions (H5) and (H5)', respectively. The arguments used in the last two lemmas are also valid for general cases; thus the details are omitted.

We first study the case $f(0) \geqq 0$. For $j=2, \cdots, m$, denote

$$
\begin{aligned}
& f_{j}(u)= \begin{cases}f(u) & \text { for } u \in\left[0, \bar{u}_{j}\right], \\
0 & \text { for } u \in\left[\bar{u}_{j}, \infty\right), \\
2 f(0)-f(-u) & \text { for } u<0,\end{cases} \\
& F_{j}(u)=\int_{0}^{u} f_{j}(t) d t,
\end{aligned}
$$

and

$$
J_{j}(u)=\int_{a}^{b} r^{n-1}\left\{\frac{1}{2} u^{\prime 2}(r)-F_{j}(u(r))\right\} d r .
$$

It is clear that $f_{j+1}$ is an extension of $f_{j}$ and

$$
\begin{equation*}
\text { if }\|u\|<\bar{u}_{j}, \text { then } \bar{J}_{j+1}(u)=J_{j}(u) \tag{5.24}
\end{equation*}
$$

for $j=1, \cdots, m-1$.
Assume $m=j(\geqq 1)$ is true. Then there exists a $b_{j}^{*}>a$ such that for any $b>b_{j}^{*}$, $J_{j}(u)$ has a minimizer $\tilde{u}_{j, b}$ which is a positive solution of (2.1), (2.2) and satisfies

$$
\begin{equation*}
\left\|\tilde{u}_{j, b}\right\| \in\left(\gamma_{j}, \bar{u}_{j}\right) \tag{5.25}
\end{equation*}
$$

and

$$
\begin{equation*}
-\frac{b^{n}}{n} F_{j}\left(\bar{u}_{j}\right) \leqq J_{j}\left(\tilde{u}_{j, b}\right) \leqq-\frac{b^{n}}{n} F_{j}\left(\bar{u}_{j}\right)+C_{j}\left(b^{n-1}+1\right) \tag{5.26}
\end{equation*}
$$

for some positive constant $C_{j}$ that is independent of $b$.
Let $u_{j+1, b}^{*}$ be as in (5.12) with $\bar{u}$ replaced by $\bar{u}_{j+1}$. Then

$$
\begin{equation*}
J_{j+1}\left(u_{j+1, b}^{*}\right) \leqq-\frac{b^{n}}{n} F_{j+1}\left(\bar{u}_{j+1}\right)+C_{j+1}\left(b^{n-1}+1\right) \tag{5.27}
\end{equation*}
$$

for some positive constant $C_{j+1}$ independent of $b$. Therefore, by (5.24) $\sim(5.27)$, there exists $\bar{b}_{j+1}^{*} \geqq b_{j}^{*}$, such that for any $b>\bar{b}_{j+1}^{*}$, minimizer $\tilde{u}_{j+1, b}$ of $J_{j+1}$ satisfies

$$
J_{j+1}\left(\tilde{u}_{j+1, b}\right)<J_{j}\left(\tilde{u}_{j, b}\right) .
$$

Hence, $\tilde{u}_{j+1, b} \neq \tilde{u}_{j, b}$ and $\left\|\tilde{u}_{j+1, b}\right\| \in\left(\gamma_{j+1}, \bar{u}_{j+1}\right)$.
Let

$$
N_{j+1}=\left\{\alpha \in N: \gamma_{j+1}<\|u\|<\bar{u}_{j+1}\right\} .
$$

Then $N_{j+1}$ is an open set and nonempty according to the last paragraph. Therefore, by Lemma 5.1, there exist two positive numbers $\bar{\alpha}_{j+1}>\underline{\alpha}_{j+1}$, such that $\left(\underline{\alpha}_{j+1}, \bar{\alpha}_{j+1}\right) \subset$ $N_{j+1}, \underline{\alpha}_{j+1} \notin N_{j+1}$ and $\bar{\alpha}_{j+1} \notin N_{j+1}$. By Lemma 2.4, $\underline{\alpha}_{j+1}$ and $\bar{\alpha}_{j+1}$ belong to $P$. Hence,

$$
\lim _{\alpha \rightarrow\left(\alpha_{j+1}\right)^{+}} b(\alpha)=\infty=\lim _{\alpha \rightarrow\left(\bar{\alpha}_{j+1}\right)^{-}} b(\alpha),
$$

and then both $u\left(\cdot, \underline{\alpha}_{j+1}\right)$ and $u\left(\cdot, \bar{\alpha}_{j+1}\right)$ satisfy (M). Therefore, there exists $b_{j+1}^{*} \geqq \bar{b}_{j+1}^{*}$, such that for any $b>b_{j+1}^{*}$, (2.1), (2.2) has at least two positive solutions having maximum value in ( $\gamma_{j+1}, \bar{u}_{j+1}$ ). Since $\bar{u}_{j+1}$ is a supersolution, there exists the maximum positive solution $\tilde{u}_{j+1}$ of (2.1), (2.2) having maximum value in ( $\gamma_{j+1}, \bar{u}_{j+1}$ ). This proves (i).

Condition (ii) can be proved by using the arguments used in (i) and Lemma 5.3; thus details are omitted.

In the proof of last theorem, we obtain the following results for (3.6), (3.7).
Corollary 5.5. Assume condition (H4) is satisfied. Then, we have the following results:
(i) If $f(0)>0$, then there exist at least $2 m-1$ positive solutions $\tilde{u}_{1}, u_{2}, \tilde{u}_{2}, \cdots, \tilde{u}_{m}$ of (3.6), (3.7) and $\tilde{u}_{j}(r) \rightarrow \bar{u}_{j}$ as $r \rightarrow \infty$ for $j=1, \cdots, m$.
(ii) If $f(0) \leqq 0$, then there exist at least $2 m-2$ positive solutions $\underline{u}_{2}, \tilde{u}_{2}, \cdots, \tilde{u}_{m}$ of (3.6), (3.7) and $\tilde{u}_{j}(r) \rightarrow \bar{u}_{j}$ as $r \rightarrow \infty$ for $j=2, \cdots, m$.
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# PARTIAL REGULARITY IN PROBLEMS MOTIVATED BY NONLINEAR ELASTICITY* 
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#### Abstract

Regularity is proven almost everywhere for minimisers of problems motivated by nonlinear elasticity. Model problems treated include $$
\int_{\Omega}|D u|^{2}+|\operatorname{det} D u|^{2},
$$ where $u: \Omega\left(\subset \mathbb{R}^{2}\right) \rightarrow \mathbb{R}^{2}$, and $$
\int_{\Omega}|D u|^{2}+|D u|^{s}+|A d D u|^{s}+|\operatorname{det} D u|^{s},
$$ where $u: \Omega\left(\subset \mathbb{R}^{3}\right) \rightarrow \mathbb{R}^{3}$ with $s>2$. In particular, continuity of minimisers is not assumed a priori. "Degenerate" convexity of the integrand in the higher minors $M$ of $D u$ is also allowed, in the sense that second derivatives in $M$ may approach zero as $M \rightarrow 0$.
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1. Introduction. Partial regularity for minimisers of functionals of the form

$$
\begin{equation*}
I[u]=\int_{\Omega} F(u) \quad\left(\text { or } \int_{\Omega} F(x, u, D u)\right), \tag{1.1}
\end{equation*}
$$

where $\Omega \subset \mathbb{R}^{n}$ and $u: \Omega \rightarrow \mathbb{R}^{N}$, and $F$ is convex in $D u$, has been extensively studied. See $[G]$ and the references therein.

Many natural problems, however, only require that $F$ be quasi-convex (see $[B]$, [ $E$ ], and $[G]$ ). Existence theory in such cases is now well understood; see $[G]$ for references and $[A F]$ for a nearly optimal result. Partial regularity results were recently obtained by Evans [ $E$ ] and extended in [FH] and [GM].

All known natural examples of quasi-convex functionals (such as in nonlinear elasticity theory; see $[B]$ ) are, in fact, polyconvex. Recall that a polyconvex functional in $D u$ is a convex function of the various minors of the matrix [ $D u$ ]. Polyconvexity implies quasiconvexity [ $M$ ]. While the converse is not true, the known counter examples are quite pathological. It is natural, then, to investigate the regularity theory for polyconvex functionals.

In this paper we prove new partial regularity results for various polyconvex functionals, rather than for general quasi-convex functionals. Some model problems that are treated include

$$
\begin{equation*}
I[u]=\int_{\Omega}|D u|^{2}+|\operatorname{deT} D u|^{2} \tag{1.2}
\end{equation*}
$$

[^127]in the case where $n=N=2$, and
\[

$$
\begin{equation*}
I[u]=\int_{\Omega}|D u|^{2}+|D u|^{s}+|\operatorname{Ad} D u|^{s}+|\operatorname{det} D u|^{s} \tag{1.3}
\end{equation*}
$$

\]

for $s>2$, in the case where $n=N=3$.
Since $|\operatorname{Ad} D u|$ is the Euclidean norm of the map $|D u \wedge D u|$ which sends two-forms to two-forms, and $|\operatorname{det} D u|$ is the corresponding norm in (1.3) for maps on three-forms and in (1.2) for maps on two-forms, the preceding functionals are natural geometric generalisations of the Dirichlet energy. More generally, the linear map $\Lambda_{k} D u(x)$ sends $k$-vectors in $\mathbb{R}^{n}$ to $k$-vectors in $\mathbb{R}^{N}$, and the partial regularity result we prove includes the case of the functional

$$
\begin{equation*}
I[u]=\int_{\Omega}|D u|^{2}+|D u|^{s}+\sum_{i=2}^{k}\left|\Lambda_{i} D u\right|^{s}, \tag{1.4}
\end{equation*}
$$

where $s \geqq 2$ if $n=2$, and $s>n-1$ if $n \geqq 3$.
In order to simplify the exposition, which is already quite long, we restrict ourselves to problems of the form

$$
\begin{equation*}
I[u]=\int_{\Omega} F^{1}(D u)+\sum_{i=2}^{k} F^{i}\left(\Lambda_{i} D u\right), \tag{1.5}
\end{equation*}
$$

where each $F^{i}(q)$ has the same growth rate for large $q$. It is clear, however, that the methods apply to other problems with differing growth rates.

The main result (Theorem 4.1) is that minimisers of $I[u]$ are $C^{1, \alpha}$ except on a closed set of measure zero, for each $0<\alpha<1$. Higher regularity follows from the Euler-Lagrange equations by standard bootstrapping arguments.

We now comment on some aspects of the functionals that we consider, as well as on the proof of the theorem.

The set of those competing functions for which the integrand is finite is not a linear space, even for (1.2). This corresponds to the fact that, for $2 \times 2$ matrices $A$ and $B$, we have

$$
\operatorname{det}(A+B)=\operatorname{det} A+\operatorname{det} B+A_{11} B_{22}+A_{22} B_{11}-A_{12} B_{21}-A_{21} B_{12},
$$

and so we cannot improve on the powers in the estimate

$$
\int_{\Omega}(\operatorname{det}(D u+D v))^{2} \leqq c \int_{\Omega}\left((\operatorname{det} D u)^{2}+(\operatorname{det} D v)^{2}+|D u|^{4}+|D v|^{4}\right) .
$$

It follows that if $\phi$ is a function obtained by smoothly interpolating between $u$ and $v$, then we cannot normally estimate $I[\phi]$ in terms of $I[u]$ and $I[v]$. In (5.42) we use a new comparison function construction that does enable us to obtain estimates of this form.

In order to include the model problem (1.2) in the theory developed by Evans [E], it would be necessary to include a term of the form $\varepsilon|D u|^{4}$, for some $\varepsilon>0$, in the integrand in order to control the determinant term. Similar remarks apply to the more general class of integrands covered in Theorem 4.1.

Note that minimisers are not a priori continuous. Also, the structure conditions allow (in fact require, but that is not necessary, as noted in § 7.2) degenerate ellipticity in the higher-order minors.

The proof of the main theorem involves a blowup argument. As usual, we obtain a sequence of "bad" balls $B\left(x_{m}, r_{m}\right)$ and a corresponding sequence of normalised
functions $v_{m}$ defined on the unit ball. We then show that each $\dot{v_{m}}$ minimises a certain normalised functional obtained not, as would normally be the case, by linearising about ( $D u)_{x_{m}, r_{m}}$, but (in the case of (1.3), for example) by linearising the three terms in the integrand about $(D u)_{x_{m}, r_{m}}$, $(\operatorname{Ad} D u)_{x_{m}, r_{m}}$, and (det $\left.D u\right)_{x_{m}, r_{m}}$, respectively. The proof of this makes essential use of the fact that each minor can be written in divergence form.

The blowup argument is used to prove a decay estimate on the quantity

$$
\begin{align*}
U(x, r)=f_{B(x, r)} & \left(\left|D u-(D u)_{x, r}\right|^{2}+\left|D u-(D u)_{x, r}\right|^{s}\right.  \tag{1.6}\\
& +\sum_{i=2}^{k}\left|\Lambda_{i}(D u)_{x, r}\right|^{s-2}\left|\Lambda_{i}\left(D u-(D u)_{x, r}\right)\right|^{2}+\sum_{i=2}^{k} \mid \Lambda_{i}\left(D u-\left.(D u)_{x, r}\right|^{s}\right),
\end{align*}
$$

where $s$ is the common growth rate of the $F^{i}(q)$ in (1.5). The first two terms in (1.6) are as in [E], the fourth term is accounted for by the growth rate of the $F^{i}$, and the third term is necessary to handle the degenerate ellipticity corresponding to the $F^{i}$ term. This particular choice of third term was motivated by the quantity $U(x, r)$ shown to decay in [FH2], where an analogous degeneracy problem occurred.

To prove the decay lemma, we first establish that the normalised functions $v_{m}$ converge to a limit function $v$ in various weak ways (cf. (5.11)), and that $v$ satisfies the linear equation (5.29). In order to obtain the required decay estimate on $U(x, r)$ we establish various strong convergences of the $v_{m}$ in $\S 5 \mathrm{C}$ and 5 D . The key point is the construction of suitable comparison functions in (5.42), using the method mentioned previously. Detailed estimates using the minimising properties of the $v_{m}$ then establish the required forms of strong convergence in (5.64)-(5.67).

We remark that the proof avoids any use of Caccioppoli inequalities, and strongly uses the fact that $u$ is a minimiser of $I[\cdot]$ rather than merely a stationary point. The guiding principle behind the proof is that weak convergence of minimisers should imply strong convergence.

For completeness, we also prove some results of Ball. Although he only considers the cases where $n=N=2,3$, the extensions are straightforward. In $\S 2.4$ we show how the elementary symmetric functions of the singular values of $D u$ give rise to polyconvex functions (cf. [B, Thm. 5.1]). The question of regularity of minimisers of such functionals has been raised recently by De Giorgi. In $\S 3$ we establish the existence of minimisers for the class of problems considered in this paper (cf. [B, Thm. 7.7]). Finally, in § 7 we indicate various extensions that can be made to our results.

Under the assumptions with which we work, the weak and pointwise determinants agree (see Lemma 2.2.1), and so our spaces include the ones introduced in [GMS]. On the other hand, we do not know if the two spaces coincide (see also Remarks 2.3.2). However, if we restrict to the closure in $\Lambda_{k} W^{1, s}$ of $C^{1}$ functions, by modifying the proofs somewhat, we are still able to establish the main result, Theorem 4.1. The essential point is to show that the comparison functions stay in the same class. The arguments are somewhat involved.
1.1. Notation. We use the following standard notation:

$$
\begin{aligned}
& B_{t}=\left\{y \in R^{n}:|y|<t\right\}, \\
& B(x, r)=\left\{y \in R^{n}:|x-y|<r\right\}, \\
& f_{E} f=|E|^{-1} \int_{E} f,
\end{aligned}
$$

$$
\begin{aligned}
& (f)_{t}=f_{B_{t}} f \\
& (f)_{x, r}=f_{B(x, r)} f \\
& \text { " } f_{m} \rightarrow f \text { in } L^{k} \text { " denotes weak convergence, } \\
& \text { " } f_{m} \rightarrow f \text { in } L^{k} \text { " denotes strong convergence. }
\end{aligned}
$$

## 2. Preliminary notions.

2.1. Algebraic preliminaries. Suppose that

$$
\begin{equation*}
L: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N} \tag{2.1}
\end{equation*}
$$

is a linear map. The standard bases for $\mathbb{R}^{n}$ and $\mathbb{R}^{N}$ will be denoted by $e_{1}, \cdots, e_{n}$ and $\varepsilon_{1} \cdots, \varepsilon_{N}$, respectively. Inner products are denoted by $(\cdot, \cdot)$ and the associated inner product norm is denoted by $|\cdot|$. The coordinates of $L$ are given by

$$
\begin{equation*}
L_{\alpha i}=\left(L e_{i}, \varepsilon_{\alpha}\right) . \tag{2.2}
\end{equation*}
$$

The inner product norm of $L$ is given by

$$
\begin{equation*}
|L|^{2}=\sum_{i, \alpha} L_{\alpha i}^{2} . \tag{2.3}
\end{equation*}
$$

For each $k>1$ the space of $k$-vectors from $\mathbb{R}^{n}$ is denoted by $\Lambda_{k} \mathbb{R}^{n}$. The standard basis elements for $\Lambda_{k} \mathbb{R}^{n}$ are denoted by

$$
\begin{equation*}
e_{\lambda}=e_{\lambda_{1}} \wedge \cdots \wedge e_{\lambda_{k}}, \quad 1 \leqq \lambda_{1}<\cdots<\lambda_{k} \leqq n . \tag{2.4}
\end{equation*}
$$

We define $\Lambda_{0} \mathbb{R}^{n}=\mathbb{R}, \Lambda_{1} \mathbb{R}^{n}=\mathbb{R}^{n}$. If $p>n$, then $\Lambda_{p} \mathbb{R}^{n}$ is trivial.
The standard inner product on $\mathbb{R}^{n}$ induces an inner product on $\Lambda_{k} \mathbb{R}^{n}$ where the $e_{\lambda}$ defined above form an orthonormal basis.

Similarly, the elements

$$
\begin{equation*}
\varepsilon_{\mu}=\varepsilon_{\mu_{1}} \wedge \cdots \wedge \varepsilon_{\mu_{k}}, \quad 1 \leqq \mu_{1}<\cdots<\mu_{k} \leqq N \tag{2.5}
\end{equation*}
$$

form an orthonormal basis for $\Lambda_{k} \mathbb{R}^{N}$.
Recall the identity

$$
\begin{equation*}
\left(u_{1} \wedge \cdots \wedge u_{k}, v_{1} \wedge \cdots \wedge v_{k}\right)=\operatorname{det}\left[\left(u_{i}, v_{j}\right)\right] \tag{2.6}
\end{equation*}
$$

where $u_{i}$ and $v_{j}$ are elements of $\mathbb{R}^{n}$ (or $\mathbb{R}^{N}$ ). In particular,

$$
\begin{equation*}
\left|u_{1} \wedge \cdots \wedge u_{k}\right|^{2}=\operatorname{det}\left[\left(u_{i}, u_{j}\right)\right] . \tag{2.7}
\end{equation*}
$$

For each $k>1$ there is an induced map $\Lambda_{k} L$ on $k$-vectors,

$$
\begin{equation*}
\Lambda_{k} L: \Lambda_{k} \mathbb{R}^{n} \rightarrow \Lambda_{k} \mathbb{R}^{N}, \tag{2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda_{k} L\left(v_{1} \wedge \cdots \wedge v_{k}\right)=L v_{1} \wedge \cdots \wedge L v_{k} \tag{2.9}
\end{equation*}
$$

We often write

$$
\begin{equation*}
\left\langle\Lambda_{k} L, v_{1} \wedge \cdots \wedge v_{k}\right\rangle \tag{2.10}
\end{equation*}
$$

for $\Lambda_{k} L\left(v_{1} \wedge \cdots \wedge v_{k}\right)$.

Analogously to (2.2), $\Lambda_{k} L$ has coordinates

$$
\begin{align*}
\left(\Lambda_{k} L\right)_{\mu \lambda} & =\left(\Lambda_{k} L\left(e_{\lambda}\right), \varepsilon_{\mu}\right) \\
& =\left(L e_{\lambda_{1}} \wedge \cdots \wedge L e_{\lambda_{k}}, \varepsilon_{\mu_{1}} \wedge \cdots \wedge \varepsilon_{\mu_{k}}\right)  \tag{2.11}\\
& =\operatorname{det}\left[L_{\mu_{j} \lambda_{i}}\right]_{i, j=1}^{k},
\end{align*}
$$

where we have used (2.6) and (2.2).
For example,

$$
\begin{align*}
\left(\Lambda_{2} L\right)_{\left(\mu_{1}, \mu_{2}\right)\left(\lambda_{1}, \lambda_{2}\right)} & =\left|\begin{array}{ll}
L_{\mu_{1} \lambda_{1}} & L_{\mu_{1} \lambda_{2}} \\
L_{\mu_{2} \lambda_{1}} & L_{\mu_{2} \lambda_{2}}
\end{array}\right| \\
& =L_{\mu_{1} \lambda_{1}} L_{\mu_{2} \lambda_{2}}-L_{\mu_{1} \lambda_{2}} L_{\mu_{2} \lambda_{1}} . \tag{2.12}
\end{align*}
$$

Thus the coordinates of $\Lambda_{k} L$ are precisely the $k \times k$ minors of the matrix [ $L_{\alpha i}$ ].
The inner product norm of $\Lambda_{k} L$ is given by

$$
\begin{equation*}
\left|\Lambda_{k} L\right|^{2}=\sum_{\lambda, \mu}\left(\Lambda_{k} L\right)_{\mu \lambda}^{2} . \tag{2.13}
\end{equation*}
$$

If $A=\left[a_{\alpha i}\right]$ and $B=\left[b_{\alpha i}\right]$ are $k \times k$ matrices, then

$$
\begin{equation*}
\operatorname{det}(A+B)=\operatorname{det} A+\sum_{i=1}^{k-1} \sum A^{(k-i)} B^{(i)}+\operatorname{det} B . \tag{2.14}
\end{equation*}
$$

Here $A^{(k-i)}$ ranges over all $(k-i) \times(k-i)$ minors from $A$, and $B^{(i)}$ is always the complementary $i \times i$ minor from $B$.

Suppose that both $L, M: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ are linear maps. Following (2.14) we write

$$
\begin{equation*}
\Lambda_{k}(L+M)=\Lambda_{k} L+\sum_{i=1}^{k-1} \Lambda_{k-i} L \odot \Lambda_{i} M+\Lambda_{k} M \tag{2.15}
\end{equation*}
$$

In other words, each component of $\Lambda_{k}(L+M)$ is a sum of terms of which the first is the corresponding component of $\Lambda_{k} L$ and the last is the corresponding component of $\Lambda_{k} M$. The expression $\Lambda_{k-i} L \odot \Lambda_{i} M$ denotes a sum of terms of the form lm, where $l$ and $m$ are coordinates of $\Lambda_{k-i} L$ and $\Lambda_{i} M$, respectively.

For example, as we see from (2.12)

$$
\begin{align*}
\left(\Lambda_{2}(L+M)\right)_{\left(\mu_{1}, \mu_{2}\right)\left(\lambda_{1}, \lambda_{2}\right)}= & \left|\begin{array}{ll}
L_{\mu_{1} \lambda_{1}}+M_{\mu_{1} \lambda_{1}} & L_{\mu_{1} \lambda_{2}}+M_{\mu_{1} \lambda_{2}} \\
L_{\mu_{2} \lambda_{1}}+M_{\mu_{2} \lambda_{1}} & L_{\mu_{2} \lambda_{2}}+M_{\mu_{2} \lambda_{2}}
\end{array}\right| \\
= & L_{\mu_{1} \lambda_{1}} L_{\mu_{2} \lambda_{2}}-L_{\mu_{1} \lambda_{2}} L_{\mu_{2} \lambda_{1}} \\
& +\left(L_{\mu_{1} \lambda_{1}} M_{\mu_{2} \lambda_{2}}+L_{\mu_{2} \lambda_{2}} M_{\mu_{1} \lambda_{1}}-L_{\mu_{1} \lambda_{1}} M_{\mu_{2} \lambda_{1}}\right.  \tag{2.16}\\
& \left.\quad-L_{\mu_{2} \lambda_{1}} M_{\mu_{1} \lambda_{2}}\right) \\
& +\left(M_{\mu_{1} \lambda_{1}} M_{\mu_{2} \lambda_{2}}-M_{\mu_{1} \lambda_{2}} M_{\mu_{2} \lambda_{1}}\right) .
\end{align*}
$$

We sometimes write

$$
\begin{equation*}
\Lambda_{k}(L+M)=\sum_{i=0}^{k} \Lambda_{k-i} L \odot \Lambda_{i} M, \tag{2.17}
\end{equation*}
$$

with the understanding that $\Lambda_{0} L=1, \Lambda_{0} M=1$.
2.2. Properties of $\boldsymbol{\Lambda}_{\boldsymbol{k}} \boldsymbol{D} \boldsymbol{u}$. First suppose

$$
\begin{equation*}
u: \Omega\left(\subset \mathbb{R}^{k}\right) \rightarrow \mathbb{R}^{k}, \tag{2.18}
\end{equation*}
$$

where $\Omega$ is a smooth bounded domain and $u$ is a smooth map. We will denote by

$$
\begin{equation*}
\left[D u / D_{i} u^{\alpha}\right] \tag{2.19}
\end{equation*}
$$

the matrix obtained from the matrix [ $D u$ ] by deleting the $\alpha$ th row and $i$ th column (i.e., the row and column containing $D_{i} u^{\alpha}$ ).

Then

$$
\begin{equation*}
\sum_{i=1}^{k}(-1)^{i} D_{i} \operatorname{det}\left[D u / D_{i} u^{\alpha}\right]=0, \quad \alpha=1, \cdots, k \tag{2.20}
\end{equation*}
$$

This follows from the rule for differentiating a determinant together with the alternating character of a determinant (see [M, Lemma 4.4.6, p. 122]).

It follows that

$$
\begin{align*}
\operatorname{det} D u & =\sum_{i=1}^{k}(-1)^{i+\alpha} D_{i}\left(u^{\alpha} \operatorname{det}\left[D u / D_{i} u^{\alpha}\right]\right), & \alpha=1, \cdots, k  \tag{2.21}\\
0 & =\sum_{i=1}^{k}(-1)^{i} D_{i}\left(u^{\alpha} \operatorname{det}\left[D u / D_{i} u^{\beta}\right]\right), & \alpha \neq \beta . \tag{2.22}
\end{align*}
$$

We next consider more general $u$.
First assume that $k=2$ and $u \in W^{1,2}(\Omega)$. It is trivial that $\operatorname{det} D u \in L^{1}(\Omega)$. Moreover, (2.20)-(2.22) hold in the distributional sense. This is easily seen by first writing each of (2.20)-(2.22) in weak, i.e., integral form, and noting that the corresponding integrals are continuous in $W^{1,2}$. Since $C^{\infty}(\Omega)$ is dense in $W^{1,2}(\Omega)$, this establishes the claim.

Now assume $k>2$ and $u \in W^{1, k-1}(\Omega)$. Then the determinant of any $j \times j$ minor of Du belongs to $L^{(k-1) / j}(\Omega)$ for $1 \leqq j \leqq k-1$, and in particular $\operatorname{det}\left[D u / D_{i} u^{\alpha}\right] \in L^{1}(\Omega)$ for each $i$ and $\alpha$. Moreover, (2.20) holds for such $u$ by a similar approximation argument as before.

Now assume moreover that $\operatorname{det}\left[D u / D_{i} u^{\alpha}\right] \in L^{(k-1) /(k-2)}(\Omega)$ for each $i$ and $\alpha$. It follows immediately by the rule for expanding a determinant that det $D u \in L^{1}(\Omega)$. We also claim that (2.21) and (2.22) are now true in the distributional sense.

To see this, let $\left\{u_{m}\right\} \subset C^{\infty}(\Omega)$ and $u_{m} \rightarrow u$ in $W^{1, k-1}(\Omega)$. Also (as in [B, Lemma 6.1]), let $\left(\operatorname{det}\left[D u / D_{i} u^{\alpha}\right]\right)_{m}$ be obtained by mollifying $\operatorname{det}\left[D u / D_{i} u^{\alpha}\right]$ with $\rho_{\varepsilon_{m}}$, where $\rho_{\varepsilon_{m}}(x)=\varepsilon_{m}^{-k} \rho\left(\varepsilon_{m}^{-1} x\right), \rho \in C_{c}^{\infty}(\Omega), \rho \geqq 0, \int \rho=1$, and $\varepsilon_{m} \rightarrow 0$. Then $\left(\operatorname{det}\left[D u / D_{i} u^{\alpha}\right]\right)_{m} \rightarrow$ $\operatorname{det}\left[D u / D_{i} u^{\alpha}\right]$ in $L_{\text {loc }}^{(k-1) /(k-2)}$. Moreover, for $d(x, \partial \Omega)>\varepsilon_{m}$, it follows from (2.20) that

$$
\begin{aligned}
\sum_{i=1}^{k}(-1)^{i} D_{i}\left(\operatorname{det}\left[D u / D_{i} u^{\alpha}\right]\right)_{m}(x) & =\sum_{i=1}^{k}(-1)^{i} \int_{\Omega} D_{i} \rho_{\varepsilon_{m}}(x-y) \operatorname{det}\left[D u / D_{i} u^{\alpha}\right](y) d y \\
& =0
\end{aligned}
$$

It follows for any $\varphi \in C_{c}^{\infty}(\Omega)$ and all sufficiently large $m$, that

$$
\begin{aligned}
\int \sum_{i=1}^{k}(-1)^{i+\alpha} D_{i} u_{m}^{\alpha}\left(\operatorname{det}\left[D u / D_{i} u^{\alpha}\right]\right)_{m} \varphi & =\int \sum_{i=1}^{k}(-1)^{i+\alpha} D_{i}\left(u_{m}^{\alpha} \operatorname{det}\left[D u / D_{i} u^{\alpha}\right]\right)_{m} \varphi \\
& =-\int \sum_{i=1}^{k}(-1)^{i+\alpha} u_{m}^{\alpha}\left(\operatorname{det}\left[D u / D_{i} u^{\alpha}\right]\right)_{m} D_{i} \varphi
\end{aligned}
$$

Letting $m \rightarrow \infty$ we obtain (2.21).
(We remark that the key point in the preceding argument was to mollify $\operatorname{det}\left[D u / D_{i} u^{\alpha}\right]$, rather than to consider $\operatorname{det}\left[D u_{m} / D_{i} u_{m}^{\alpha}\right]$.)

Similarly, if $\alpha \neq \beta$,

$$
\int \sum_{i=1}^{k}(-1)^{i} D_{i} u_{m}^{\alpha}\left(\operatorname{det}\left[D u / D_{i} u^{\beta}\right]\right)_{m} \varphi=-\int \sum_{i=1}^{k}(-1)^{i+\alpha} u_{m}^{\alpha}\left(\operatorname{det}\left[D u / D_{i} u^{\beta}\right]\right)_{m} D_{i} \varphi .
$$

Letting $m \rightarrow \infty$ and using the fact that $0=\sum_{i=1}^{k}(-1)^{i} A_{i}^{\alpha} \operatorname{det}\left[A / A_{i}^{\beta}\right]$ for any $k \times k$ determinant [ $A$ ] and for $\alpha \neq \beta$, we see (2.22) is also true in the distributional sense.

Equation (2.21) is often used to give a definition of det $D u$ in the weak, or distributional, sense. Thus we have, in particular, established the following lemma.

Lemma 2.2.1. Suppose $u: \Omega\left(\subset \mathbb{R}^{k}\right) \rightarrow \mathbb{R}^{k}$. Assume that either $k=2$ and $u \in W^{1,2}(\Omega)$ or that $k>2, u \in W^{1, k-1}(\Omega)$, and $\operatorname{det}\left[D u / D_{i} u^{\alpha}\right] \in L^{(k-1) /(k-2)}(\Omega)$ for each $i$ and $\alpha$. Then the determinant of any $j \times j$ minor of $D u$ exists both pointwise and in the weak sense, and both notions agree.

Next assume

$$
\begin{equation*}
u: \Omega\left(\subset \mathbb{R}^{n}\right) \rightarrow \mathbb{R}^{N}, \tag{2.23}
\end{equation*}
$$

where $\Omega$ is a smooth bounded domain and $u$ is a smooth map. Then it follows from (2.11) and (2.21) that

$$
\begin{align*}
\left(\Lambda_{k} D u\right)_{\mu \lambda} & =\operatorname{det}\left[D_{\lambda_{i}} u^{\mu_{j}}\right]_{i, j=1}^{k}  \tag{2.24}\\
& =\sum_{i=1}^{k}(-1)^{i+j} D_{\lambda_{i}}\left(u^{\mu_{j}}\left(\Lambda_{k-1} D u\right)_{\left(\mu_{1} \cdots \hat{\mu}_{j} \cdots \mu_{k}\right)\left(\lambda_{1} \cdots \hat{\lambda}_{i} \cdots \lambda_{k}\right)}\right)
\end{align*}
$$

for each $j=1, \cdots, k$.
In particular,

$$
\begin{align*}
\left(\Lambda_{2} D u\right)_{\left(\mu_{1}, \mu_{2}\right)\left(\lambda_{1}, \lambda_{2}\right)} & =\left|\begin{array}{ll}
D_{\lambda_{1}} u^{\mu_{1}} & D_{\lambda_{2}} u^{\mu_{1}} \\
D_{\lambda_{1}} u^{\mu_{2}} & D_{\lambda_{2}} u^{\mu_{2}}
\end{array}\right| \\
& =D_{\lambda_{1}}\left(u^{\mu_{1}} D_{\lambda_{2}} u^{\mu_{2}}\right)-D_{\lambda_{2}}\left(u^{\mu_{1}} D_{\lambda_{1}} u^{\mu_{2}}\right) . \tag{2.25}
\end{align*}
$$

A similar expression is obtained on expanding across the second row.
Similarly,

$$
\begin{align*}
\left(\Lambda_{3} D u\right)_{\left(\mu_{1}, \mu_{2}, \mu_{3}\right)\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)}= & \left|\begin{array}{lll}
D_{\lambda_{1}} u^{\mu_{1}} & D_{\lambda_{2}} u^{\mu_{1}} & D_{\lambda_{3}} u^{\mu_{1}} \\
D_{\lambda_{1}} u^{\mu_{2}} & D_{\lambda_{2}} u^{\mu_{2}} & D_{\lambda_{3}} u^{\mu_{2}} \\
D_{\lambda_{1}} u^{\mu_{3}} & D_{\lambda_{2}} u^{\mu_{3}} & D_{\lambda_{3}} u^{\mu_{3}}
\end{array}\right| \\
= & D_{\lambda_{1}}\left(u^{\mu_{1}}\left(\Lambda_{2} D u\right)_{\left(\mu_{2}, \mu_{3}\right)\left(\lambda_{2}, \lambda_{3}\right)}\right)  \tag{2.26}\\
& -D_{\lambda_{2}}\left(u^{\mu_{1}}\left(\Lambda_{2} D u\right)_{\left(\mu_{2}, \mu_{3}\right)\left(\lambda_{1}, \lambda_{3}\right)}\right) \\
& +D_{\lambda_{3}}\left(u^{\left.\mu_{1}\left(\Lambda_{2} D u\right)_{\left(\mu_{2}, \mu_{3}\right)\left(\lambda_{1}, \lambda_{2}\right)}\right) .} .\right.
\end{align*}
$$

A similar expression is again obtained by expanding across the second or third row.
We usually abbreviate (2.24) to

$$
\begin{equation*}
\Lambda_{k} D u=\sum D\left(u \odot \Lambda_{k-1} D u\right), \tag{2.27}
\end{equation*}
$$

or even

$$
\begin{equation*}
\Lambda_{k} D u=D\left(u \Lambda_{k-1} D u\right) \tag{2.28}
\end{equation*}
$$

The essential point to observe is that each component function of $\Lambda_{k} D u$ is a linear combination of partial derivatives of terms of the form $f g$, where $f$ is a component function of $u$ and $g$ is a component of $\Lambda_{k-1} D u$. The more precise form in (2.24) will not usually be relevant.

### 2.3. The class $\boldsymbol{\Lambda}_{k} W^{1, s}(\Omega)$.

Definition 2.3.1. Assume $\Omega\left(\subset \mathbb{R}^{n}\right)$ is a smooth bounded domain and

$$
u: \Omega \rightarrow \mathbb{R}^{N} .
$$

Assume $2 \leqq k \leqq \min \{n, N\}$ and assume

$$
s \geqq 2 \quad \text { if } n=2, \quad s \geqq n-1 \quad \text { if } n>2 .
$$

Then

$$
\Lambda_{k} W^{1, s}(\Omega)
$$

is the class of functions $u \in W^{1, s}(\Omega)$ such that $\Lambda_{i} D u \in L^{s}$ for $i=1, \cdots, k$.
Remarks 2.3.2. (i) It follows from Lemma 2.2.1 that (each component of) $\Lambda_{i} D u$ exists also in the weak sense and that the weak and pointwise notions agree. In other words, (2.24) is valid in the distributional sense.
(ii) We can define $\Lambda_{k} W^{1, s}(\Omega)$ in the weak sense for more general $s$ and develop a corresponding theory, but the weak and pointwise notions will not necessarily agree. Although this is an appropriate setting for variational problems, the regularity theory in §5 only applies if $s \geqq 2$ (for $n=2$ ) or $s>n-1$ (for $n>2$ ).

For this reason we will in future maintain the restrictions on $s$ given in the definition above.
(iii) More general classes of functions could be clearly defined by requiring $\Lambda_{i} D u \in L^{s_{i}}$ for different $s_{i}$. It is also possible to generalise the regularity results of $\S 5$ in an analogous way.
(iv) It is clear that $\Lambda_{k} W^{1, s}(\Omega)$ is not generally a linear space. This is a basic reason for some of the difficulties we encounter in $\S 5$.

Since $\Lambda_{k} D u$ is in particular a vector-valued function, we take the usual $L^{s}$ norm

$$
\begin{equation*}
\left\|\Lambda_{k} D u\right\|_{L^{s}}=\left(\int_{\Omega} \sum_{\lambda, \mu}\left|\left(\Lambda_{k} D u\right)_{\mu \lambda}\right|^{s}\right)^{1 / s} \tag{2.29}
\end{equation*}
$$

Definition 2.3.3. A sequence $\left\{u_{j}\right\} \subset \Lambda_{k} W^{1, s}(\Omega)$ converges in the weak $\Lambda_{k} W^{1, s}$ sense to $u \in W^{1, s}(\Omega)$ if
(a) $u_{j} \rightharpoonup u$ in $W^{1, s}(\Omega)$,
(b) $\left\|\Lambda_{i} D u_{j}\right\|_{L^{s}} \leqq M$ for $1=2, \cdots, k$ and some $M<\infty$, independent of $j$.

We write

$$
u_{j} \rightharpoonup u \text { in } \Lambda_{k} W^{1, s}(\Omega)\left(\text { or } \Lambda_{k} W^{1, s}\right)
$$

Proposition 2.3.4. If $u_{j} \rightarrow u$ in $\Lambda_{k} W^{1, s}(\Omega)$, then, moreover,
(i) $u \in \Lambda_{k} W^{1, s}(\Omega)$,
(ii) $\Lambda_{i} D u_{j}-\Lambda_{i} D u$ in $L^{s}(\Omega), i=2, \cdots, k$,

Proof. We show by induction on $i$ that $u \in \Lambda_{i} W^{1, s}$ for $i=2, \cdots, k$ and that (ii) and (iii) are true.

In case $i=2$ we observe that $u_{j} D u_{j} \rightharpoonup u D u$ in $L^{1}$, since $u_{j} \rightarrow u$ in $L^{s}$ and $D u_{j} \rightharpoonup D u$ in $L^{s}$ (and $s \geqq 2$ ). To see that (iii) is true we observe from (2.25) that

$$
\left\|\Lambda_{2} D u\right\|_{L^{s}}=\sup \left\{\int_{\Omega} u D u D \varphi: \int_{\Omega}|\varphi|^{s / s-1} \leqq 1\right\}
$$

where we are using the same abuse of notation as in (2.28). Standard arguments now imply (iii).

It follows that (i) and (ii) are also true, since weak $L^{s}$ convergence is equivalent to distributional convergence in the presence of uniform $L^{s}$ bounds.

Similar arguments apply for $i>2$ after writing $\Lambda_{i} D u=D\left(u \Lambda_{i-1} D u\right)$ in integral form.

Although $\Lambda_{k} W^{1, s}(\Omega)$ is not usually a linear space, we do have from (2.15) that if $u \in \Lambda_{k} W^{1, s}(\Omega)$ and $\chi \in C^{\infty}(\Omega)$ then $u+\chi \in \Lambda_{k} W^{1, s}(\Omega)$ and

$$
\begin{equation*}
\Lambda_{k} D(u+\chi)=\Lambda_{k} D u+\sum_{i=1}^{k-1} \Lambda_{k-i} D u \odot \Lambda_{i} D \chi+\Lambda_{k} D \chi . \tag{2.30}
\end{equation*}
$$

In particular,

$$
\left|\Lambda_{k} D(u+\chi)\right| \leqq c(\chi)\left(1+\sum_{i=1}^{k}\left|\Lambda_{i} D u\right|\right) .
$$

Also, if $\psi: \Omega\left(\subset \mathbb{R}^{n}\right) \rightarrow \mathbb{R}^{n}$ is bi-Lipschitz and $u \in \Lambda_{k} W^{1, s}(\psi(\Omega))$, then $u \circ \psi \in \Lambda_{k} W^{1, s}(\Omega)$, and we calculate almost everywhere that

$$
\begin{align*}
& \left(\Lambda_{k} D(u \circ \psi)\right)_{\left(\mu_{1}, \cdots, \mu_{k}\right)\left(\lambda_{1}, \cdots, \lambda_{k}\right)} \\
& \quad=\left(\left(\Lambda_{k} D(u \circ \psi)\right)\left(e_{\lambda_{1}} \wedge \cdots \wedge e_{\lambda_{k}}\right), \varepsilon_{\mu_{1}} \wedge \cdots \wedge \varepsilon_{\mu_{k}}\right) \\
& \quad=\left(D(u \circ \psi)\left(e_{\lambda_{1}}\right) \wedge \cdots \wedge D(u \circ \psi)\left(e_{\lambda_{k}}\right), \varepsilon_{\mu_{1}} \wedge \cdots \wedge \varepsilon_{\mu_{k}}\right) \\
& \quad=\left(D u\left(D \psi\left(e_{\lambda_{1}}\right)\right) \wedge \cdots \wedge D u\left(D \psi\left(e_{\lambda_{k}}\right)\right), \varepsilon_{\mu_{1}} \wedge \cdots \wedge \varepsilon_{\mu_{k}}\right)  \tag{2.31}\\
& \quad=\sum_{\alpha_{1}, \cdots, \alpha_{k}=1}^{n} \frac{\partial \psi^{\alpha_{1}}}{\partial x_{\lambda_{1}}} \cdots \cdots \frac{\partial \psi^{\alpha_{k}}}{\partial x_{\lambda_{k}}}\left(D u\left(e_{\alpha_{1}}\right) \wedge \cdots \wedge D u\left(e_{\alpha_{k}}\right), \varepsilon_{\mu_{1}} \wedge \cdots \wedge \varepsilon_{\mu_{k}}\right) \\
& \quad=\sum_{1 \leqq \alpha_{1}<\cdots<\alpha_{k} \leqq n} \frac{\partial\left(\psi^{\alpha_{1}}, \cdots, \psi^{\alpha_{k}}\right)}{\partial\left(x_{\lambda_{1}}, \cdots, x_{\lambda_{k}}\right)}\left(\Lambda_{k} D u\right)_{\left(\mu_{1}, \cdots, \mu_{k}\right)\left(\alpha_{1}, \cdots, \alpha_{k}\right)} .
\end{align*}
$$

2.4. Singular values and polyconvex functions. Recall that the singular values of a linear map $L: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$ are the eigenvalues $\sigma_{1}, \cdots, \sigma_{N}$ of the positive semidefinite $N \times N$ symmetric matrix $\sqrt{L^{\circ} L^{*}}$, where $L^{*}$ is the transpose map.

Moreover, we have the following lemma.
Lemma 2.4.1. If $\sigma_{1}, \cdots, \sigma_{N}$ are the singular values of $L: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$, then $\sigma_{i_{1}} \cdots \sigma_{i_{k}}$ for $1 \leqq i_{1}<\cdots<i_{k} \leqq N$ are the singular values of $\Lambda_{k} L$.

Proof. First note that if $T: \mathbb{R}^{N} \rightarrow \mathbb{R}^{p}$ is a linear map, then

$$
\begin{equation*}
\Lambda_{k}(T \circ L)=\Lambda_{k} T \circ \Lambda_{k} L \tag{2.32}
\end{equation*}
$$

This follows immediately by applying each side to an arbitrary basis element $e_{i_{1}} \wedge \cdots \wedge e_{i_{k}}$ and using (2.9).

Next note that

$$
\begin{equation*}
\left(\Lambda_{k} L\right)^{*}=\Lambda_{k} L^{*}, \tag{2.33}
\end{equation*}
$$

where $\left(\Lambda_{k} L\right)^{*}$ is the transpose map of $\Lambda_{k} L$. This follows by considering basis elements $e_{\lambda}=e_{\lambda_{1}} \wedge \cdots \wedge e_{\lambda_{k}}$ in $\Lambda_{k} \mathbb{R}^{n}$ and $\varepsilon_{\mu}=\varepsilon_{\mu_{1}} \wedge \cdots \wedge \varepsilon_{\mu_{k}}$ in $\Lambda_{k} \mathbb{R}^{N}$. We have

$$
\begin{aligned}
\left(\left(\Lambda_{k} L^{*}\right) \varepsilon_{\mu}, e_{\lambda}\right) & =\left(L^{*} \varepsilon_{\mu_{1}} \wedge \cdots \wedge L^{*} \varepsilon_{\mu_{k}}, e_{\lambda_{1}} \wedge \cdots \wedge e_{\lambda_{k}}\right) \\
& =\operatorname{det}\left[\left(L^{*} \varepsilon_{\mu_{i}}, e_{\lambda_{j}}\right)\right]_{i, j=1}^{k} \quad(\text { from (2.6)) } \\
& =\operatorname{det}\left[\left(\varepsilon_{\mu_{i}}, L e_{\lambda_{j}}\right)\right]_{i, j=1}^{k} \\
& =\left(\varepsilon_{\mu_{1}} \wedge \cdots \wedge \varepsilon_{\mu_{k}}, L e_{\lambda_{1}} \wedge \cdots \wedge L e_{\lambda_{k}}\right) \quad(\text { from (2.6)) } \\
& =\left(\varepsilon_{\mu},\left(\Lambda_{k} L\right) e_{\lambda}\right) \\
& =\left(\left(\Lambda_{k} L\right)^{*} \varepsilon_{\mu}, e_{\lambda}\right) .
\end{aligned}
$$

This implies (2.33).
Let $v_{1}, \cdots, v_{N}$ be eigenvectors of $L^{\circ} L^{*}$ with eigenvalues $\sigma_{1}^{2}, \cdots, \sigma_{N}^{2}$, respectively. We may assume the $v_{i}$ form an orthonormal basis of $\mathbb{R}^{N}$.

It follows that

$$
\begin{aligned}
\left\langle\Lambda_{k} L^{\circ}\left(\Lambda_{k} L\right)^{*}, v_{i_{1}} \wedge \cdots \wedge v_{i_{k}}\right\rangle & =\left\langle\Lambda_{k}\left(L^{\circ} L^{*}\right), v_{i_{1}} \wedge \cdots \wedge v_{i_{k}}\right\rangle \\
& =\left(L \circ L^{*}\right) v_{i_{1}} \wedge \cdots \wedge\left(L^{\circ} L^{*}\right) v_{i_{k}} \\
& =\sigma_{i_{1}}^{2} \cdots \cdots \sigma_{i_{k}}^{2} v_{i_{1}} \wedge \cdots \wedge v_{i_{k}} .
\end{aligned}
$$

Thus the $v_{i_{1}} \wedge \cdots \wedge v_{i_{k}}$ form a basis of eigenvectors for $\Lambda_{k} L^{\circ}\left(\Lambda_{k} L\right)^{*}$, with eigenvalues $\sigma_{i_{1}}^{2} \cdots \cdot \sigma_{i_{k}}^{2}$. In particular, the lemma follows.

Lemma 2.4.2. Let

$$
F_{j}\left(\Lambda_{j} L\right)=g_{j}\left(\sigma_{1} \cdots \sigma_{j}, \cdots, \sigma_{i_{1}} \cdots \cdot \sigma_{i_{j}}, \cdots\right)
$$

where $g$ is convex and increasing in each variable. Then $F$ is polyconvex.
Proof. This follows immediately from the case where $j=1$ and Lemma 2.4.1. The case where $j=1$ is established in [B, Thm. 5.1(ii)].

Remark. The previous lemma gives a large class of polyconvex functionals, as shown in [B, §5] in the case where $n=N=2,3$. Namely, if

$$
F\left(D u, \Lambda_{2} D u, \cdots, \Lambda_{k} D u\right)=\sum_{j=1}^{k} g_{j}\left(\sigma_{1} \cdots \sigma_{j}, \cdots, \sigma_{i_{1}} \cdots \cdots \sigma_{i_{j}}, \cdots\right),
$$

where $g_{j}$ are as in the previous lemma, then $F$ is polyconvex.
In particular,

$$
\begin{aligned}
\left|\Lambda_{j} D u\right|^{2} & =\operatorname{Trace}\left(\Lambda_{j} D u \circ\left(\Lambda_{j} D u\right)^{*}\right) \\
& =\operatorname{Trace}\left(\Lambda_{j}\left(D u \circ D u^{*}\right)\right) \\
& =\sum_{i_{1}<\cdots<i_{j}} \sigma_{i_{1}}^{2} \cdots \cdots \sigma_{i_{j}}^{2},
\end{aligned}
$$

where $\sigma_{1}, \cdots, \sigma_{N}$ are the singular values of $D u$.
3. Existence of minimisers. We prove the following existence theorem due to Ball [ $B$, Thm. 7.7]. In fact, the theorem is true (with essentially the same proof) provided $s \geqq 2 n /(n+1)$, but under this more general condition the weak and pointwise notions of $\Lambda_{i} D u$ will no longer necessarily agree. Existence results under even more general conditions have recently been established in [GMS, §6.A] using techniques from geometric measure theory (they also consider the problem of invertibility), and by Müller [Mu].

Suppose $n=2$ and $s \geqq 2$, or $n>2$ and $s \geqq n-1$.
Let

$$
\begin{equation*}
I[u]=\int_{\Omega} F\left(x, u, D u, \Lambda_{2} D u, \cdots, \Lambda_{k} D u\right), \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
u: \Omega\left(\subset \mathbb{R}^{n}\right) \rightarrow \mathbb{R}^{N} . \tag{3.2}
\end{equation*}
$$

We assume

$$
\begin{equation*}
F=F\left(x, z, a_{1}, \cdots, a_{k}\right): \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{q_{1}} \times \cdots \times \mathbb{R}^{q_{k}} \rightarrow \mathbb{R} \tag{3.3}
\end{equation*}
$$

for the appropriate $q_{i}$. We write $a=\left(a_{1}, \cdots, a_{k}\right)$. The structure conditions we assume on $F$ are as follows:
(a) $\quad F \geqq 0$,
(b) $\quad F$ is measurable in $x$ for all $(z, a)$,
(c) $\quad F$ is continuous in $z$ for all $(y, a)$,
(d) $\quad F$ is convex in $a$ for all $(x, z)$,
(e) $\quad F\left(x, z, a_{1}, \cdots, a_{k}\right) \geqq \gamma \sum_{i=1}^{k}\left|a_{i}\right|^{s}$ for some $\gamma>0$.

Theorem 3.1 (Ball). Suppose I and $F$ are as in (3.1) and (3.4), and $v \in W^{1, s}(\Omega)$. Let

$$
\mathscr{C}=\left\{u \in \Lambda_{k} W^{1, s}(\Omega): u-v \in W_{0}^{1, s}(\Omega)\right\} .
$$

Then if $I[u]<\infty$ for some $u \in \mathscr{C}$, there will exist $u \in \mathscr{C}$ which minimises $I[u]$ amongst all members of $\mathscr{C}$.

Proof. Let $\left\{u_{j}\right\} \subset \mathscr{C}$ be a minimising sequence.
On passing to a subsequence we can assume by Poincaré's inequality that $u_{j} \rightharpoonup u$ in $W^{1, s}(\Omega)$ for some $u$. Moreover, from (3.4e) we have uniform bounds on $\left\|\Lambda_{i} D u_{j}\right\|_{L^{s}(\Omega)}$ for $i=2, \cdots, k$. It follows from Definition 2.3.3 and Proposition 2.3.4 that $u_{j} \rightarrow u$ in $\Lambda_{k} W^{1, s}$ for some $u$, and moreover that $u \in \mathscr{C}$.

Since $\Lambda_{i} D u_{j}-\Lambda_{i} D u$ in $L^{s}(\Omega)$ for each $i$, by Proposition 2.3 .4 (ii), and $u_{j} \rightarrow u$ in $L^{s}$, a standard lower semicontinuity result [G, Thm. 2.3, p. 18] implies $I[u] \leqq$ $\lim _{j \rightarrow \infty} I\left[u_{j}\right]$.

It follows that $u$ is the required minimiser.
4. Partial regularity theorem. Suppose

$$
\begin{equation*}
u: \Omega\left(\subset \mathbb{R}^{n}\right) \rightarrow \mathbb{R}^{N} \tag{4.1}
\end{equation*}
$$

and $u \in \Lambda_{k} W^{1, s}$. Consider functionals of the form

$$
\begin{equation*}
I[u]=\int_{\Omega} F^{1}(D u)+\sum_{i=2}^{k} F^{i}\left(\Lambda_{i} D u\right) . \tag{4.2}
\end{equation*}
$$

Assume the following hypotheses:

$$
\begin{equation*}
F^{i} \text { is } \quad C^{2} \quad \text { for } i=1, \cdots, k \text {; } \tag{H1}
\end{equation*}
$$

$$
\begin{equation*}
s \geqq 2 \quad \text { if } n=2, \quad s>n-1 \quad \text { if } n>2 \text {; } \tag{H2}
\end{equation*}
$$

(a) $\left|D^{2} F^{1}(p)\right| \leqq c\left(1+|p|^{s-2}\right)$,
(b) $\quad D_{p_{i}^{\alpha} p_{j}^{\beta}} F^{1}(p) \xi_{i}^{\alpha} \xi_{j}^{\beta} \geqq \gamma\left(1+|p|^{s-2}\right)|\xi|^{2}$
for all $\xi \in \operatorname{Hom}\left(\mathbb{R}^{n} ; \mathbb{R}^{N}\right)$, some $\gamma>0$; For $i=2, \cdots, k$,
(a) $\left|D^{2} F^{i}(q)\right| \leqq c|q|^{s-2}$,
(b) $\quad D_{q_{\alpha} q_{\beta}} F^{i}(q) \xi_{\alpha} \xi_{\beta} \geqq \gamma|q|^{s-2}|\xi|^{2}$
for all $\xi \in \mathbb{R}^{q i}$, some $\gamma>0$.
Model problems included under these hypotheses are

$$
\begin{equation*}
I[u]=\int_{\Omega}|D u|^{2}+|D u|^{s}+\sum_{i=2}^{k}\left|\Lambda_{i} D u\right|^{s}, \tag{4.3}
\end{equation*}
$$

where $s \geqq 2$ if $n=2$, and $s>n-1$ if $n>2$.
The main theorem established in this paper is the following.
Main Theorem 4.1. Suppose $u \in \Lambda_{k} W^{1, s}(\Omega)$ is a minimiser of $I[\cdot]$, where I satisfies the hypotheses $(\mathrm{H} 1)-(\mathrm{H} 4)$. Then there exists an open set $\Omega_{0} \subset \Omega$ such that

$$
\mathscr{L}^{n}\left(\Omega \sim \Omega_{0}\right)=0, \quad u \in C^{1, \alpha}\left(\Omega_{0}\right)
$$

for all $0<\alpha<1$.
Remark. In § 7 we indicate various extensions and generalisations.
5. Proof of decay estimate. In this section we continue to use the notation of $\S 4$. In particular, $u \in \Lambda_{k} W^{1, s}(\Omega)$ is a minimiser of $I[\cdot]$, where $I[\cdot]$ satisfies the hypotheses (H1)-(H4).

Consider the following quantity:

$$
\begin{align*}
U(x, r):=f_{B_{r}(x)} & {\left[\left|D u-(D u)_{x, r}\right|^{2}+\left|D u-(D u)_{x, r}\right|^{s}\right.}  \tag{5.1}\\
& \left.+\sum_{i=2}^{k}\left(\left|\Lambda_{i}(D u)_{x, r}\right|^{s-2}\left|\Lambda_{i}\left(D u-(D u)_{x, r}\right)\right|^{2}+\left|\Lambda_{i}\left(D u-(D u)_{x, r}\right)\right|^{s}\right)\right]
\end{align*}
$$

(if $s=2$ we drop the second and third terms on the right side).
We will prove the following decay estimate.
Theorem 5.1. Suppose $M>0$. Then for each $0<\tau<\frac{1}{2}$ there exists $\varepsilon_{0}=\varepsilon_{0}(\tau, M)$ such that for every $B_{r}(x) \subset \Omega$, if

$$
\begin{aligned}
\left|(D u)_{x, r}\right| & \leqq M, \\
U(x, r) & \leqq \varepsilon_{0},
\end{aligned}
$$

then

$$
U(x, \pi r) \leqq c_{1} \tau^{2} U(x, r)
$$

for some $c_{1}=c_{1}(M)$.
Proof. We specify $c_{1}(M)$ later (see (5.86) and (5.38)). Assume the theorem is not true for some $M$ and $\tau$, which we fix.

In the following we will allow $c$ to be a constant which may depend on $M$, but not on $\tau$ or $m$, and which may change from line to line.

By assumption there exist balls $B\left(x_{m}, r_{m}\right) \subset \Omega$ such that $\left|(D u)_{x_{m}, r_{m}}\right| \leqq M$, $U\left(x_{m}, r_{m}\right) \rightarrow 0$ as $m \rightarrow \infty$, and

$$
\begin{equation*}
U\left(x_{m}, \tau r_{m}\right)>c_{1} \tau^{2} U\left(x_{m}, r_{m}\right) \tag{5.2}
\end{equation*}
$$

We will establish a contradiction to (5.2) for some sufficiently large $c_{1}=c_{1}(M)$. Let

$$
\begin{equation*}
\lambda_{m}^{2}=U\left(x_{m}, r_{m}\right) \tag{5.3}
\end{equation*}
$$

Then $\lambda_{m} \neq 0$ (as otherwise $D u$ is constant on $B_{r_{m}}\left(x_{m}\right)$ and so both sides of (5.2) equal zero, contradicting (5.2)). Thus we take

$$
\begin{equation*}
0<\lambda_{m} \rightarrow 0 \quad \text { as } m \rightarrow \infty . \tag{5.4}
\end{equation*}
$$

Define

$$
\begin{gather*}
a_{m}=(u)_{x_{m}, r_{m}}  \tag{5.5}\\
A_{m}=(D u)_{x_{m}, r_{m}} . \tag{5.6}
\end{gather*}
$$

Then by assumption,

$$
\begin{equation*}
\left|A_{m}\right| \leqq M . \tag{5.7}
\end{equation*}
$$

Define the normalised function

$$
\begin{equation*}
v_{m}(z)=\frac{u\left(x_{m}+r_{m} z\right)-a_{m}-r_{m} A_{m} z}{\lambda_{m} r_{m}} \tag{5.8}
\end{equation*}
$$

for $z \in B_{1}$.

Note that $v_{m} \in \Lambda_{k} W^{1, s}\left(B_{1}\right)$ as in (2.30). We also have

$$
\begin{align*}
& D_{v_{m}}(z)=\lambda_{m}^{-1}\left(D u\left(x_{m}+r_{m} z\right)-A_{m}\right) \\
& \left(D v_{m}\right)_{\tau}=\lambda_{m}^{-1}\left((D u)_{x_{m}, \tau r_{m}}-A_{m}\right) \\
& D v_{m}(z)-\left(D v_{m}\right)_{\tau}=\lambda_{m}^{-1}\left(D u\left(x_{m}+r_{m} z\right)-(D u)_{x_{m}, r_{m}}\right),  \tag{5.9}\\
& \left(v_{m}\right)_{1}=0 \\
& \left(D v_{m}\right)_{1}=0 .
\end{align*}
$$

It follows from (5.3) that

$$
\begin{equation*}
1=\int_{B_{1}}\left|D v_{m}\right|^{2}+\lambda_{m}^{s-2}\left|D v_{m}\right|^{s}+\sum_{i=2}^{k}\left(\left|\Lambda_{i} A_{m}\right|^{s-2} \lambda_{m}^{2 i-2}\left|\Lambda_{i} D v_{m}\right|^{2}+\lambda_{m}^{s i-2}\left|\Lambda_{i} D v_{m}\right|^{s}\right) \tag{5.10}
\end{equation*}
$$

On passing to a subsequence we claim that for some $A \in \operatorname{Hom}\left(\mathbb{R}^{n} ; \mathbb{R}^{N}\right)$ and some $v \in L^{2}\left(B_{1}\right)$ that
(i) $\quad A_{m} \rightarrow A$ pointwise,
(ii) $v_{m} \rightharpoonup v$ in $W^{1,2}$,
(v) $\quad \lambda_{m}^{i-(2 / s)} \Lambda_{i} D v_{m} \longrightarrow 0 \quad$ in $L^{s} \cdots 2 \leqq i \leqq k$,
(vi) $\quad \lambda_{m}^{\delta} D v_{m} \rightarrow 0 \quad$ a.e. for any $\delta>0$.

The first two claims are standard from the facts $\left|A_{m}\right| \leqq M$ and $f_{B_{1}}\left|D v_{m}\right|^{2} \leqq 1$.
To see (iii) we note that $v_{m} \rightharpoonup v$ in the distributional sense, and hence $\lambda_{m}^{1-2 / s} v_{m} \rightharpoonup 0$ in the distributional sense. Since $f_{B_{1}} \lambda_{m}^{s-2}\left|D v_{m}\right|^{s}$ is bounded uniformly in $m$ and since $\left(v_{m}\right)_{1}=0$, it follows from Poincaré's inequality that $\lambda_{m}^{1-2 / s} v_{m}$ is uniformly bounded in the $W^{1, s}\left(B_{1}\right)$ norm, and so (iii) follows.

To see (iv) in the case where $i=2$ we note that $v_{m} \rightarrow v$ in $L^{2}, D v_{m} \rightarrow D v$ in $L^{2}$, and hence $v_{m} \odot D v_{m} \rightharpoonup v \odot D v$ in the distributional sense. But then $\Lambda_{2} D v_{m} \rightarrow \Lambda_{2} D v$ in the distributional sense, and hence $\lambda_{m}\left|\Lambda_{2} A_{m}\right|^{s / 2-1} \Lambda_{2} D v_{m} \longrightarrow 0$ in the distributional sense. Since $\lambda_{m}\left|\Lambda_{2} A_{m}\right|^{s / 2-1} \Lambda_{2} D v_{m}$ is uniformly bounded in $L^{2}\left(B_{1}\right)$ by (5.10), result (iv) follows.

The proof of (v) in the case where $i=2$ is similar.
Assume (iv) and (v) are true with $i$ replaced by $i-1$ and $3 \leqq i \leqq k$. Since $v_{m} \rightarrow v$ in $L^{2}$ and $\lambda_{m}^{i-1-2 / s} \Lambda_{i-1} D v_{m} \longrightarrow 0$ in $L^{s}$ (by (v), recall $s \geqq 2$ ), it follows that $\lambda_{m}^{i-1-2 / s} v_{m} \odot$ $\Lambda_{i-1} D v_{m} \longrightarrow 0$ in the distributional sense. But then $\lambda_{m}^{i-1-2 / s} \Lambda_{i} D v_{m} \longrightarrow 0$ in the distributional sense, and hence $\lambda_{m}^{i-2 / s} \Lambda_{i} D v_{m} \rightarrow 0$ in the distributional sense. Since $\lambda_{m}^{i-2 / s} \Lambda_{i} D v_{m}$ is uniformly bounded in $L^{s}$ by (5.10), it follows that $\lambda_{m}^{i-2 / s} \Lambda_{i} D v_{m} \longrightarrow 0$ in $L^{s}$. This establishes (v) for $i=1, \cdots, k$, by induction.

We also have from the fact $\lambda_{m}^{i-1-2 / s} \Lambda_{i} D v_{m} \rightarrow 0$ that $\left|\Lambda_{i} A_{m}\right|^{s / 2-1} \lambda_{m}^{i-1} \Lambda_{i} D v_{m} \rightarrow 0$ in the distributional sense (recall that $\left|\Lambda_{i} A_{m}\right|$ is uniformly bounded from (5.7)). Since $\left|\Lambda_{i} A_{m}\right|^{s / 2-1} \lambda_{m}^{i-1} \Lambda_{i} D v_{m}$ is uniformly bounded in $L^{2}$ from (5.10), it follows that $\left|\Lambda_{i} A_{m}\right|^{s / 2-1} \lambda_{m}^{i-1} \Lambda_{i} D v_{m} \rightarrow 0$ in the $L^{2}$ sense. This establishes (iv) for $i=1, \cdots, k$, by induction.

Finally (vi) follows immediately from the fact $D v_{m}$ is uniformly bounded in $L^{2}$ and so $\lambda_{m}^{\delta} D v_{m} \rightarrow 0$ in $L^{2}$.

The proof of the theorem is rather long, and so we break it into a number of parts.
A. $\boldsymbol{v}_{\boldsymbol{m}}$ minimises a normalised functional. Define the normalised functions

$$
\begin{align*}
F_{m}^{1}(P)=\lambda_{m}^{-2}[ & \left.F^{1}\left(A_{m}+\lambda_{m} P\right)-F^{1}\left(A_{m}\right)-D F^{1}\left(A_{m}\right) \lambda_{m} P\right],  \tag{5.12}\\
F_{m}^{i}(P)=\lambda_{m}^{-2}[ & F^{i}\left(\Lambda_{i}\left(A_{m}+\lambda_{m} P\right)\right)-F^{i}\left(\Lambda_{i} A_{m}\right) \\
& \left.-D F^{i}\left(\Lambda_{i} A_{m}\right)\left(\Lambda_{i}\left(A_{m}+\lambda_{m} P\right)-\Lambda_{i} A_{m}\right)\right] \tag{5.13}
\end{align*}
$$

for $i=2, \cdots, k$.
The corresponding normalised functional is defined to be

$$
\begin{equation*}
I_{m}[w]=f_{B_{1}} F_{m}^{1}(D w)+\sum_{i=2}^{k} F_{m}^{i}(D w) \tag{5.14}
\end{equation*}
$$

For $0<t<1$ we similarly define

$$
\begin{equation*}
I_{m}^{t}[w]=\int_{B_{1}} \sum_{i=1}^{k} F_{m}^{i}(D w) \tag{5.15}
\end{equation*}
$$

Example 5.2. If $n=N=2$ and $i=2$, then

$$
\begin{align*}
F_{m}^{2}(P)=\lambda_{m}^{-2}[ & F^{2}\left(\operatorname{det}\left(A_{m}+\lambda_{m} P\right)-F^{2}\left(\operatorname{det} A_{m}\right)\right. \\
& \left.-D F^{2}\left(\operatorname{det} A_{m}\right)\left(\operatorname{det}\left(A_{m}+\lambda_{m} P\right)-\operatorname{det} A_{m}\right)\right] . \tag{5.16}
\end{align*}
$$

If, moreover, $F^{2}(\operatorname{det} P)=(\operatorname{det} P)^{2}$, then

$$
\begin{align*}
F_{m}^{2}(P)= & \lambda_{m}^{-2}\left[\left(\operatorname{det}\left(A_{m}+\lambda_{m} P\right)\right)^{2}-\left(\operatorname{det} A_{m}\right)^{2}\right. \\
& \left.\quad-2 \operatorname{det} A_{m}\left(\operatorname{det}\left(A_{m}+\lambda_{m} P\right)-\operatorname{det} A_{m}\right)\right] \\
= & \lambda_{m}^{-2}\left(\operatorname{det}\left(A_{m}+\lambda_{m} P\right)-\operatorname{det} A_{m}\right)^{2}  \tag{5.17}\\
= & \left(A_{m} \tilde{\odot} P+\lambda_{m} \operatorname{det} P\right)^{2},
\end{align*}
$$

where we use $\tilde{\odot}$ for the particular linear combination of terms above.
Thus

$$
\begin{equation*}
F_{m}^{2}(D w)=\left(A_{m} \tilde{\odot} D w+\lambda_{m} \operatorname{det} D w\right)^{2} \tag{5.18}
\end{equation*}
$$

Remark 5.3. In [EG] the authors define a normalised functional which in the present framework would be obtained by setting for $i=1, \cdots, k$,

$$
\begin{gather*}
\tilde{F}^{i}(P)=F^{i}\left(\Lambda_{i} P\right),  \tag{5.19}\\
\tilde{F}_{m}^{i}(P)=\lambda_{m}^{-2}\left[\tilde{F}^{i}\left(A_{m}+\lambda_{m} P\right)-\tilde{F}^{i}\left(A_{m}\right)-D \tilde{F}^{i}\left(A_{m}\right) \lambda_{m} P\right],  \tag{5.20}\\
I_{m}[w]=\int_{B_{1}} \sum_{i=1}^{k} \tilde{F}_{m}^{i}(D w) \tag{5.21}
\end{gather*}
$$

Thus in [EG] the function $P \mapsto F^{i}\left(\Lambda_{i} P\right)$ is normalised about $P=A_{m}$, whereas here we normalise the function $\Lambda_{i} P \mapsto F^{i}\left(\Lambda_{i} P\right)$ about $\Lambda_{i} P=\Lambda_{i} A_{m}$.

If $i=1$, then $\tilde{F}_{m}^{i}(P)=F_{m}^{i}(P)$. But if $i>1$ this is, of course, not true.
In Example 5.2, where $F^{2}(\operatorname{det} P)=(\operatorname{det} P)^{2}$, we obtain from the rule for differentiating a determinant,

$$
\begin{align*}
\tilde{F}_{m}^{2}(P)= & \lambda_{m}^{-2}\left[\left(\operatorname{det}\left(A_{m}+\lambda_{m} P\right)\right)^{2}-\left(\operatorname{det} A_{m}\right)^{2}-2 \operatorname{det} A_{m}\left(A_{m} \tilde{\odot} \lambda_{m} P\right)\right] \\
= & \lambda_{m}^{-2}\left[\operatorname{det}\left(A_{m}+\lambda_{m} P\right)\right)^{2}-\left(\operatorname{det} A_{m}\right)^{2} \\
& \left.\quad-2 \operatorname{det} A_{m}\left(\operatorname{det}\left(A_{m}+\lambda_{m} P\right)-\operatorname{det} A_{m}\right)+2 \lambda_{m}^{2} \operatorname{det} A_{m} \operatorname{det} P\right]  \tag{5.22}\\
= & F_{m}^{2}(\operatorname{det} P)+2 \operatorname{det} A_{m} \operatorname{det} P .
\end{align*}
$$

Returning to the general case, it is easy to check, as noted in [EG], that $v_{m}$ is a minimiser of $\tilde{I}_{m}$.

We show here that $v_{m}$ is a minimiser of $I_{m}$, amongst functions in $\Lambda_{k} W^{1, s}\left(B_{1}\right)$ which agree with $v_{m}$ outside some compact subset $B_{1}$. The essential point is that the extra term introduced as in (5.22) gives rise to an integrand which can be written in divergence form.

Lemma 5.4. Suppose $w \in \Lambda_{k} W^{1, s}\left(B_{1}\right)$ and $w=v_{m}$ outside some compact $K \subset B_{1}$. Then

$$
I_{m}\left[v_{m}\right] \leqq I_{m}[w] .
$$

Proof. First note that

$$
\begin{align*}
f_{B_{1}} F^{i}\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D w\right)\right) & =f_{B_{1}} F^{i}\left(\Lambda_{i} D\left(A_{m} z+\lambda_{m} w\right)\right) \\
& =f_{B_{\left(x_{m}, r_{m}\right)}} F^{i}\left(\Lambda_{i} D w^{*}\right), \tag{5.23}
\end{align*}
$$

where

$$
w^{*}\left(x_{m}+r_{m} z\right)=a_{m}+r_{m} A_{m} z+\lambda_{m} r_{m} w(z) .
$$

In particular, from (5.23) and the definition of $v_{m}$,

$$
f_{B_{1}} F^{i}\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)\right)=f_{B_{\left(x_{m}, r_{m}\right)}} F^{i}\left(\Lambda_{i} D u\right)
$$

Since $u$ is a minimiser of $I[\cdot]$, it follows that

$$
\begin{equation*}
f_{B_{1}} \sum_{i=1}^{k} F^{i}\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)\right) \leqq f_{B_{1}} \sum_{i=1}^{k} F^{i}\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D w\right)\right) . \tag{5.24}
\end{equation*}
$$

But we also have that

$$
\begin{equation*}
f_{B_{1}} \Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)=f_{B_{1}} \Lambda_{i}\left(A_{m}+\lambda_{m} D w\right) . \tag{5.25}
\end{equation*}
$$

To see this it is sufficient to show, in view of (2.24), that if $X \in L^{1}\left(B_{1}\right)$ is a vector-valued function, $X=0$ outside some compact $K \subset B_{1}$, and $\operatorname{div} X \in L^{1}$ (where $\operatorname{div} X$ is defined in the distributional sense), that $\int_{B_{1}} \operatorname{div} X=0$.

But if $X_{\varepsilon}$ is obtained by mollifying $X$ in the usual way, then for all sufficiently small $\varepsilon, \int \operatorname{div} X_{\varepsilon}=0$. Since $\operatorname{div} X_{\varepsilon}=(\operatorname{div} X)_{\varepsilon}$ converges to $\operatorname{div} X$ in $L^{1}$, the result follows.
B. $\boldsymbol{v}$ satisfies a linear equation. We need to calculate the Euler-Lagrange equation for $v_{m}$ by calculating

$$
\left.\frac{d}{d t}\right|_{t=0} \Lambda_{i}\left(A_{m}+\lambda_{m}\left(D v_{m}+t D \varphi\right)\right)
$$

Let us write

$$
\begin{equation*}
\Lambda_{i}(A+B)=\Lambda_{i} A+\Lambda_{i-1} A \tilde{\odot} B+\sum_{j=2}^{i-1} \Lambda_{i-j} A \odot \Lambda_{j} B+\Lambda_{i} B \tag{5.26}
\end{equation*}
$$

so that

$$
\Lambda_{i-1} A \tilde{\odot} B
$$

will always denote this particular linear combinations of terms $a_{\lambda} b_{\lambda}$, where $a_{\lambda}$ and $b_{\lambda}$ are components of $\Lambda_{i-1} A$ and $B$, respectively.

Then for $\varphi \in C_{c}^{\infty}\left(B_{1}\right)$,

$$
\begin{equation*}
\left.\frac{d}{d t}\right|_{t=0} \Lambda_{i}\left(A_{m}+\lambda_{m}\left(D v_{m}+t D \varphi\right)\right)=\Lambda_{i-1}\left(A_{m}+\lambda_{m} D v_{m}\right) \tilde{\odot} \lambda_{m} D \varphi \tag{5.27}
\end{equation*}
$$

It follows from (5.12), (5.13), and Lemma 5.4 that $v_{m}$ satisfies the Euler-Lagrange equation given by

$$
\begin{aligned}
& 0=\lambda_{m}^{-1} f_{B_{1}}\left[D F^{1}\left(A_{m}+\lambda_{m} D v_{m}\right)-D F^{1}\left(A_{m}\right)\right] D \varphi \\
& +\lambda_{m}^{-1} f_{B_{1}} \sum_{i=2}^{k}\left[D F^{i}\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)\right)-D F^{i}\left(\Lambda_{i} A_{m}\right)\right] \\
& \cdot\left[\Lambda_{i-1}\left(A_{m}+\lambda_{m} D v_{m}\right) \widetilde{\odot} D \varphi\right] \\
& =f_{B_{1}}\left[\int_{0}^{1} D^{2} F^{1}\left(A_{m}+t \lambda_{m} D v_{m}\right) d t\right] D v_{m} D \varphi \\
& +\lambda_{m}^{-1} f_{B_{1}} \sum_{i=2}^{k}\left[\int_{0}^{1} D^{2} F^{i}\left(\Lambda_{i} A_{m}+t\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i} A_{m}\right)\right) d t\right] \\
& \cdot\left[\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i} A_{m}\right]\left[\Lambda_{i-1}\left(A_{m}+\lambda_{m} D v_{m}\right) \widetilde{\odot} D \varphi\right] \\
& =f_{B_{1}}\left[\int_{0}^{1} D^{2} F^{1}\left(A_{m}+t \lambda_{m} D v_{m}\right) d t\right] D v_{m} D \varphi \\
& +f_{B_{1}} \sum_{i=2}^{k}\left[\int_{0}^{1} D^{2} F^{i}\left(\Lambda_{i} A_{m}+t\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i} A_{m}\right)\right) d t\right] \\
& \cdot\left[\Lambda_{i-1} A_{m} \tilde{\odot} D v_{m}+\sum_{j=2}^{i} \lambda_{m}^{j-1} \Lambda_{i-j} A_{m} \odot \Lambda_{j} D v_{m}\right] \\
& \cdot\left[\Lambda_{i-1} A_{m} \tilde{\odot} D \varphi+\sum_{j=1}^{i-1} \lambda_{m}^{j} \Lambda_{i-1-j} A_{m} \odot \Lambda_{j} D v_{m} \tilde{\odot} D \varphi\right] .
\end{aligned}
$$

We aim to show that $v$ satisfies the linear equation

$$
\begin{equation*}
0=f_{B_{1}}\left[D^{2} F^{1}(A) D v D \varphi+\sum_{i=2}^{k} D^{2} F^{i}\left(\Lambda_{i} A\right)\left(\Lambda_{i-1} A \tilde{\odot} D v\right)\left(\Lambda_{i-1} A \tilde{\odot} D \varphi\right)\right] \tag{5.29}
\end{equation*}
$$

for all $\varphi \in C_{c}^{\infty}\left(B_{1}\right)$.
This is an elliptic system with ellipticity bounds given by

$$
\begin{equation*}
\gamma|\xi|^{2} \leqq D^{2} F^{1}(A) \xi \xi+\sum_{i=2}^{k} D^{2} F^{i}\left(\Lambda_{i} A\right)\left(\Lambda_{i-1} A \tilde{\bigodot} \xi\right)\left(\Lambda_{i-1} A \tilde{\odot} \xi\right) \leqq c|\xi|^{2} \tag{5.30}
\end{equation*}
$$

for all $\xi \in \operatorname{Hom}\left(\mathbb{R}^{n} ; \mathbb{R}^{N}\right)$.
The necessary calculations are simplified by the following lemmas.
Lemma 5.5. Suppose $\left\{f_{m}\right\} \subset L^{1}\left(B_{1}\right),\left\{g_{m}\right\} \subset L^{1+\eta}\left(B_{1}\right)$ (some $\eta>0$ ), and $\alpha$ is constant. Suppose

$$
\begin{gathered}
f_{m} \rightarrow \alpha \quad \text { a.e. }, \\
g_{m} \rightarrow g \quad \text { in } L^{1+\eta}, \\
\int_{\Omega}\left|f_{m} g_{m}\right|^{1+\delta} \leqq A \text { for some } \delta>0, \quad \text { some } A<\infty, \quad \text { and all } m .
\end{gathered}
$$

Then

$$
f_{m} g_{m} \rightharpoonup \alpha g \quad \text { in } L^{1+\delta}
$$

Proof. For any $\varphi \in C^{\infty}\left(B_{1}\right)$ we have

$$
\begin{equation*}
\int_{B_{1}}\left(f_{m} g_{m}-\alpha g\right) \varphi=\int_{B_{1}}\left(f_{m}-\alpha\right) g_{m} \varphi+\alpha \int_{B_{1}}\left(g_{m}-g\right) \varphi . \tag{5.31}
\end{equation*}
$$

The second integral on the right side converges to zero as $m \rightarrow \infty$.
To see that the same is true of the first integral we note that for each $\varepsilon>0$ there exists $E \subset B_{1}$ with $|E|<\varepsilon$ such that $f_{m} \rightarrow \alpha$ uniformly on $B_{1} \sim E$. Then

$$
\begin{aligned}
\int_{B_{1} \sim E}\left|f_{m}-\alpha\right|\left|g_{m}\right||\varphi| & \leqq c \sup _{B_{1} \sim E}\left|f_{m}-\alpha\right|\left(\int_{B_{1}}\left|g_{m}\right|^{1+\eta}\right)^{1 \mid(1+\eta)} \\
& \rightarrow 0 \quad \text { as } m \rightarrow \infty
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
& \int_{E}\left|f_{m}-\alpha\right|\left|g_{m}\right||\varphi| \leqq c\left(\int_{E}\left|f_{m} g_{m}\right|^{1+\delta}\right)^{1 /(1+\delta)}|E|^{\delta /(1+\delta)} \\
& \quad+c\left(\int_{E}\left|g_{m}\right|^{1+\eta}\right)^{1 /(1+\eta)}|E|^{\eta /(1+\eta)} \\
& \leqq c(\varepsilon)
\end{aligned}
$$

where $c(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$. Since $\varepsilon>0$ is arbitrary, it follows that the first integral on the right side of (5.31) also converges to zero as $m \rightarrow \infty$.

This establishes the lemma.
Remark. The case $g_{m} \equiv 1$ is also of interest.
Lemma 5.6. Suppose $p, q \geqq 0$ and all $a_{i} \geqq 0$. Then

$$
\left(\Sigma a_{i}^{p}\right)\left(\Sigma a_{i}^{q}\right) \leqq c \Sigma a_{i}^{p+q} .
$$

Proof. Multiply out the left side and use Young's inequality.
Lemma 5.7. $\left|\Lambda_{i} A_{m}\right| \leqq c\left|\Lambda_{j} A_{m}\right|$ if $1 \leqq j \leqq i$, for some $c$ independent of $m$.
Proof. If $j=i-1$ this follows by expanding the determinant corresponding to each component of $\Lambda_{i} A_{m}$ along an arbitrary row (or column) and recalling $\left|A_{m}\right|$ is uniformly bounded in $m$. The result follows for general $j$ by repeating the argument.

Lemma 5.8.

$$
\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right) \rightarrow \Lambda_{i} A \quad \text { a.e. as } m \rightarrow \infty
$$

Proof. This follows from (5.11)(vi) and the fact $A \mapsto \Lambda_{i} A$ is clearly a continuous function.

We now proceed with the proof of (5.29).
Apply Lemma 5.5 to the first integral on the right side of (5.28), with

$$
\begin{aligned}
& f_{m}=\int_{0}^{1} D^{2} F^{1}\left(A_{m}+t \lambda_{m} D v_{m}\right) d t \\
& g_{m}=D v_{m}, \quad g=D v .
\end{aligned}
$$

Then $f_{m} \rightarrow D^{2} F^{1}(A)$ almost everywhere from (5.11)(vi), and $g_{m} \rightharpoonup g$ in $L^{2}$ from (5.11)(ii). Also,

$$
\begin{aligned}
\left|f_{m} g_{m}\right| & \leqq c\left(1+\lambda_{m}^{s-2}\left|D v_{m}\right|^{s-2}\right)\left|D v_{m}\right| \\
& \leqq c\left(\left|D v_{m}\right|+\lambda_{m}^{1-2 / s}\left(\lambda_{m}^{s-2}\left|D v_{m}\right|^{s}\right)^{(s-1) / s)}\right.
\end{aligned}
$$

and so $f_{m} g_{m} \in L^{s /(s-1)}$ uniformly in $m$. Lemma 5.5 now implies

$$
\begin{equation*}
f_{B_{1}}\left[\int_{0}^{1} D^{2} F^{1}\left(A_{m}+t \lambda_{m} D v_{m}\right) d t\right] D v_{m} D \varphi \rightarrow f_{B_{1}} D^{2} F^{1}(A) D v D \varphi . \tag{5.32}
\end{equation*}
$$

We next consider the second integral on the right side of (5.28). It is convenient to write this integral in the following form:

$$
\begin{gather*}
\sum_{i=2}^{k}\left\{f_{B_{1}}\left[\int_{0}^{1} D^{2} F^{i}\left(\Lambda_{i} A_{m}+t\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i} A_{m}\right)\right) d t\right]\right. \\
\cdot\left[\left(\Lambda_{i-1} A_{m} \tilde{\odot} D v_{m}\right)\left(\Lambda_{i-1} A_{m} \tilde{\odot} D \varphi\right)\right. \\
+\left(\sum_{j=2}^{i} \lambda_{m}^{j-1} \Lambda_{i-j} A_{m} \odot \Lambda_{j} D v_{m}\right)\left(\Lambda_{i-1} A_{m} \tilde{\odot} D \varphi\right) \\
+\left(\sum_{j=1}^{i} \lambda_{m}^{j-1} \Lambda_{i-j} A_{m} \odot \Lambda_{j} D v_{m}\right)  \tag{5.33}\\
\left.\left.\cdot\left(\sum_{j=1}^{i-1} \lambda_{m}^{j} \Lambda_{i-1-j} A_{m} \odot \Lambda_{j} D v_{m} \tilde{\odot} D \varphi\right)\right]\right\} \\
=\sum_{i=2}^{k}\left(A_{m}^{i}+B_{m}^{i}+C_{m}^{i}\right) .
\end{gather*}
$$

We first claim

$$
\begin{equation*}
A_{m}^{i} \rightarrow \int_{B_{1}} D^{2} F^{i}\left(\Lambda_{i} A\right)\left(\Lambda_{i-1} A \tilde{\odot} D v\right)\left(\Lambda_{i-1} A \tilde{\odot} D \varphi\right) \tag{5.34}
\end{equation*}
$$

To see this, apply Lemma 5.5 with

$$
\begin{aligned}
f_{m} & =\int_{0}^{1} D^{2} F^{i}\left(\Lambda_{i} A_{m}+t\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i} A_{m}\right)\right) d t \\
g_{m} & =\left(\Lambda_{i-1} A_{m} \tilde{\bigodot} D v_{m}\right) \Lambda_{i-1} A_{m} .
\end{aligned}
$$

Then

$$
\begin{aligned}
& f_{m} \rightarrow D^{2} F^{i}\left(\Lambda_{i} A\right) \text { a.e., } \\
& g_{m} \rightarrow\left(\Lambda_{i-1} A \tilde{\odot} D v\right) \Lambda_{i-1} A \quad \text { in } L^{2} .
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
& \left|f_{m} g_{m}\right| \leqq c\left(1+\left|\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)\right|^{s-2}\right)\left|D v_{m}\right| \\
& \\
& \leqq c\left(1+\sum_{j=1}^{i} \lambda_{m}^{j(s-2)}\left|\Lambda_{j} D v_{m}\right|^{s-2}\right)\left|D v_{m}\right| \\
& \leqq c\left(\left|D v_{m}\right|+\lambda_{m}^{1-2 / s} \sum_{j=1}^{i}\left(\lambda_{m}^{j-2 / s}\left|\Lambda_{j} D v_{m}\right|\right)^{s-2}\left(\lambda_{m}^{1-2 / s}\left|D v_{m}\right|\right)\right) \\
& \\
& \leqq c\left(\left|D v_{m}\right|+\lambda_{m}^{1-2 / s} \sum_{j=1}^{i}\left(\lambda_{m}^{j-2 / s}\left|\Lambda_{j} D v_{m}\right|\right)^{s-1}\right. \\
& \left.\quad+\lambda_{m}^{1-2 / s} \sum_{j=1}^{i}\left(\lambda_{m}^{1-2 / s}\left|D v_{m}\right|\right)^{s-1}\right) .
\end{aligned}
$$

It follows from (5.11) that $f_{m} g_{m} \in L^{s /(s-1)}$, uniformly in $m$. Hence (5.34) is valid by Lemma 5.5 .

We next claim

$$
\begin{equation*}
B_{m}^{i} \rightarrow 0 \quad \text { as } m \rightarrow \infty . \tag{5.35}
\end{equation*}
$$

To establish this, apply Lemma 5.5 with

$$
\begin{aligned}
& f_{m}= {\left[\int_{0}^{1} D^{2} F^{i}\left(\Lambda_{i} A_{m}+t\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i} A_{m}\right)\right) d t\right] } \\
& \cdot\left(\sum_{j=2}^{i} \lambda_{m}^{j-1} \Lambda_{i-j} A_{m} \odot \Lambda_{j} D v_{m}\right) \Lambda_{i-1} A_{m} \\
& g_{m}=1 .
\end{aligned}
$$

Then $f_{m} \rightarrow 0$ almost everywhere (using (5.11)(vi)). Also,

$$
\left|f_{m}\right| \leqq c\left(\left|\Lambda_{i} A_{m}\right|+\sum_{j=1}^{i} \lambda_{m}^{j}\left|\Lambda_{j} D v_{m}\right|\right)^{s-2}\left(\sum_{j=2}^{i} \lambda_{m}^{j-1}\left|\Lambda_{j} D v_{m}\right|\right)
$$

(using (H4) and (5.7))

$$
\begin{aligned}
& \leqq c \sum_{j=2}^{i}\left|\Lambda_{i} A_{m}\right|^{s-2} \lambda_{m}^{j-1}\left|\Lambda_{j} D v_{m}\right| \\
& \quad+c \lambda_{m}^{1-2 / s}\left(\sum_{j=1}^{i} \lambda_{m}^{j-2 / s}\left|\Lambda_{j} D v_{m}\right|\right)^{s-2}\left(\sum_{j=2}^{i} \lambda_{m}^{j-2 / s}\left|\Lambda_{j} D v_{m}\right|\right) \\
& \leqq c \sum_{j=2}^{i}\left|\Lambda_{j} A_{m}\right|^{s-2} \lambda_{m}^{j-1}\left|\Lambda_{j} D v_{m}\right| \\
& \quad+c \lambda_{m}^{1-2 / s}\left(\sum_{j=1}^{i} \lambda_{m}^{j-2 / s}\left|\Lambda_{j} D v_{m}\right|\right)^{s-1},
\end{aligned}
$$

using Lemma 5.7.
It follows from (5.11) that $f_{m} \in L^{s /(s-1)}$ uniformly in $m$. Thus (5.35) is established from Lemma 5.5.

Finally, we claim that

$$
\begin{equation*}
C_{m}^{i} \rightarrow 0 \quad \text { as } m \rightarrow \infty . \tag{5.36}
\end{equation*}
$$

To see this we calculate

$$
\begin{aligned}
&\left|C_{m}^{i}\right| \leqq c f_{B_{1}}\left(\left|\Lambda_{i} A_{m}\right|+\sum_{j=1}^{i} \lambda_{m}^{j}\left|\Lambda_{j} D v_{m}\right|\right)^{s-2} \\
& \quad \cdot\left(\sum_{j=1}^{i} \lambda_{m}^{j-1}\left|\Lambda_{j} D v_{m}\right|\right)\left(\sum_{j=1}^{i-1} \lambda_{m}^{j}\left|\Lambda_{j} D v_{m}\right|\right) \\
& \leqq c f_{B_{1}}\left|\Lambda_{i} A_{m}\right|^{s-2} \sum_{j=1}^{i} \lambda_{m}^{2 j-1}\left|\Lambda_{j} D v_{m}\right|^{2}+c \sum_{j=1}^{i} \lambda_{m}^{j s-1}\left|\Lambda_{j} D v_{m}\right|^{s} \\
& \rightarrow 0 \text { as } m \rightarrow \infty
\end{aligned}
$$

from (5.11). This proves (5.36).

Thus (5.29) is established, using (5.28), and (5.32)-(5.36).
From standard regularity theory it now follows that

$$
\begin{equation*}
v \in C^{\infty}\left(B_{1}\right) \tag{5.37}
\end{equation*}
$$

and, moreover, that for any $K \subset \subset B_{1}$ and any $i \geqq 1$, we have from (5.29), (5.30), and (5.10) that

$$
\begin{equation*}
\sup _{K}\left|D^{i} v\right| \leqq c f_{B_{1}}|D v|^{2} \tag{5.38}
\end{equation*}
$$

where $c=c(K, M, i)$.
C. An estimate of $\boldsymbol{I}_{\boldsymbol{m}}^{\boldsymbol{t}}\left(\boldsymbol{v}_{\boldsymbol{m}}\right)-\boldsymbol{I}_{\boldsymbol{m}}^{\boldsymbol{t}}(\boldsymbol{v})$ from above. We will show that for almost everywhere $t \in\left(\frac{1}{2}, 1\right)$ there exists a subsequence (depending on $t$ ) for which

$$
\begin{equation*}
\lim _{m \rightarrow \infty}\left(I_{m}^{t}\left(v_{m}\right)-I_{m}^{t}(v)\right) \leqq 0 \tag{5.39}
\end{equation*}
$$

This, together with the estimate from below in Part D, are the main estimates.
In order to establish (5.39) we need to define comparison functions $w_{m}$ that "connect" $v$ to $v_{m}$.

More precisely, for each $t \in\left(\frac{1}{2}, 1\right)$ and each $\delta \in\left(0, \frac{1}{4}\right)$ we define

$$
\begin{equation*}
w_{m}=w_{m}^{t, \delta} \in \Lambda_{k} W^{1, s}\left(B_{1}\right) \tag{5.40}
\end{equation*}
$$

as follows.
For $x \in B_{1}$ write

$$
\begin{equation*}
x=r \omega, \quad \text { where } r=|x| \quad \text { and } \quad \omega=x /|x| . \tag{5.41}
\end{equation*}
$$

Let

$$
w_{m}(r \omega)= \begin{cases}v(r \omega) & \cdots r \leqq t-\delta,  \tag{5.42}\\ v([t-\delta+2(r-(t-\delta))] \omega] & \cdots t-\delta \leqq r \leqq t-\delta / 2, \\ \frac{t-r}{\delta / 2} v(t \omega)+\frac{r-(t-\delta / 2)}{\delta / 2} v_{m}(t \omega) & \cdots t-\frac{\delta}{2} \leqq r \leqq t, \\ v_{m}(r \omega) & \cdots t \leqq r \leqq 1\end{cases}
$$

Thus $w_{m}$ equals $v$ on $B_{t-\delta}$. On the annulus $B_{t-\delta / 2} \sim B_{t-\delta}$ we obtain $w_{m}$ by taking $v$ restricted to $B_{t} \sim B_{t-\delta}$ and then composing with a diffeomorphism from $B_{t-\delta / 2} \sim B_{t-\delta}$ to $B_{t} \sim B_{t-\delta}$. On $B_{t} \sim B_{t-\delta / 2}$ we obtain $w_{m}(r \omega)$ for $t-\delta / 2 \leqq r \leqq t$ by linearly interpolating between $v(t \omega)$ and $v_{m}(t \omega)$. Finally, $w_{m}$ agrees with $v_{m}$ on $B_{1} \sim B_{t}$.

We claim

$$
\begin{equation*}
w_{m} \in \Lambda_{k} W^{1, s}\left(B_{1}\right) \quad \text { for a.e. } t \in\left(\frac{1}{2}, 1\right), \tag{5.43}
\end{equation*}
$$

and establish some estimates.
First note that

$$
\begin{equation*}
\sup _{B_{t-\delta / 2}}\left|D w_{m}\right| \leqq c \sup _{B_{t}}|D v| \leqq c \tag{5.44}
\end{equation*}
$$

from (5.38). It follows that

$$
\begin{equation*}
\sup _{B_{t-\delta / 2}}\left|\Lambda_{i} D w_{m}\right| \leqq c \tag{5.45}
\end{equation*}
$$

for $i=1, \cdots, k$.

Next consider the annulus $B_{t} \sim B_{t-\delta / 2}$. Let $\tau_{1}, \cdots, \tau_{n-1}, \nu$ be an orthonormal basis for $\mathbb{R}^{n}$, where $\nu$ is a radial vector (and so $\tau_{1}, \cdots, \tau_{n-1}$ are orthogonal to $\nu$ ). Then on $B_{t} \sim B_{t-\delta / 2}$,

$$
\begin{equation*}
D_{\tau_{i}} w_{m}(r \omega)=\frac{t-r}{\delta / 2} \cdot \frac{t}{r} D_{\tau_{i}} v(t \omega)+\frac{r-(t-\delta / 2)}{\delta / 2} \cdot \frac{t}{r} D_{\tau_{i}} v_{m}(t \omega) \tag{5.46}
\end{equation*}
$$

and so

$$
\begin{equation*}
\left|D_{\tau_{i}} w_{m}(r \omega)\right| \leqq c\left(1+\left|D v_{m}(t \omega)\right|\right), \tag{5.47}
\end{equation*}
$$

since $t / r \leqq 2,(t-r) /(\delta / 2) \leqq 1,(r-(t-\delta / 2) /(\delta / 2) \leqq 1,|D v| \leqq c$.
Similarly,

$$
\begin{equation*}
D_{\nu} w_{m}(r \omega)=\frac{2}{\delta}\left(v_{m}(t \omega)-v(t \omega)\right) \tag{5.48}
\end{equation*}
$$

and so

$$
\begin{equation*}
\left|D_{\nu} w_{m}(r \omega)\right| \leqq c \delta^{-1}\left|v_{m}(t \omega)-v(t \omega)\right| . \tag{5.49}
\end{equation*}
$$

It follows that

$$
\begin{aligned}
& \left\langle\Lambda_{i} D w_{m}(r \omega), \tau_{1} \wedge \cdots \wedge \tau_{i}\right\rangle \\
& \quad=D_{\tau_{1}} w_{m}(r \omega) \wedge \cdots \wedge D_{\tau_{i}} w_{m}(r \omega) \\
& \quad=\bigwedge_{j=1}^{i}\left(\frac{t-r}{\delta / 2} \cdot \frac{t}{r} D_{\tau_{j}} v(t \omega)+\frac{r-(t-\delta / 2)}{\delta / 2} \cdot \frac{t}{r} \cdot D_{\tau_{j}} v_{m}(t \omega)\right) .
\end{aligned}
$$

On expanding we obtain terms of the form

$$
f\left(D_{\tau_{1}} v(t \omega) \text { or } D_{\tau_{1}} v_{m}(t \omega)\right) \wedge \cdots \wedge\left(D_{\tau_{i}} v(t \omega) \text { or } D_{\tau_{i}} v_{m}(t \omega)\right),
$$

where $|f| \leqq c$. Such terms are norm bounded by

$$
c\left(1+\sum_{j=1}^{i}\left|\Lambda_{j} D v_{m}(t \omega)\right|\right)
$$

since $\left|D_{\tau_{j}} v(t \omega)\right| \leqq c$.
Similarly,

$$
\begin{aligned}
\left\langle\Lambda_{i} D\right. & \left.w_{m}(r \omega), \nu \wedge \tau_{1} \wedge \cdots \wedge \tau_{i-1}\right\rangle \\
= & D_{\nu} w_{m}(r \omega) \wedge D_{\tau_{1}} w_{m}(r \omega) \wedge \cdots \wedge D_{\tau_{i-1}} w_{m}(r w) \\
= & \frac{2}{\delta}\left(v_{m}(t \omega)-v(t \omega)\right) \wedge \\
& \cdot \wedge \wedge_{j=1}^{i-1}\left(\frac{t-r}{\delta / 2} \cdot \frac{t}{r} D_{\tau_{j}} v(t \omega)+\frac{r-(t-\delta / 2)}{\delta / 2} \cdot \frac{t}{r} D_{\tau_{j}} v_{m}(t \omega)\right) .
\end{aligned}
$$

As before, such terms are norm bounded by

$$
c \delta^{-1}\left|v_{m}(t \omega)-v(t \omega)\right|\left(1+\sum_{j=1}^{i-1}\left|\Lambda_{j} D v_{m}(t \omega)\right|\right) .
$$

It follows from the above that on $B_{t} \sim B_{t-\delta / 2}$

$$
\begin{equation*}
\left|\Lambda_{i} D w_{m}\right| \leqq c\left(1+\delta^{-1}\left|v-v_{m}\right|\right)\left(1+\sum_{j=1}^{i-1}\left|\Lambda_{j} D v_{m}\right|\right)+c\left|\Lambda_{i} D v_{m}\right| \tag{5.50}
\end{equation*}
$$

where the left side is evaluated at $r \omega$ for $t-\delta / 2 \leqq r \leqq t$, the right side is evaluated at $t \omega$, and $1 \leqq i \leqq k$.

Since $v_{m}=w_{m}$ on $B_{1} \sim B_{t}$,

$$
I_{m}^{t}\left(v_{m}\right)-I_{m}^{t}\left(w_{m}\right) \leqq 0
$$

Hence

$$
\begin{align*}
I_{m}^{t}\left(v_{m}\right)-I_{m}^{t}(v) & =\left(I_{m}^{t}\left(v_{m}\right)-I_{m}^{t}\left(w_{m}\right)\right)+\left(I_{m}^{t}\left(w_{m}\right)-I_{m}^{t}(v)\right) \\
& \leqq I_{m}^{t}\left(w_{m}\right)-I_{m}^{t}(v)  \tag{5.51}\\
& =\int_{B_{t} \sim B_{t-\delta}} \sum_{i=1}^{k}\left(F_{m}^{i}\left(D w_{m}\right)-F_{m}^{i}(D v)\right)
\end{align*}
$$

From (5.12) we estimate for any $w \in \Lambda_{k} W^{1, s}\left(B_{1}\right)$,

$$
\begin{align*}
\left|F_{m}^{1}(D w)\right|= & \left|\left(\int_{0}^{1}(1-\tau) D^{2} F^{1}\left(A_{m}+\tau \lambda_{m} D w\right) d \tau\right) D w D w\right| \\
& \leqq c\left(1+\lambda_{m}^{s-2}|D w|^{s-2}\right)|D w|^{2} \tag{5.52}
\end{align*}
$$

For $2 \leqq i \leqq k$ we similarly have from (5.13) that

$$
\begin{aligned}
&\left|F_{m}^{i}(D w)\right|= \lambda_{m}^{-2} \mid( \\
&\left.\int_{0}^{1}(1-\tau) D^{2} F^{i}\left[\Lambda_{i} A_{m}+\tau\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D w\right)-\Lambda_{i} A_{m}\right)\right] d \tau\right) \\
& \leqq \cdot\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D w\right)-\Lambda_{i} A_{m}\right)\left(\Lambda_{i}\left(A_{m}+\left.A_{m}\right|^{s-2}+\mid \Lambda_{i}\left(A_{m}+\lambda_{m} D w\right)-\Lambda_{i} A_{m}\right) \mid\right. \\
&\left.\cdot\left|\Lambda_{i}\left(A_{m}+\lambda_{m} D w\right)-\Lambda_{i} A_{m}\right|^{2-2}\right) \\
& \leqq c \lambda_{m}^{-2}\left(\left|\Lambda_{i} A_{m}\right|^{s-2}+\sum_{j=1}^{i} \lambda_{m}^{j(s-2)}\left|\Lambda_{j} D w\right|^{s-2}\right)\left(\sum_{j=1}^{i} \lambda_{m}^{2 j}\left|\Lambda_{j} D w\right|^{2}\right) \\
& \leqq c \sum_{j=1}^{i}\left|\Lambda_{j} A_{m}\right|^{s-2} \lambda_{m}^{2 j-2}\left|\Lambda_{j} D w\right|^{2}+c \sum_{j=1}^{i} \lambda_{m}^{j s-2}\left|\Lambda_{j} D w\right|^{s} .
\end{aligned}
$$

From (5.47), (5.48), and (5.52), we calculate (with the left side evaluated at $r \omega$ and the right side at $t \omega$, where $t-\delta / 2 \leqq r \leqq t$ )

$$
\begin{align*}
\left|F_{m}^{1}\left(D w_{m}\right)\right| \leqq & c\left(1+\delta^{-1}\left|v-v_{m}\right|+\left|D v_{m}\right|\right)^{2} \\
& +c \lambda_{m}^{s-2}\left(1+\delta^{-1}\left|v-v_{m}\right|+\left|D v_{m}\right|\right)^{s} \\
\leqq & c\left(1+\delta^{-2}\left|v-v_{m}\right|^{2}+\left|D v_{m}\right|^{2}\right)  \tag{5.54}\\
& +c \lambda_{m}^{s-2}\left(\delta^{-s}\left|v-v_{m}\right|^{s}+\left|D v_{m}\right|^{s}\right) .
\end{align*}
$$

Similarly, for $2 \leqq i \leqq k$, we have from (5.50) and (5.53), with the same evaluation convention, that

$$
\begin{align*}
&\left|F_{m}^{i}\left(D w_{m}\right)\right| \leqq c \sum_{j=1}^{i}\left|\Lambda_{j} A_{m}\right|^{s-2} \lambda_{m}^{2 j-2} {\left[\left(1+\delta^{-2}\left|v-v_{m}\right|^{2}\right)\right.} \\
&\left.\cdot\left(1+\sum_{l=0}^{j-1}\left|\Lambda_{l} D v_{m}\right|^{2}\right)+\left|\Lambda_{j} D v_{m}\right|^{2}\right] \\
&+c \sum_{j=1}^{i} \lambda_{m}^{j s-2}\left[\left(1+\delta^{-s}\left|v-v_{m}\right|^{s}\right)\right.  \tag{5.55}\\
&\left.\cdot\left(1+\sum_{l=0}^{j-1}\left|\Lambda_{l} D v_{m}\right|^{s}\right)+\left|\Lambda_{j} D v_{m}\right|^{s}\right]
\end{align*}
$$

The first term on the right side is bounded by

$$
\begin{aligned}
& c \sum_{j=1}^{i}\left|\Lambda_{j} A_{m}\right|^{s-2} \lambda_{m}^{2 j-2}\left(1+\delta^{-2}\left|v-v_{m}\right|^{2}\right) \\
&+c \sum_{l=0}^{i-1}\left|\Lambda_{l} A_{m}\right|^{s-2} \lambda_{m}^{2 l}\left(1+\delta^{-2}\left|v-v_{m}\right|^{2}\right)\left|\Lambda_{l} D v_{m}\right|^{2} \\
&+c \sum_{j=1}^{i}\left|\Lambda_{j} A_{m}\right|^{s-2} \lambda_{m}^{2 j-2}\left|\Lambda_{j} D v_{m}\right|^{2}
\end{aligned}
$$

(where we have used $\left|\Lambda_{j} A_{m}\right| \leqq c\left|\Lambda_{l} A_{m}\right|$ and $\lambda_{m}^{2 j-2} \leqq c \lambda_{m}^{2 l}$ for $1 \leqq l \leqq j-1$ )

$$
\begin{aligned}
& \leqq c\left(1+\delta^{-2}\left|v-v_{m}\right|^{2}\right) \\
& \quad+c \lambda_{m}^{2} \delta^{-2}\left|v-v_{m}\right|^{2} \sum_{j=1}^{i-1}\left|\Lambda_{j} A_{m}\right|^{s-2} \lambda_{m}^{2 j-2}\left|\Lambda_{j} D v_{m}\right|^{2} \\
& \quad+c \sum_{j=1}^{i}\left|\Lambda_{j} A_{m}\right|^{s-2} \lambda_{m}^{2 j-2}\left|\Lambda_{j} D v_{m}\right|^{2} .
\end{aligned}
$$

Similarly, the second term on the right side of (5.55) is bounded by

$$
\begin{aligned}
& c \sum_{j=1}^{i} \lambda_{m}^{j s-2}\left(1+\delta^{-5}\left|v-v_{m}\right|^{s}\right)+c \sum_{l=0}^{i-1} \lambda_{m}^{l s-2+s}\left(1+\delta^{-5}\left|v-v_{m}\right|^{s}\right)\left|\Lambda_{l} D v_{m}\right|^{s} \\
& +c \sum_{j=1}^{i} \lambda_{m}^{j s-2}\left|\Lambda_{j} D v_{m}\right|^{s} \\
& \leqq c \lambda_{m}^{s-2}\left(1+\delta^{-s}\left|v-v_{m}\right|^{s}\right)+c \lambda_{m}^{s} \delta^{-s}\left|v-v_{m}\right|^{s} \sum_{j=1}^{i-1} \lambda_{m}^{j s-2}\left|\Lambda_{j} D v_{m}\right|^{s} \\
& +c \sum_{j=1}^{i} \lambda_{m}^{j s-2}\left|\Lambda_{j} D v_{m}\right|^{s}
\end{aligned}
$$

It follows that for $2 \leqq i \leqq k$

$$
\begin{align*}
\left|F_{m}^{i}\left(D w_{m}\right)\right| \leqq c(1+ & \left.\delta^{-2}\left|v-v_{m}\right|^{2}+\sum_{j=1}^{i}\left|\Lambda_{j} A_{m}\right|^{s-2} \lambda_{m}^{2 j-2}\left|\Lambda_{j} D v_{m}\right|^{2}\right) \\
& +c \lambda_{m}^{2} \delta^{-2}\left|v-v_{m}\right|^{2} \sum_{j=1}^{i-1}\left|\Lambda_{j} A_{m}\right|^{s-2} \lambda_{m}^{2 j-2}\left|\Lambda_{j} D v_{m}\right|^{2}  \tag{5.56}\\
& +c\left(\lambda_{m}^{s-2} \delta^{-s}\left|v-v_{m}\right|^{s}+\sum_{j=1}^{i} \lambda_{m}^{j s-2}\left|\Lambda_{j} D v_{m}\right|^{s}\right) \\
& +c \lambda_{m}^{s} \delta^{-s}\left|v-v_{m}\right|^{s} \sum_{j=1}^{i-1} \lambda_{m}^{j s-2}\left|\Lambda_{j} D v_{m}\right|^{s} .
\end{align*}
$$

Remember that the left side is evaluated at $r \omega$ and the right side at $t \omega$, where $t-\delta / 2 \leqq r \leqq t$.

Applying Fubini's theorem to (5.54) and (5.56) it follows that

$$
\begin{align*}
\int_{B_{t} \sim B_{t-\delta / 2}} & \sum_{i=1}^{k} F_{m}^{i}\left(D w_{m}\right) \\
\leqq & c \delta \int_{\partial B_{t}} 1+\delta^{-2}\left|v-v_{m}\right|^{2}+\left|D v_{m}\right|^{2}+\sum_{j=2}^{k}\left|\Lambda_{j} A_{m}\right|^{s-2} \lambda_{m}^{2 j-2}\left|\Lambda_{j} D v_{m}\right|^{2} \\
& +c \delta^{-1} \lambda_{m}^{2} \sup _{\partial B_{t}}\left|v-v_{m}\right|^{2} \int_{\partial B_{t}} \sum_{j=1}^{k-1}\left|\Lambda_{j} A_{m}\right|^{s-2} \lambda_{m}^{2 j-2}\left|\Lambda_{j} D v_{m}\right|^{2}  \tag{5.57}\\
& +c \delta \int_{\partial B_{t}} \lambda_{m}^{s-2} \delta^{-s}\left|v-v_{m}\right|^{s}+\lambda_{m}^{s-2}\left|D v_{m}\right|^{s}+\sum_{j=2}^{k} \lambda_{m}^{j s-2}\left|\Lambda_{j} D v_{m}\right|^{s} \\
& +c \delta^{1-s} \lambda_{m}^{s} \sup _{\partial B_{t}}\left|v-v_{m}\right|^{s} \int_{\partial B_{t}} \sum_{j=1}^{k-1} \lambda_{m}^{j s-2}\left|\Lambda_{j} D v_{m}\right|^{s} .
\end{align*}
$$

It follows from (5.11) and Lemma 5.10 that for almost everywhere $t \in\left(\frac{1}{2}, 1\right)$ there exists $M_{t}<\infty$ and a subsequence depending on $t$ for which

$$
\begin{align*}
\int_{\partial B_{t}}\left|D v_{m}\right|^{2} & +\lambda_{m}^{s-2}\left|D v_{m}\right|^{s}+\sum_{j=2}^{k} \lambda_{m}^{2 j-2}\left|\Lambda_{j} A_{m}\right|^{s-2}\left|\Lambda_{j} D v_{m}\right|^{2} \\
& +\sum_{j=2}^{k} \lambda_{m}^{j s-2}\left|\Lambda_{j} D v_{m}\right|^{s} \leqq M_{t} \tag{5.58}
\end{align*}
$$

We may also assume from (5.11) that

$$
\begin{equation*}
\int_{\partial B_{l}}\left|v-v_{m}\right|^{2}+\lambda_{m}^{s-2}\left|v-v_{m}\right|^{s} \rightarrow 0 \tag{5.59}
\end{equation*}
$$

Finally, notice that $\lambda_{m}^{1-2 / s}\left(v_{m}-v\right) \longrightarrow 0$ in $W^{1, s}\left(B_{1}\right)(f r o m(5.11)(i i),(i i i))$. It follows from (5.58), by using a countable dense set of test functions, that $\lambda_{m}^{1-2 / s}\left(v_{m}-v\right) \rightarrow 0$ in $W^{1, s}\left(\partial B_{t}\right)$ for almost everywhere $t \in\left(\frac{1}{2}, 1\right)$. It then follows by the Sobolev compactness theorem, together with the fact that $s>n-1=\operatorname{dimension}\left(\partial B_{t}\right)$, that

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \lambda_{m}^{1-2 / s} \sup _{\partial B_{t}}\left|v-v_{m}\right|=0 \tag{5.60}
\end{equation*}
$$

for almost everywhere $t \in\left(\frac{1}{2}, 1\right)$.
Remark 5.9. This is the main point in the proof where we require $s>n-1$.
It follows from (5.57)-(5.60) that

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \int_{B_{t} \sim B_{t-\delta / 2}} \sum_{i=1}^{k} F_{m}^{i}\left(D w_{m}\right) \leqq c \delta\left(1+M_{t}\right) \tag{5.61}
\end{equation*}
$$

for almost everywhere $t \in\left(\frac{1}{2}, 1\right)$ and some subsequence depending on $t$.
On the other hand, we easily see from (5.52), (5.53), and (5.45) that

$$
\begin{equation*}
\int_{B_{t-\delta / 2} \sim B_{t-\delta}} \sum_{i=1}^{k} F_{m}^{i}\left(D w_{m}\right) \leqq c \delta . \tag{5.62}
\end{equation*}
$$

Finally, from (5.52), (5.53), and (5.38) we see that

$$
\begin{equation*}
\left|\int_{B_{t} \sim B_{t-\delta}} \sum_{i=1}^{k} F_{m}^{i}(D v)\right| \leqq c \delta \tag{5.63}
\end{equation*}
$$

From (5.51) and the fact that $\delta \in\left(0, \frac{1}{4}\right)$ is otherwise arbitrary, it now follows, for almost everywhere $t \in\left(\frac{1}{2}, 1\right)$ and for some subsequence depending on $t$, that (5.39) is true.

Lemma 5.10. Suppose $\left\{u_{m}\right\}$ is a sequence of $L^{1}\left(B_{1}\right)$ functions such that $\int_{B_{1}}\left|u_{m}\right| \leqq M$, where $M$ is independent of $m$. Then for almost everywhere $t \in(0,1)$ there exists a constant $M_{t}<\infty$ and a subsequence depending in $t$ such that

$$
I_{m}(t):=\int_{\partial B_{t}}\left|u_{m}\right| \leqq M_{t} .
$$

Proof. If the claim were not true, there would exist $S \subset(0,1)$ with $\mathscr{L}^{1}(S)=\alpha>0$ such that $t \in S$ implies $\lim _{m \rightarrow \infty} I_{m}(t)=\infty$.

Let

$$
S_{i}=\left\{t \in S: I_{m}(t) \geqq \frac{2 M}{\alpha} \quad \text { if } \quad m \geqq i\right\} .
$$

Since $S_{i} \uparrow S$ as $i \rightarrow \infty$, it follows $\mathscr{L}^{1}\left(S_{j}\right)>\alpha / 2$ for some $j$. But then

$$
\int_{B_{1}}\left|u_{j}\right|=\int_{0}^{1} \int_{\partial B_{t}}\left|u_{j}\right|>\frac{\alpha}{2} \cdot \frac{2 M}{\alpha}=M,
$$

which contradicts the hypotheses.
This proves the lemma.
D. An estimate of $\boldsymbol{I}_{\boldsymbol{m}}^{\boldsymbol{t}}\left(\boldsymbol{v}_{\boldsymbol{m}}\right)-\boldsymbol{I}_{\boldsymbol{m}}^{\boldsymbol{t}}(\boldsymbol{v})$ from below. By estimating $I_{\boldsymbol{m}}^{\boldsymbol{t}}\left(\boldsymbol{v}_{\boldsymbol{m}}\right)-\boldsymbol{I}_{\boldsymbol{m}}^{\boldsymbol{t}}(v)$ from below, and using (5.39), we will establish that, for almost everywhere $t \in\left(\frac{1}{2}, 1\right)$ and for some subsequence depending on $t$ (which can be taken to be the same subsequence as for (5.39)), the following hold:

$$
\begin{equation*}
\lim _{m \rightarrow \infty} f_{B_{t}}\left|D v_{m}-D v\right|^{2}=0 \tag{5.64}
\end{equation*}
$$

$$
\begin{gather*}
\lim _{m \rightarrow \infty} f_{B_{t}} \lambda_{m}^{s-2}\left|D v_{m}\right|^{s}=0 \quad \text { if } s>2,  \tag{5.65}\\
\lim _{m \rightarrow \infty} f_{B_{t}}\left|\Lambda_{i} A_{m}\right|^{\mid-2} \lambda_{m}^{2 i-2}\left|\Lambda_{i} D v_{m}\right|^{2}=0 \quad \text { if } i=2, \cdots, k \quad \text { and } s>2, \\
\lim _{m \rightarrow \infty} f_{B_{t}} \lambda_{m}^{i s-2}\left|\Lambda_{i} D v_{m}\right|^{s}=0 \quad \text { if } i=2, \cdots, k .
\end{gather*}
$$

Thus, weak convergence in (5.11) is converted into strong convergence.
To show these limits recall

$$
\begin{equation*}
I_{m}^{t}\left(v_{m}\right)-I_{m}^{t}(v)=\int_{B_{i}} \sum_{i=1}^{k} F_{m}^{i}\left(D v_{m}\right)-F_{m}^{i}(D v) \tag{5.68}
\end{equation*}
$$

Write

$$
\begin{align*}
f_{B_{t}} F_{m}^{1}\left(D v_{m}\right)-F_{m}^{1}(D v)= & f_{B_{t}} F_{m}^{1}\left(D v_{m}-D v\right) \\
& +f_{B_{t}} F_{m}^{1}\left(D v_{m}\right)-F_{m}^{1}(D v)-F_{m}^{1}\left(D v_{m}-D v\right)  \tag{5.69}\\
= & A_{m}^{1}+B_{m}^{1} .
\end{align*}
$$

From (5.12)

$$
\begin{aligned}
A_{m}^{1} & =f_{B_{t}}\left(\int_{0}^{1}(1-\tau) D^{2} F^{1}\left[A_{m}+\tau \lambda_{m}\left(D v_{m}-D v\right)\right] d \tau\right)\left(D v_{m}-D v\right)\left(D v_{m}-D v\right) \\
& \geqq \gamma f\left(\int_{0}^{1}(1-\tau)\left(1+\left|A_{m}+\tau \lambda_{m}\left(D v_{m}-D v\right)\right|^{s-2}\right) d \tau\right)\left|D v_{m}-D v\right|^{2}
\end{aligned}
$$

(using (H3)(b)).
But from [E, Lemma 8.1] there exists $\sigma>0$ such that, for any two $n \times N$ matrices $A$ and $B$,

$$
\begin{equation*}
\sigma\left(|A|^{s-2}+|B|^{s-2}\right) \leqq \int_{0}^{1}(1-\tau)|A+\tau B|^{s-2} d \tau \tag{5.70}
\end{equation*}
$$

Thus, for some $\sigma>0$,

$$
\begin{align*}
A_{m}^{1} & \geqq \sigma \int_{B_{t}}\left(1+\left|A_{m}\right|^{s-2}+\lambda_{m}^{s-2}\left|D v_{m}-D v\right|^{s-2}\right)\left|D v_{m}-D v\right|^{2} \\
& \geqq \sigma \int_{B_{t}}\left|D v_{m}-D v\right|^{2}+\lambda_{m}^{s-2}\left|D v_{m}-D v\right|^{s} . \tag{5.71}
\end{align*}
$$

On the other hand, we can estimate $B_{m}^{1}$ in a similar way to that in [EG, eqn. (2.16)]. Namely,

$$
\begin{aligned}
B_{m}^{1}=f_{B_{t}} & \left(\int_{0}^{1} D F_{m}^{1}\left(D v+\tau\left(D v_{m}-D v\right)\right) d \tau\right)\left(D v_{m}-D v\right) \\
& -f_{B_{t}}\left(\int_{0}^{1} D F_{m}^{1}\left(\tau\left(D v_{m}-D v\right)\right) d \tau\right)\left(D v_{m}-D v\right)
\end{aligned}
$$

(using the fact that $F_{m}^{1}(0)=0$ )

$$
\begin{aligned}
& =f_{B_{t}}\left(\int_{0}^{1} \int_{0}^{1} D^{2} F_{m}^{1}\left(\nu D v+\tau\left(D v_{m}-D v\right)\right) d \tau d \nu\right)\left(D v_{m}-D v\right) D v \\
& =f_{B_{t}}\left(\int_{0}^{1} \int_{0}^{1} D^{2} F^{1}\left[A_{m}+\lambda_{m}\left(\nu D v+\tau\left(D v_{m}-D v\right)\right)\right] d \tau d \nu\right) \\
& \quad \cdot\left(D v_{m}-D v\right) D v
\end{aligned}
$$

(using (5.12)).
We now apply Lemma 5.5 with

$$
\begin{aligned}
& f_{m}=\int_{0}^{1} \int_{0}^{1} D^{2} F^{1}\left[A_{m}+\lambda_{m}\left(\nu D v+\tau\left(D v_{m}-D v\right)\right)\right] d \tau d \nu \\
& g_{m}=D v_{m}-D v
\end{aligned}
$$

Then $f_{m} \rightarrow D^{2} F^{1}(A)$ almost everywhere and $g_{m} \rightarrow 0$ in $L^{2}$.
Also,

$$
\begin{aligned}
\left|f_{m} g_{m}\right| & \leqq c\left(1+\lambda_{m}^{s-2}\left|D v_{m}\right|^{s-2}\right)\left(1+\left|D v_{m}\right|\right) \\
& \leqq c\left(1+\left|D v_{m}\right|+\lambda_{m}^{s-2}\left|D v_{m}\right|^{s-1}\right) \\
& =c\left(1+\left|D v_{m}\right|+\lambda_{m}^{1-2 / s}\left(\lambda_{m}^{s-2}\left|D v_{m}\right|^{s}\right)^{(s-1) / s}\right)
\end{aligned}
$$

It follows that $f_{m} g_{m} \in L^{s /(s-1)}$ uniformly in $m$.

From Lemma 5.5 it now follows that

$$
\begin{equation*}
B_{m}^{1} \rightarrow 0 \quad \text { as } m \rightarrow \infty . \tag{5.72}
\end{equation*}
$$

We next consider $F_{m}^{i}\left(D v_{m}\right)-F_{m}^{i}(D v)$ for $2 \leqq i \leqq k$. These cases are treated a little differently from $i=1$. We have

$$
\begin{aligned}
& f_{B_{t}} F_{m}^{i}\left(D v_{m}\right)-F_{m}^{i}(D v) \\
&=\lambda_{m}^{-2} f_{B_{t}}\left(\int_{0}^{1}(1-\tau) D^{2} F^{i}\left[\Lambda_{i} A_{m}+\tau\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i} A_{m}\right)\right] d \tau\right) \\
& \cdot\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i} A_{m}\right)\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i} A_{m}\right) \\
&\left.\quad-\lambda_{m}^{-2} f_{B_{t}}\left(\int_{0}^{1}(1-\tau) D^{2} F^{i}\left[\Lambda_{i} A_{m}+\tau\left(\Lambda_{i} A_{m}+\lambda_{m} D v\right)-\Lambda_{i} A_{m}\right)\right] d \tau\right) \\
& \cdot\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v\right)-\Lambda_{i} A_{m}\right)\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v\right)-\Lambda_{i} A_{m}\right)
\end{aligned}
$$

(from (5.13))

$$
\begin{align*}
&=\lambda_{m}^{-2} f_{B_{t}} \\
&\left(\int_{0}^{1}(1-\tau) D^{2} F^{i}\left[\Lambda_{i} A_{m}+\tau\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i} A_{m}\right)\right] d \tau\right) \\
& \cdot {\left[\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i} A_{m}\right)\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i} A_{m}\right)\right.} \\
&\left.\quad-\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v\right)-\Lambda_{i} A_{m}\right)\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v\right)-\Lambda_{i} A_{m}\right)\right]  \tag{5.73}\\
&+ \lambda_{m}^{-2} f_{B_{t}}\left(\int_{0}^{1}(1-\tau) D^{2} F^{i}\left[\Lambda_{i} A_{m}+\tau\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i} A_{m}\right)\right]\right. \\
&\left.\quad-(1-\tau) D^{2} F^{i}\left[\Lambda_{i} A_{m}+\tau\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v\right)-\Lambda_{i} A_{m}\right)\right] d \tau\right) \\
&= \cdot\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v\right)-\Lambda_{i}^{i} A_{m}\right)\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v\right)-\Lambda_{i} A_{m}\right)
\end{align*}
$$

Moreover,

$$
\begin{align*}
C_{m}^{i}=\lambda_{m}^{-2} f_{B_{t}} & \left(\int_{0}^{1}(1-\tau) D^{2} F^{i}\left[\Lambda_{i} A_{m}+\tau\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i} A_{m}\right)\right] d \tau\right) \\
& \cdot\left(\left[\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i}\left(A_{m}+\lambda_{m} D v\right)\right]\right. \\
& \cdot\left[\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i}\left(A_{m}+\lambda_{m} D v\right)\right]  \tag{5.74}\\
& +2\left[\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i}\left(A_{m}+\lambda_{m} D v\right)\right] \\
& \left.\cdot\left[\Lambda_{i}\left(A_{m}+\lambda_{m} D v\right)-\Lambda_{i} A_{m}\right]\right) \\
= & E_{m}^{i}+F_{m}^{i},
\end{align*}
$$

where we have used the identity

$$
D_{q_{\alpha} q_{\beta}} F^{i}\left(\xi_{\alpha} \xi_{\beta}-\eta_{\alpha} \eta_{\beta}\right)=D_{q_{\alpha} q_{\beta}} F^{i}\left[\left(\xi_{\alpha}-\eta_{\alpha}\right)\left(\xi_{\beta}-\eta_{\beta}\right)+2\left(\xi_{\alpha}-\eta_{\alpha}\right) \eta_{\beta}\right] .
$$

We have for some $\sigma>0$,

$$
\begin{gathered}
E_{m}^{i} \geqq \gamma \lambda_{m}^{-2} f_{B_{t}}\left(\int_{0}^{1}(1-\tau)\left|\Lambda_{i} A_{m}+\tau\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i} A_{m}\right)\right|^{s-2} d \tau\right. \\
\left.\cdot\left|\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i}\left(A_{m}+\lambda_{m} D v\right)\right|^{2}\right)
\end{gathered}
$$

(using (H4)(b))

$$
\begin{array}{r}
\geqq \sigma \lambda_{m}^{-2} f_{B_{i}}\left(\left|\Lambda_{i} A_{m}\right|^{s-2}+\left|\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i} A_{m}\right|^{s-2}\right) \\
\cdot\left|\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i}\left(A_{m}+\lambda_{m} D v\right)\right|^{2}
\end{array}
$$

(using (5.70))

$$
\begin{gather*}
\geqq \sigma f_{B_{I}}\left(\left|\Lambda_{i} A_{m}\right|^{s-2}+\lambda_{m}^{s-2}\left|\sum_{j=1}^{i} \lambda_{m}^{j-1} \Lambda_{i-j} A_{m} \odot \Lambda_{j} D v_{m}\right|^{s-2}\right)  \tag{5.75}\\
\cdot\left|\sum_{j=1}^{i} \lambda_{m}^{j-1} \Lambda_{i-j} A_{m} \odot\left(\Lambda_{j} D v_{m}-\Lambda_{j} D v\right)\right|^{2}
\end{gather*}
$$

Also,

$$
\begin{aligned}
F_{m}^{i}= & f_{B_{t}}\left(\int_{0}^{1}(1-\tau) D^{2} F^{i}\left[\Lambda_{i} A_{m}+\tau\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v\right)-\Lambda_{i} A_{m}\right)\right] d \tau\right) \\
& \cdot\left(\Lambda_{i-1} A_{m} \tilde{\odot}\left(D v_{m}-D v\right)+\sum_{j=2}^{i} \lambda_{m}^{j-1} \Lambda_{i-j} A_{m} \odot\left(\Lambda_{j} D v_{m}-\Lambda_{j} D v\right)\right) \\
& \cdot\left(\sum_{j=1}^{i} \lambda_{m}^{j-1} \Lambda_{i-j} A_{m} \odot \Lambda_{j} D v\right) \\
= & G_{m}^{i}+H_{m}^{i} .
\end{aligned}
$$

We now have from (5.68), (5.69), (5.71), (5.73), (5.74), and (5.75)-(5.76) that

$$
I_{m}^{t}\left(v_{m}\right)-I_{m}^{t}(v) \geqq \sigma f_{B_{t}}\left(\left|D v_{m}-D v\right|^{2}+\lambda_{m}^{s-2}\left|D v_{m}-D v\right|^{s}\right)+B_{m}^{1}
$$

$$
\begin{align*}
& +\sigma \sum_{i=2}^{k} f_{B_{t}}\left(\left|\Lambda_{i} A_{m}\right|^{s-2}+\lambda_{m}^{s-2}\left|\sum_{j=1}^{i} \lambda_{m}^{j} \Lambda_{i-j} A_{m} \odot \Lambda_{j} D v_{m}\right|^{s-2}\right)  \tag{5.77}\\
& \cdot\left|\sum_{j=1}^{i} \lambda_{m}^{j-1} \Lambda_{i-j} A_{m} \odot\left(\Lambda_{j} D v_{m}-\Lambda_{j} D v\right)\right|^{2} \\
& +\sum_{i=2}^{k}\left(G_{m}^{i}+H_{m}^{i}+D_{m}^{i}\right) .
\end{align*}
$$

We first apply Lemma 5.5 to $G_{m}^{i}$, with

$$
\begin{aligned}
& f_{m}=2 \int_{0}^{1}(1-\tau) D^{2} F^{i}\left[\Lambda_{i}\left(A_{m}+\tau\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i} A_{m}\right)\right] d \tau\right), \\
& g_{m}=\Lambda_{i-1} A_{m} \tilde{\bigodot}\left(D v_{m}-D v\right) \lambda_{m}^{j-1} \Lambda_{i-j} A_{m}, \quad \text { for each } j=1, \cdots, i .
\end{aligned}
$$

Then $f_{m} \rightarrow D^{2} F^{i}\left(\Lambda_{i} A\right)$ almost everywhere, and $g_{m} \rightarrow 0$ in $L^{2}$. Moreover,

$$
\begin{aligned}
& \left|f_{m} g_{m}\right| \leqq c\left(\left|\Lambda_{i} A_{m}\right|^{s-2}+\sum_{j=1}^{i} \lambda_{m}^{j(s-2)}\left|\Lambda_{i-j} A_{m}\right|^{s-2}\left|\Lambda_{j} D v_{m}\right|^{s-2}\right)\left(1+\left|D v_{m}\right|\right) \\
& \leqq c\left(1+\left|D v_{m}\right|+\sum_{j=1}^{i} \lambda_{m}^{j(s-2)}\left|\Lambda_{j} D v_{m}\right|^{s-2}+\sum_{j=1}^{i} \lambda_{m}^{j(s-2)}\left|\Lambda_{j} D v_{m}\right|^{s-2}\left|D v_{m}\right|\right) \\
& \leqq c\left(1+\left|D v_{m}\right|+\lambda_{m}^{2-4 / s} \sum_{j=1}^{i}\left(\lambda_{m}^{j-2 / s}\left|\Lambda_{j} D v_{m}\right|\right)^{s-2}\right. \\
& \left.\quad+\lambda_{m}^{1-2 / s} \sum_{j=1}^{i}\left(\lambda_{m}^{j-2 / s}\left|\Lambda_{j} D v_{m}\right|\right)^{s-2}\left(\lambda_{m}^{1-2 / s}\left|D v_{m}\right|\right)\right) \\
& \leqq c\left(1+\left|D v_{m}\right|+\lambda_{m}^{2-4 / s} \sum_{j=1}^{i}\left(\lambda_{m}^{j s-2}\left|\Lambda_{j} D v_{m}\right|^{s}\right)^{(s-2) / s}\right. \\
& \left.\quad+\lambda_{m}^{1-2 / s} \sum_{j=1}^{i}\left(\lambda_{m}^{j-2 / s}\left|\Lambda_{j} D v_{m}\right|\right)^{s-1}+\lambda_{m}^{1-2 / s}\left(\lambda_{m}^{1-2 / s}\left|D v_{m}\right|\right)^{s-1}\right) .
\end{aligned}
$$

It follows that $f_{m} g_{m} \in L^{s /(s-1)}$, uniformly in $m$. From Lemma 5.5 it follows that

$$
\begin{equation*}
G_{m}^{i} \rightarrow 0 \quad \text { as } m \rightarrow \infty . \tag{5.78}
\end{equation*}
$$

We next claim

$$
\begin{equation*}
H_{m}^{i} \rightarrow 0 \quad \text { as } m \rightarrow \infty . \tag{5.79}
\end{equation*}
$$

To see this, apply Lemma 5.5 with

$$
\begin{aligned}
f_{m}=2 & \left(\int_{0}^{1}(1-\tau) D^{2} F^{i}\left[\Lambda_{i} A_{m}+\tau\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i} A_{m}\right)\right] d \tau\right) \\
& \cdot\left(\sum_{j=2}^{i} \lambda_{m}^{j-1} \Lambda_{i-j} A_{m} \odot\left(\Lambda_{j} D v_{m}-\Lambda_{j} D v\right)\right) \lambda_{m}^{j-1} \Lambda_{i-j} A_{m}, \\
g_{m}= & 1,
\end{aligned}
$$

where we fix $j \in\{1, \cdots, i\}$.
Then $f_{m} \rightarrow 0$ almost everywhere (using (5.11)). Moreover,

$$
\begin{aligned}
& \left|f_{m}\right| \leqq c\left(\left|\Lambda_{i} A_{m}\right|^{s-2}+\sum_{j=1}^{i} \lambda_{m}^{j(s-2)}\left|\Lambda_{j} D v_{m}\right|^{s-2}\right)\left(1+\sum_{j=2}^{i} \lambda_{m}^{j-1}\left|\Lambda_{j} D v_{m}\right|\right) \\
& \leqq c\left[\left|\Lambda_{i} A_{m}\right|^{s-2}\left(1+\sum_{j=2}^{i} \lambda_{m}^{j-1}\left|\Lambda_{j} D v_{m}\right|\right)+\sum_{j=1}^{i} \lambda_{m}^{j(s-2)}\left|\Lambda_{j} D v_{m}\right|^{s-2}\right. \\
& \left.+\sum_{j=1}^{i} \lambda_{m}^{-1} \lambda_{m}^{j(s-1)}\left|\Lambda_{j} D v_{m}\right|^{s-1}\right] \\
& \leqq c\left[1+\sum_{j=2}^{i}\left|\Lambda_{j} A_{m}\right|^{s / 2-1} \lambda_{m}^{j-1}\left|\Lambda_{j} D v_{m}\right|+\lambda_{m}^{2-4 / s} \sum_{j=1}^{i}\left(\lambda_{m}^{j s-2}\left|\Lambda_{j} D v_{m}\right|^{s}\right)^{(s-2) / s}\right. \\
& \left.+\lambda_{m}^{1-2 / s} \sum_{j=1}^{i}\left(\lambda_{m}^{j s-2}\left|\Lambda_{j} D v_{m}\right|^{s}\right)^{(s-1) / s}\right] .
\end{aligned}
$$

It follows from (5.11) that $f_{m} \in L^{s /(s-1)}$, uniformly in $m$. From Lemma 5.5 we see that (5.79) holds.

Finally, we claim that

$$
\begin{equation*}
D_{m}^{i} \rightarrow 0 \quad \text { as } m \rightarrow \infty . \tag{5.80}
\end{equation*}
$$

To show this, let

$$
\begin{aligned}
f_{m}=[ & \int_{0}^{1}(1-\tau) D^{2} F^{i}\left(\Lambda_{i} A_{m}+\tau\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v_{m}\right)-\Lambda_{i} A_{m}\right)\right) \\
& \left.\quad-(1-\tau) D^{2} F^{i}\left(\Lambda_{i} A_{m}+\tau\left(\Lambda_{i}\left(A_{m}+\lambda_{m} D v\right)-\Lambda_{i} A_{m}\right)\right) d \tau\right] \\
& \quad \cdot\left(\sum_{j=1}^{i} \lambda_{m}^{j-1} \Lambda_{i-j} A_{m} \odot \Lambda_{j} D v\right)\left(\sum_{j=1}^{i} \lambda_{m}^{j-1} \Lambda_{i-j} A_{m} \odot \Lambda_{j} D v\right) .
\end{aligned}
$$

Then $f_{m} \rightarrow 0$ almost everywhere. Moreover,

$$
\begin{aligned}
\left|f_{m}\right| & \leqq c\left(\left|\Lambda_{i} A_{m}\right|^{s-2}+\sum_{j=1}^{i} \lambda_{m}^{j(s-2)}\left|\Lambda_{j} D v_{m}\right|^{s-2}+\sum_{j=1}^{i} \lambda_{m}^{j(s-2)}\left|\Lambda_{j} D v\right|^{s-2}\right) \\
& \leqq c\left(1+\sum_{j=1}^{i} \lambda_{m}^{j(s-2)}\left|\Lambda_{j} D v_{m}\right|^{s-2}\right) \\
& \leqq c\left(1+\lambda_{m}^{2-4 / s}\left(\sum_{j=1}^{i} \lambda_{m}^{j s-2}\left|\Lambda_{j} D v_{m}\right|^{s}\right)^{(s-2) / s}\right) .
\end{aligned}
$$

Thus $f_{m} \in L^{s /(s-2)}\left(\in L^{\infty}\right.$ if $\left.s=2\right)$ uniformly in $m$.
If we apply Lemma 5.5 with $g_{m} \equiv 1$ we can now establish (5.80).
Combining (5.39) with (5.72) and (5.77)-(5.80), we have that for almost everywhere $t \in\left(\frac{1}{2}, 1\right)$ there exists a subsequence depending on $t$ for which

$$
\begin{align*}
& 0 \geqq \lim _{m \rightarrow \infty}\left(I_{m}^{t}\left(v_{m}\right)-I_{m}^{t}(v)\right) \\
& \geqq \lim _{m \rightarrow \infty}\left(f_{B_{t}}\right.\left|D v_{m}-D v\right|^{2}+\lambda_{m}^{s-2}\left|D v_{m}-D v\right|^{s} \\
& \quad+\sum_{i=2}^{k} f_{B_{t}}\left|\Lambda_{i} A_{m}\right|^{s-2}\left|\sum_{j=1}^{i} \lambda_{m}^{j-1} \Lambda_{i-j} A_{m} \odot\left(\Lambda_{j} D v_{m}-\Lambda_{j} D v\right)\right|^{2}  \tag{5.81}\\
&+\sum_{i=2}^{k} f_{B_{t}} \lambda_{m}^{s-2}\left|\sum_{j=1}^{i} \lambda_{m}^{j-1} \Lambda_{i-j} A_{m} \odot \Lambda_{j} D v_{m}\right|^{s-2} \\
&\left.\cdot\left|\sum_{j=1}^{i} \lambda_{m}^{j-1} \Lambda_{i-j} A_{m} \odot\left(\Lambda_{j} D v_{m}-\Lambda_{j} D v\right)\right|^{2}\right)
\end{align*}
$$

This now establishes (5.64) and (5.65). Moreover, from the triangle inequality,

$$
\begin{align*}
& \lim _{m \rightarrow \infty} f_{B_{t}}\left|\Lambda_{i} A_{m}\right|^{s-2} \mid \Lambda_{i-1} A_{m} \tilde{\odot}\left(D v_{m}-D v\right) \\
&  \tag{5.82}\\
& \quad+\sum_{j=2}^{i-1} \lambda_{m}^{j-1} \Lambda_{i-j} A_{m} \odot \Lambda_{j} D v_{m}+\left.\lambda_{m}^{i-1} \Lambda_{i} D v_{m}\right|^{2}=0, \\
& \lim _{m \rightarrow \infty} f_{B_{B_{t}}} \lambda_{m}^{s-2}\left|\sum_{j=1}^{i-1} \lambda_{m}^{j-1} \Lambda_{i-j} A_{m} \odot \Lambda_{j} D v_{m}+\lambda_{m}^{i-1} \Lambda_{i} D v_{m}\right|^{s-2}  \tag{5.83}\\
& \quad \cdot\left|\sum_{j=1}^{i-1} \lambda_{m}^{j-1} \Lambda_{i-j} A_{m} \odot \Lambda_{j} D v_{m}+\lambda_{m}^{i-1} \Lambda_{i} D v_{m}+\varphi_{m}^{i}\right|^{2}=0,
\end{align*}
$$

where $\varphi_{m}^{i}$ is a smooth function, uniformly bounded in $m$, and $i=2, \cdots, k$.
From (5.82) with $i=2$, and (5.64), it follows (5.66) is true with $i=2$. Suppose (5.66) is true for $i=2, \cdots, l(l<k)$. Then it follows from (5.82) with $i=l+1$, the fact
that $\left|\Lambda_{l+1} A_{m}\right| \leqq c\left|\Lambda_{i} A_{m}\right|$ if $i \leqq l$, and from (5.64), that (5.66) is true with $i=l+1$. It now follows that (5.66) holds for $i=2, \cdots, k$.

We now claim that (5.67) is true for $i=2, \cdots, k$.
First note that for $j=1, \cdots, k$ we have

$$
\begin{aligned}
f_{B_{t}} \lambda_{m}^{s-2}\left|\lambda_{m}^{j-1} \Lambda_{i-j} A_{m} \odot \Lambda_{j} D v_{m}\right|^{s-2}\left|\varphi_{m}^{i}\right|^{2} & \leqq c f_{B_{t}} \lambda_{m}^{2-4 / s}\left(\lambda_{m}^{j-2 / s}\left|\Lambda_{j} D v_{m}\right|\right)^{s-2} \\
& \rightarrow 0 \quad \text { as } m \rightarrow \infty
\end{aligned}
$$

since $s>2$.
From this and (5.83) it follows that

$$
\begin{equation*}
\lim _{m \rightarrow \infty} f_{B_{i}} \lambda_{m}^{s-2}\left|\sum_{j=1}^{i-1} \lambda_{m}^{j-1} \Lambda_{i-j} A_{m} \odot \Lambda_{j} D v_{m}+\lambda_{m}^{i-1} \Lambda_{i} D v_{m}\right|^{s}=0 \tag{5.84}
\end{equation*}
$$

for $i=2, \cdots, k$.
From (5.65) and (5.84) with $i=2$, it follows that (5.67) is true with $i=2$. Suppose (5.67) holds for $i=2, \cdots, l(l<k)$. Then it follows from (5.84) with $i=l+1$ that (5.67) is true with $i=l+1$. This establishes (5.67) for $i=2, \cdots, k$ in the case where $s>2$.

Consider now the case where $s=2$. Then directly from (5.81) we have in the case where $i=2$ that

$$
0 \geqq \lim _{m \rightarrow \infty}\left(f_{B_{t}}\left|D v_{m}-D v\right|^{2}+\left|A_{m} \odot\left(D v_{m}-D v\right)+\lambda_{m}\left(\Lambda_{2} D v_{m}-\Lambda_{2} D v\right)\right|^{2}\right)
$$

Using (5.64) it follows that

$$
0=\lim _{m \rightarrow \infty} f_{B_{1}} \lambda_{m}^{2}\left|\Lambda_{2} D v_{m}\right|^{2}
$$

Since $s=2$ implies $n=2$, and hence $\Lambda_{i} D v_{m}$ is trivial if $i>2$, it follows that (5.67) is now established in the case where $s=2$.

This completes the proof of (5.64)-(5.67).
E. Completion of proof. Choose $t \in\left(\frac{1}{2}, 1\right)$ such that (5.64)-(5.67) are true for some subsequence.

In order to obtain a contradiction to (5.2) we first use (5.1) and (5.59) to compute

$$
\begin{aligned}
\lambda_{m}^{-2} U\left(x_{m}, \tau r_{m}\right)=f_{B_{\tau}} & \left|D v_{m}-\left(D v_{m}\right)_{\tau}\right|^{2}+f_{B_{\tau}} \lambda_{m}^{s-2}\left|D v_{m}-\left(D v_{m}\right)_{\tau}\right|^{s} \\
& +f_{B_{\tau}} \sum_{i=2}^{k}\left|\Lambda_{i}\left(A_{m}+\lambda_{m}\left(D v_{m}\right)_{\tau}\right)\right|^{s-2} \lambda_{m}^{2 i-2}\left|\Lambda_{i}\left(D v_{m}-\left(D v_{m}\right)_{\tau}\right)\right|^{2} \\
& +f_{B_{\tau}} \sum_{i=2}^{k} \lambda_{m}^{s i-2}\left|\Lambda_{i}\left(D v_{m}-\left(D v_{m}\right)_{\tau}\right)\right|^{s} .
\end{aligned}
$$

Since $\tau \leqq \frac{1}{2}<t$, it follows from (5.64) that $D v_{m} \rightarrow D v$ in $L^{2}\left(B_{\tau}\right)$, and hence $\left(D v_{m}\right) \rightarrow$ $(D v)_{\tau}$. Thus the integral on the right side of (5.85) converges to $f_{B_{\tau}}\left|D v-(D v)_{\tau}\right|^{2}$.

If $s>2$ then $\lambda_{m}^{1-2 / s} D v_{m} \rightarrow 0$ in $L^{s}\left(B_{\tau}\right)$ from (5.65), and hence $\lambda_{m}^{i-2 / s} D v_{m} \rightarrow 0$. Thus the second integral on the right side converges to zero.

Next note that since $\left(D v_{m}\right)_{\tau} \rightarrow(D v)_{\tau}$, it follows that $\Lambda_{i}\left(D v_{m}\right)_{\tau}$ is bounded uniformly in $m$ for $i=2, \cdots, k$ (with the bound possibly depending on $\tau$ ).

Hence, for $i=2, \cdots, k$,

$$
\begin{aligned}
& f_{B_{\tau}} \mid \Lambda_{i}\left(A_{m}+\left.\lambda_{m}\left(D v_{m}\right)_{\tau}\right|^{s-2} \lambda_{m}^{2 i-2}\left|\Lambda_{i}\left(D v_{m}-\left(D v_{m}\right)_{\tau}\right)\right|^{s}\right. \\
& \leqq \leqq f_{B_{\tau}}\left(\left|\Lambda_{i} A_{m}\right|^{s-2}+\lambda_{m}^{s-2}\right) \lambda_{m}^{2 i-2}\left(1+\sum_{j=1}^{i}\left|\Lambda_{j} D v_{m}\right|^{2}\right) \\
& \leqq c f_{B_{\tau}}\left|\Lambda_{i} A_{m}\right|^{s-2} \lambda_{m}^{2 i-2}+\sum_{j=1}^{i}\left|\Lambda_{j} A_{m}\right|^{s-2} \lambda_{m}^{2 j-2}\left|\Lambda_{j} D v_{m}\right|^{2} \\
& \quad+\lambda_{m}^{s+2 i-4}+\sum_{j=1}^{i} \lambda_{m}^{s+2 j-4}\left|\Lambda_{j} D v_{m}\right|^{2}
\end{aligned}
$$

(using $\left|\Lambda_{i} A_{m}\right| \leqq c\left|\Lambda_{j} A_{m}\right|$ if $1 \leqq j \leqq i$ )

$$
\begin{aligned}
& \leqq c f_{B_{\tau}}\left|\Lambda_{i} A_{m}\right|^{s-2} \lambda_{m}^{2 i-2}+\sum_{j=1}^{i}\left|\Lambda_{j} A_{m}\right|^{s-2} \lambda_{m}^{2 j-2}\left|\Lambda_{j} D v_{m}\right|^{2} \\
& \quad+\lambda_{m}^{s+2 i-4}+\lambda_{m}^{s(1-2 / s)^{2}}\left(\sum_{j=1}^{i} \lambda_{m}^{j-2 / s}\left|\Lambda_{j} D v_{m}\right|\right)^{2} \\
& \rightarrow 0 \text { as } m \rightarrow \infty
\end{aligned}
$$

(using (5.66), (5.67), and the fact we may here assume that $s>2$ ).
Finally, for $i=2, \cdots, k$,

$$
\begin{aligned}
f_{B_{\tau}} \lambda_{m}^{i s-2}\left|\Lambda_{i}\left(D v_{m}-\left(D v_{m}\right)_{\tau}\right)\right|^{s} & \leqq c f_{B_{\tau}} \lambda_{m}^{i s-2}\left(1+\sum_{j=1}^{i}\left|\Lambda_{j} D v_{m}\right|^{s}\right) \\
& \rightarrow 0 \quad \text { as } m \rightarrow \infty,
\end{aligned}
$$

from (5.67).
It follows that

$$
\lambda_{m}^{-2} U\left(x_{m}, \tau r_{m}\right) \rightarrow f_{B_{\tau}}\left|D v-(D v)_{\tau}\right|^{2}
$$

as $m \rightarrow \infty$. But

$$
\begin{align*}
f_{B_{\tau}}\left|D v-(D v)_{\tau}\right|^{2} & \leqq c \tau^{2} \sup _{B_{\tau}}\left|D^{2} v\right|^{2}  \tag{5.86}\\
& \leqq c_{2} \tau^{2}
\end{align*}
$$

from (5.38), where $c_{2}=c_{2}(M)$. Hence

$$
\lambda_{m}^{-2} U\left(x_{m}, \pi r_{m}\right) \leqq 2 c_{2} \tau^{2}
$$

for all sufficiently large $m$, contradicting (5.2) if we set $c_{1}=2 c_{2}(M)$.
This contradiction completes the proof of Theorem 5.1.
6. Proof of the main theorem. We first show how Theorem 5.1 is iterated in the standard manner. We continue to assume $u \in \Lambda_{k} W^{1, s}(\Omega)$ is a minimiser of $I[\cdot]$ and $I[\cdot]$ satisfies the hypotheses (H1)-(H4).

Lemma 6.1. Suppose $0<\alpha<1$ and $M>0$. Then there exists $0<\tau<\frac{1}{2}$ and $\varepsilon>0$ such that, for any $B_{r}(x) \subset \Omega$, if

$$
\begin{gathered}
\left|(D u)_{x, r}\right|<M, \\
U(x, r)<\varepsilon,
\end{gathered}
$$

then

$$
U\left(x, \tau^{l} r\right) \leqq\left(\tau^{l}\right)^{2 \alpha} U(x, r)
$$

for each $l=1,2, \cdots$.
Proof. Using the notation of Theorem 5.1, first choose $\tau$ such that

$$
\begin{equation*}
0<\tau<\frac{1}{2}, \quad c_{1}(2 M) \tau^{2} \leqq \tau^{2 \alpha}, \quad \tau^{\alpha}<\frac{1}{2} . \tag{6.1}
\end{equation*}
$$

Next, choose $\varepsilon$ so that

$$
\begin{equation*}
0<\varepsilon \leqq \varepsilon_{0}(\tau, 2 M), \quad \tau^{-n} \varepsilon^{1 / 2} \leqq \frac{M}{2} . \tag{6.2}
\end{equation*}
$$

Suppose

$$
\begin{equation*}
B_{r}(x) \subset \Omega, \quad\left|(D u)_{x, r}\right|<M, \quad U(x, r)<\varepsilon . \tag{6.3}
\end{equation*}
$$

We will prove by induction on $l \geqq 0$ that

$$
\begin{align*}
& \left\lvert\,(D u)_{x, \tau^{\prime} r} \leqq M\left(1+\frac{1}{2}+\cdots+\frac{1}{2^{l}}\right)\right., \\
& U\left(x, \tau^{l} r\right) \leqq\left(\tau^{l}\right)^{2 \alpha} U(x, r) \tag{6.4}
\end{align*}
$$

First note that

$$
\begin{align*}
\left|(D u)_{x, \tau^{\tau^{+1} 1_{r}}}-(D u)_{x, \tau^{\prime} r}\right| & \leqq f_{B\left(x, \tau^{l+1} r\right)}\left|D u-(D u)_{x, \tau_{r}^{\prime} r}\right| \\
& \leqq \tau^{-n} \int_{B\left(x, \tau_{r)}^{\prime}\right)}\left|D u-(D u)_{x, \tau_{r}^{\prime} r}\right|  \tag{6.5}\\
& \leqq \tau^{-n}\left[U\left(x, \tau^{l} r\right)\right]^{1 / 2}
\end{align*}
$$

Note that (6.4) is trivially true of $l=0$. Assume that it is true for some $l$. Then

$$
\begin{aligned}
\left|(D u)_{x, \tau^{\prime+1} r}\right| & \leqq\left|(D u)_{x, \tau_{r}^{\prime} r}\right|+\left|(D u)_{x, \tau^{l+1} r}-(D u)_{x, \tau_{r}^{\prime} r}\right| \\
& \leqq M\left(1+\frac{1}{2}+\cdots+\frac{1}{2^{l}}\right)+\tau^{-n}\left(U\left(x, \tau^{l} r\right)\right)^{1 / 2} \\
& \leqq M\left(1+\frac{1}{2}+\cdots+\frac{1}{2^{l}}\right)+\tau^{-n}\left(\tau^{l}\right)^{\alpha}(U(x, r))^{1 / 2}
\end{aligned}
$$

(using (6.4))

$$
\leqq M\left(1+\frac{1}{2^{l}}+\cdots+\frac{1}{2^{l}}+\left(\tau^{l}\right)^{\alpha} \frac{M}{2}\right)
$$

(using (6.2), (6.3))

$$
\leqq M\left(1+\frac{1}{2}+\cdots+\frac{1}{2^{l}}+\frac{1}{2^{l+1}}\right)
$$

(using (6.1)).

Also, from (6.4), (6.2), (6.3) we can apply Theorem 5.1 with $M$ and $r$ there replaced by $2 M$ and $\tau^{l} r$, to deduce

$$
\begin{aligned}
U\left(x, \tau^{l+1} r\right) & \leqq c_{1}(2 M) \tau^{2} U\left(x, \tau^{l} r\right) \\
& \leqq \tau^{2 \alpha}\left(\tau^{l}\right)^{2 \alpha} U(x, r)
\end{aligned}
$$

(using (6.1) and (6.4))

$$
=\left(\tau^{l+1}\right)^{2 \alpha} U(x, r)
$$

The proof is now completed by using induction of $l$.
Lemma 6.2. Suppose $u \in \Lambda_{k} W^{1, s}(\Omega)$. Then

$$
\lim _{r \rightarrow 0} f_{B(x, r)}\left|\Lambda_{i}\left(D u-(D u)_{x, r}\right)\right|^{s}=0
$$

for almost everywhere $x \in \Omega$ and for $i=1, \cdots, k$.
Proof. Let $\left\{A_{\alpha}\right\}_{\alpha \in S}$ be a countable dense subset of $\operatorname{Hom}\left(\mathbb{R}^{n} ; \mathbb{R}^{N}\right)$.
By considering the set of Lebesgue points of $D u$ and of the functions $\left|\Lambda_{i}\left(D u-A_{\alpha}\right)\right|^{s}$ for $i=1, \cdots, k$ and $\alpha \in S$, there exists $E \subset \Omega$ with $\mathscr{L}^{n}(\Omega \sim E)=0$ such that

$$
\begin{gathered}
(D u)_{x, r} \rightarrow D u(x), \\
f_{B_{x, r}}\left|\Lambda_{i}\left(D u-A_{\alpha}\right)\right|^{s} \rightarrow\left|\Lambda_{i}\left(D u(x)-A_{\alpha}\right)\right|^{s},
\end{gathered}
$$

as $r \rightarrow 0$, for all $x \in E, \alpha \in S$, and $i=1, \cdots, k$.
We have for all such $x, \alpha$, and $i$,

$$
\begin{aligned}
\limsup _{r \rightarrow 0} f_{B(x, r)} & \mid \Lambda_{i}\left(D u-\left.(D u)_{x, r}\right|^{s}\right. \\
& =\limsup _{r \rightarrow 0} f_{B(x, r)} \mid \Lambda_{i}\left(D u-A_{\alpha}+A_{\alpha}-\left.(D u)_{x, r}\right|^{s}\right. \\
& \leqq c \limsup _{r \rightarrow 0}^{i} \sum_{j=0}\left|\Lambda_{j}\left(A_{\alpha}-(D u)_{x, r}\right)\right|^{s} f_{B(x, r)}\left|\Lambda_{i-j}\left(D u-A_{\alpha}\right)\right|^{s}
\end{aligned}
$$

(using (2.17))

$$
=c \sum_{j=0}^{i}\left|\Lambda_{j}\left(A_{\alpha}-D u(x)\right)\right|^{s}\left|\Lambda_{i-j}\left(D u(x)-A_{\alpha}\right)\right|^{s} .
$$

Since $A_{\alpha}$ is dense in $\operatorname{Hom}\left(\mathbb{R}^{n} ; \mathbb{R}^{N}\right)$, we can make the right side arbitrarily small. This establishes the lemma.
6.1. Completion of proof of Main Theorem 4.1. Let
$\Omega_{0}=\left\{x \in \Omega: \lim _{r \rightarrow 0}(D u)_{x, r}=D u(x), \quad\right.$ and

$$
\lim _{r \rightarrow 0} f_{B(x, r)} \mid \Lambda_{i}\left(D u-\left.(D u)_{x, r}\right|^{s}=0 \quad \text { for } i=1, \cdots, k\right\} .
$$

Then $\mathscr{L}^{n}\left(\Omega \sim \Omega_{0}\right)=0$ by Lemma 6.2. Moreover, by standard arguments (e.g., [E] or [G]) it follows from Lemma 6.1 that $\Omega_{0}$ is open and $u \in C^{1, \alpha}\left(\Omega_{0}\right)$.
7. Concluding remarks. It is clear that the methods of the paper can be applied to other problems.
7.1. We could include quasi-convex, nonpolyconvex terms in (4.2) by allowing $F^{1}$ to be quasi convex. More precisely, the hypotheses ( H 1$)-(\mathrm{H} 4)$ would remain unchanged, except that (H3)(b) would be replaced by the strict quasi-convexity condition

$$
\left.\int F^{1}(p+D \varphi) \geqq \int F^{1}(p)+\gamma\left(|D \varphi|^{2}+|D \varphi|^{s}\right)\right)
$$

for all $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{n} ; \mathbb{R}^{N}\right)$ and all $p \in \mathbb{R}^{n \times N}$.
The $F^{1}$ term is then treated essentially as in [EG] to obtain (5.71). Note that (5.30) needs to be replaced by the appropriate Legendre-Hadamard condition.
7.2. Model problems of the form

$$
I[u]=\int_{\Omega}\left(1+|D u|^{2}+\sum_{i=2}^{k}\left|\Lambda_{i} D u\right|^{2}\right)^{s / 2}
$$

or more generally of the form

$$
I[u]=\int_{\Omega}|D u|^{s}+\left(1+|D u|^{2}+\sum_{i=2}^{k}\left|\Lambda_{i} D u\right|^{2}\right)^{s^{\prime} / 2},
$$

where $s \geqq 2$ if $n=2, s>n-1$ if $n>2$, and $s^{\prime} \geqq 2$, are easily treated by our methods. Such model problems were discussed (from an existence point of view) in [GMS, § 6.A].

In order to prove partial regularity, we take the quantity $U(x, r)$ to be

$$
\begin{aligned}
U(x, r)=\int_{B(x, r)} & \left|D u-(D u)_{x, r}\right|^{2}+\left|D u-(D u)_{x, r}\right|^{\max \left\{s, s^{\prime}\right\}} \\
& +\sum_{i=2}^{k}\left[\left|\Lambda_{i}\left(D u-(D u)_{x, r}\right)\right|^{2}+\mid \Lambda_{i}\left(D u-\left.(D u)_{x, r}\right|^{s^{\prime}}\right] .\right.
\end{aligned}
$$

The arguments involved in this case, as opposed to the arguments involved in treating the model problem (1.3), are somewhat easier, as no degeneracy in ellipticity in the $\Lambda_{i} D u$ terms is allowed.

Partial regularity theory for such problems, but in the case $s>n$, has also been recently treated in [GMS2].
7.3. Many model problems of the form

$$
\int|D u|^{2}+|D u|^{s_{1}}+\sum_{i=2}^{k}\left|\Lambda_{i} D u\right|^{s_{i}},
$$

where $s_{1} \geqq 2$ if $n=2, s_{1}>n-1$ if $n-2$, and $s_{1} \geqq s_{2} \geqq \cdots \geqq s_{k} \geqq 2$, are covered by the present arguments. More generally, we could include more than one term involving $\Lambda_{i} D u$. We have not checked, however, the appropriate most general conditions on the exponents.

Similarly, we could formulate more general structure conditions. It is not necessary that the integrand in (4.2) split as a sum of terms involving the $\Lambda_{i} D u$ separately. In this more general case, we define the normalised functional

$$
I_{m}[w]=\int_{\Omega} F_{m}(D w)
$$

where $F_{m}$ is obtained by linearisation about $\left(A_{m}, \Lambda_{2} A_{m}, \cdots, \Lambda_{k} A_{m}\right)$.
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# PERIOD DOUBLING WITH HIGHER-ORDER DEGENERACIES* 

BRUCE B. PECKHAM $\dagger$ AND IOANNIS G. KEVREKIDIS $\ddagger$


#### Abstract

A family of local diffeomorphisms of $\mathbf{R}^{n}$ can undergo a period doubling (flip) bifurcation as an eigenvalue of a fixed point passes through -1. This bifurcation is either supercritical or subcritical, depending on the sign of a coefficient determined by higher-order terms. If this coefficient is zero, the resulting bifurcation is "degenerate." The period doubling bifurcation with a single higher-order degeneracy is treated, as well as the more general degenerate period doubling bifurcation where a fixed point has -1 eigenvalue and any number of higher-order degeneracies. The main procedure is a Lyapunov-Schmidt reduction: period-2 orbits are shown to be in one-to-one correspondence with roots of the reduced "bifurcation function," which has $\mathbf{Z}_{2}$ symmetry. Illustrative examples of the occurrence of the singly degenerate period doubling in the context of periodically forced planar oscillators are also presented.
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1. Introduction. This paper describes the local bifurcations that take place when we perturb a diffeomorphism $\mathbf{G}_{\mathbf{0}}$ of $\mathbf{R}^{n}$ which has a fixed point with a single eigenvalue equal to -1 . Since $\mathbf{G}_{\mathbf{0}}$ has a nonhyperbolic fixed point, it is necessary to consider higher-order (nonlinear) terms in order to describe the phase portraits near the fixed point of the map $\mathbf{G}_{\mathbf{0}}$, both by itself and also under perturbation in a family $\mathbf{G}_{\boldsymbol{\mu}}, \boldsymbol{\mu} \in \mathbf{R}^{\boldsymbol{k}}$.

When $G_{\mathbf{0}}$ is a map of $\mathbf{R}$, any even-order term in its Taylor series expansion can be eliminated by a change of variables. This is a direct result of the normal forms theorem. After eliminating the constant and second-order terms, the linear coefficient will be -1 and the sign of the resulting coefficient of the third-order term will determine whether $G_{0}$ will undergo a supercritical or subcritical period doubling (flip) bifurcation [Ar], [GH]. If the third-order coefficient should happen to be zero (a higher-order degeneracy), then the sign of the fifth-order term becomes important. Perturbations of the resulting map $\left(G_{0}(x)=-x+c x^{5}+o\left(x^{5}\right), c \neq 0\right)$ produce a greater number of topologically distinct phase portraits than do perturbations of the nondegenerate $\left(G_{0}(x)=-x+c x^{3}+o\left(x^{3}\right), c \neq 0\right)$ map. Two parameters are needed to fully capture all possible phase portraits near the (singly) degenerate map. By the same token, a degenerate bifurcation will generically occur only in families with at least two parrameters.

This discussion naturally extends to multiply degenerate period doubling maps: $G_{0}(x)=-x+c x^{2 k+1}+o\left(x^{2 k+1}\right), c \neq 0 \quad(k-1$ times degenerate $)$. These codimension- $k$ bifurcations will generically occur only in families with at least $k$ parameters.

In §2, we consider the model $k-1$ times degenerate period doublings $f_{0}(x)=$ $-x+\delta x^{2 k+1}$ where $\delta= \pm 1$, and the corresponding model $k$-parameter unfoldings $f_{\mathrm{\varepsilon}}(x)=$ $-\left(\varepsilon_{1}+1\right) x-\varepsilon_{2} x^{3}-\cdots-\varepsilon_{k} x^{2 k-1}+\delta x^{2 k+1}$. We present the mathematical theory in $\S 3$. We show that the period-2 orbits of the individual maps we study are in one-to-one correspondence with the zeros of a "reduced" bifurcation function. This bifurcation function is obtained by using a standard Lyapunov-Schmidt reduction. Because the

[^128]topological equivalence of the maps we study is determined by the period- 2 orbits and their stability, knowledge of the corresponding bifurcation functions is sufficient to provide us with the topological classification of the original maps. When we consider a family of maps, the possible behaviors of the bifurcation functions are given by standard singularity theory. We need only interpret the singularity theory results in the bifurcation context of the original family of maps. In particular, we show that each family in the class of period doubling bifurcations that we treat is "equivalent" to one of the model families we describe in $\S 2$.

The singly degenerate period doubling has a special significance in two-parameter families of maps such as those generated by periodically forced oscillators, which possess period- $q$ "resonance horns" whose boundaries typically consist of saddlenode bifurcations for the $q$ th iterate of the map. We and other researchers [KAS], [MSA], [P1], [P2], [P3], [SDCM], [VR] have repeatedly observed such a degenerate period doubling bifurcation on the boundaries of period- 2 resonance horns. In $\S 4$ we describe two models of periodically operated chemical reactors (a chemostat with simple predator-prey kinetics, and a continuous stirred tank reactor (CSTR) with a single irreversible exothermic reaction) where this bifurcation occurs.

The bifurcation diagrams we obtained for our degenerate period doublings turned out to be virtually the same as those for a Hopf bifurcation with higher-order degeneracies for a flow [GS], [Ta]. Consequently, work on the Hopf bifurcation suggested approaches to the period doubling problem. Our analysis in its final form parallels that of Golubitsky and Schaeffer [GS, Chap. VIII]. In particular, the use of the Lyapunov-Schmidt reduction to obtain a bifurcation function, as well as the unreduced function with which to start, was suggested by their exposition. Using the reduction on a "finite sequence space," however, appears to be a new idea in this paper. (We have since found out that Vanderbauwhede [Va] and Brown and Roberts [BR] have independently started using the Lyapunov-Schmidt reduction on finite sequence spaces in current research as well.) See also the bibliography in [GS] for the original references using the Lyapunov-Schmidt reduction and singularity theory to study the Hopf bifurcation for flows.

The Hopf problem for flows and our problem are analogous because both can be reduced to finding roots of the same $\mathbf{Z}_{2}$-symmetric bifurcation function. The period doubling problem, interestingly, turns out to be significantly easier to handle than the Hopf bifurcation. Many of the issues that [GS] had to treat simply did not appear in the period doubling analysis. Consequently, we are able to obtain slightly stronger stability information from the bifurcation than was obtained for the Hopf bifurcation in [GS]. We discuss the comparison with the Hopf bifurcation further in § 5.

To place our work in context, we provide Table 1, showing model unfoldings for bifurcations with higher-order degeneracies. The unfoldings in the table are not always exactly as in the corresponding reference, and the references are not intended to be complete. In all cases, $\boldsymbol{\varepsilon} \in \mathbf{R}^{k}$ is the unfolding parameter of the codimension- $k$ bifurcation; $\delta= \pm 1$.

The most widely known higher-order degeneracy in Table 1 is the saddle-node (for either the flow or map) with a single higher-order degeneracy, commonly called the cusp bifurcation. The map and flow cases are exactly analogous. We will encounter saddlenode bifurcations with higher-order degeneracies in this paper for period-2 orbits, because they appear in the unfoldings of period doubling points with more than one higher-order degeneracy. Higher-order degeneracies in the Hopf bifurcation for maps, however, are much more complicated to treat than degeneracies in the Hopf bifurcation for flows. The map case includes not only all the subtleties of the flow

TAble 1

| Flows: Name | Vector field | Unfolding | References |
| :---: | :---: | :---: | :---: |
| Saddlenode <br> Hopf | $\begin{aligned} x^{\prime} & =\delta x^{k+1} \\ r^{\prime} & =\delta r^{2 k+1} \\ \theta^{\prime} & =\omega+r^{2} \end{aligned}$ | $\begin{aligned} x^{\prime} & =\varepsilon_{1}+\varepsilon_{2} x+\cdots+\varepsilon_{k} x^{k-1}+\delta x^{k+1} \\ r^{\prime} & =\varepsilon_{1} r+\varepsilon_{2} r^{3}+\cdots+\varepsilon_{2 k} r^{2 k-1}+\delta r^{2 k+1} \\ \theta^{\prime} & =\omega+r^{2} \end{aligned}$ | [ Ar ], [GH] <br> [Ar], [GH], <br> [GS], [Ta] |
| Maps: <br> Name | Map | Unfolding | References |
| Saddlenode <br> Hopf | $\begin{aligned} & x \rightarrow x+\delta x^{k+1} \\ & r \rightarrow \delta r^{2 k+1} \\ & \theta \rightarrow \theta+\omega+r^{2} \end{aligned}$ | $\begin{aligned} & x \rightarrow \varepsilon_{1}+\left(\varepsilon_{2}+1\right) x+\cdots+\varepsilon_{k-1} x^{k-1}+\delta x^{k+1} \\ & r \rightarrow \varepsilon_{r} r+\varepsilon_{2} r^{3}+\cdots+\varepsilon_{2 k} r^{2 k-1}+\delta r^{2 k+1}+\text { h.o.t. } \\ & \theta \rightarrow \theta+\omega+r^{2}+\text { h.o.t. } \end{aligned}$ | $\begin{gathered} {[\mathrm{Ar}],[\mathrm{GH}]} \\ {[\mathrm{Ch}]} \end{gathered}$ |
| Period Dblg | $x \rightarrow-x+\delta x^{2 k+1}$ | $x \rightarrow-\left(\varepsilon_{1}+1\right) x-\cdots-\varepsilon_{k} x^{2 k-1}+\delta x^{2 k+1}$ | this paper |

case, but also some monumental additional problems caused by resonant interaction of periodic orbits, and the existence of invariant sets other than equilibria and closed orbits. Chenciner [Ch] has performed much work on this problem. Note that the higher-order terms must appear, even in the model unfoldings.

We point out that [HW] provides a short description of the period doubling with a single higher-order degeneracy ( $k=2$ in Table 1). That model, but not the theorems in this paper, is relatively well known to bifurcation researchers.
2. The model period doubling families. This section is devoted to describing the bifurcations that take place in the specific families we use as our models. The new results, including the justification for choosing these particular families as models, are given in § 3. The interested reader may skip directly to that section, if desired. We do, however, make some effort in this section to prepare the groundwork for the techniques of §3. In particular, we use the zeros of several "bifurcation functions" to help us describe the topological classification of our model families. These bifurcation functions will turn out to be special cases of the more general bifurcation functions obtained from the more general maps treated in §3. (See Corollary 3.13.)

Recall that for maps of $\mathbf{R}$ having a fixed point with a -1 eigenvalue, the normal forms theorem [Ar], [GH] allows us to eliminate any even-order term by a change of variable. Thus the absence of even-order terms from our models should seem reasonable. Keep in mind that, because we are describing local bifurcations, we are only interested in the germs of our functions in phase $\times$ parameter space. The base point of all our model germs is the origin of $\mathbf{R} \times \mathbf{R}^{k}$.

Definition 2.1. The local (near $(x, \varepsilon)=(0,0)$ ) family

$$
\begin{equation*}
f_{\varepsilon ; k, \delta}(x):=-\left(\varepsilon_{1}+1\right) x-\varepsilon_{2} x^{3}-\cdots-\varepsilon_{k} x^{2 k-1}+\delta x^{2 k+1}, \quad \delta= \pm 1 \tag{2.2}
\end{equation*}
$$

is called the model local period doubling bifurcation family with $k-1$ higher-order degeneracies. The map $f_{0 ; k, \delta}(x)=-x+\delta x^{2 k+1}$ (for $x$ near zero) is called the model period doubling bifurcation map with $k-1$ higher-order degeneracies.

Note that the parameter $\boldsymbol{\varepsilon}=\left(\varepsilon_{1}, \varepsilon_{2}, \cdots, \varepsilon_{k}\right)$ is in $\mathbf{R}^{k}, k \geqq 1$. We will often drop the subscripts $k$ and $\delta$ since their values are assumed to be fixed for a given family.
2.1. Individual maps: Stability of periodic orbits. We first describe the behavior of the map $f_{\mathrm{E}}=f_{\varepsilon ; k, \delta}$ for fixed values of the parameters. Zero is the unique fixed point near $x=0$ of $f_{\varepsilon}$ for any $\varepsilon$ near 0 . The fixed point is attracting for $\varepsilon_{1}<0$ and repelling for $\varepsilon_{1}>0$. Since $f_{\varepsilon}^{2}$ is an orientation preserving diffeomorphism of $\mathbf{R}$, fixed points are
the only form of recurrence it can have. Once these fixed points of $f_{\varepsilon}^{2}$ have been located, the topological equivalence class of $f_{\varepsilon}^{2}$, and therefore that of the orientation reversing $f_{\varepsilon}$, is determined by the directions in which iterates of $f_{\varepsilon}^{2}$ progress in the intervals of $\mathbf{R} \backslash\left\{\right.$ fixed points of $\left.f_{\varepsilon}^{2}\right\}$. (This can be proven by fundamental interval arguments.) For nonzero $x$, it is apparent that if $f_{\varepsilon}^{2}(x)-x=0$, then $x$ is on a period-2 orbit for $f_{\varepsilon}$; if $f_{\varepsilon}^{2}(x)-x>0$, the orbit of $x$ increases under iteration of $f_{\varepsilon}^{2}$; if $f_{\varepsilon}^{2}(x)-x<0$, the orbit of $x$ decreases under iteration of $f_{\varepsilon}^{2}$. Since the behavior of $f_{\varepsilon}$ is completely determined by the roots and sign of the function $f_{\mathrm{E}}^{2}(x)-x$, we call it a "bifurcation function" associated with the family $f_{\varepsilon}=f_{\varepsilon} ; k, \delta$ in (2.2).

Even in the nondegenerate case ( $k=1$ in $f_{\varepsilon} ; k, \delta$ ), the second iterate $f_{\varepsilon}^{2}$ is somewhat cumbersome to handle. The algebra is greatly reduced by noticing that $f_{\mathrm{\varepsilon}}$ is an odd, or $\mathbf{Z}_{2}$-symmetric, function of $x: f_{\mathbf{\varepsilon}}(-x)=-f_{\mathbf{\varepsilon}}(x)$. The consequence is that $x$ is a period-2 orbit if and only if $f_{\mathrm{e}}(x)=-x$. Thus $f_{\mathrm{e}}^{2}(x)-x=0$ is equivalent to $-f_{\mathrm{\varepsilon}}(x)-x=0$. We have chosen to use $-f_{\mathbf{\varepsilon}}(x)-x$ instead of $f_{\mathbf{z}}(x)+x$ because when they do not equal zero, $\operatorname{sgn}\left(f_{\varepsilon}^{2}(x)-x\right)=\operatorname{sgn}\left(-f_{\varepsilon}(x)-x\right)$. Thus the function $-x-f_{\varepsilon}(x)$ is also a bifurcation function for (2.2).

Furthermore, $-x-f_{\varepsilon}(x)=x P_{\varepsilon}\left(x^{2}\right)$, where

$$
\begin{equation*}
P_{\varepsilon ; k, \delta}(u):=P_{\varepsilon}(u):=\varepsilon_{1}+\varepsilon_{2} u+\cdots+\varepsilon_{k} u^{k-1}-\delta u^{k} . \tag{2.3}
\end{equation*}
$$

Since $x=0$ is always a fixed point, the roots of $P_{\varepsilon}\left(x^{2}\right)$ with $x \neq 0$ are precisely the period-2 points. That is, each positive root $r^{2}$ of $P_{\varepsilon}(u)$ corresponds to the period-2 orbit $r \leftrightarrow-r$. For $x \neq 0$ the sign of $-f_{\varepsilon}(x)-x$ and therefore the sign of $f_{\varepsilon}^{2}(x)-x$ is determined by the sign of $P_{\varepsilon}\left(x^{2}\right)$. So the stability of the fixed point and any period-2 orbit is also determined by the sign of $P_{\varepsilon}$. Thus, $P_{\varepsilon}(u)$ becomes our third and simplest bifurcation function.

It may help to keep in mind Fig. 1a, where we graph the three bifurcation functions $f_{\varepsilon}^{2}(x)-x,-f_{\varepsilon}(x)-x$, and $P_{\varepsilon}\left(x^{2}\right)$ for a specific example: $(\varepsilon ; k, \delta)=$ ( $(.000016, .0024, .09), 3,+1)$. Figure 1 b shows the phase portrait for $f_{\varepsilon}^{2}$ that Fig. 1a determines.
2.2. Bifurcations. We are now ready to analyze the bifurcation sets in phase $\times$ parameter space $\left(\mathbf{R} \times \mathbf{R}^{k}\right)$ that exist in the model families $f_{\varepsilon} ; k, \delta$ for fixed values of $k$ and $\delta$. These consist of the nonhyperbolic fixed and period-2 points, possibly with higher-order degeneracies.


FIG. 1a. Three bifurcation functions.


Fig. 1b. The "flow" of $f_{\varepsilon}^{2}$.

We will treat the fixed-point bifurcations first. Since $f_{\varepsilon}$ is an orientation reversing diffeomorphism of $\mathbf{R}$, the only potential bifurcations for the unique fixed point zero are period doublings. From (2.2), the set in $\mathbf{R} \times \mathbf{R}^{k}$ of fixed points, which we call $D^{0}$, is $\{x=0\}$; the set of period doubling bifurcations is $D^{1}:=\left\{x=\varepsilon_{1}=0\right\}$; more generally, the set of period doubling bifurcations with at least $i-1$ higher-order degeneracies is apparently (look ahead to Definition 3.1-the model families in (2.2) are already in normal form on the center manifold) the codimension $i+1$ (dimension $k-i$ ) hyperplane given by

$$
\begin{equation*}
D^{i}:=D_{k}^{i}=\left\{(x, \boldsymbol{\varepsilon}) \in \mathbf{R} \times \mathbf{R}^{k}: x=\varepsilon_{1}=\cdots=\varepsilon_{i}=0\right\}, \quad i=0, \cdots, k . \tag{2.4}
\end{equation*}
$$

The superscripts have been chosen to indicate the codimension of the corresponding set when projected to the $k$-dimensional parameter space. The set of simple (nondegenerate) period doubling bifurcation parameters is thus, as usual, a codimension-1 set in the parameter space,

The nonhyperbolic period-2 points are treated by considering $f_{\varepsilon}^{2}$. Since $f_{\varepsilon}^{2}$ is an orientation preserving diffeomorphism of $\mathbf{R}$, the only potential bifurcations for the period-2 orbits are saddlenodes, possibly with higher-order degeneracies. By definition [Ar], [GH], a map $g: \mathbf{R} \rightarrow \mathbf{R}$ has a saddlenode with $i-1$ higher-order degeneracies at $y_{0}$ if $g(y)-y$ has a zero of multiplicity $i+1$ at $y=y_{0}$. So the period-2 points in our models have saddlenode bifurcations with $i-1$ higher-order degeneracies at $x_{0}$ if, for a fixed value of $\varepsilon, f_{\varepsilon}^{2}(x)-x$ has a zero of multiplicity $i+1$ at $x=x_{0} \neq 0$. But $f_{\varepsilon}^{2}(x)-x$ having a zero of multiplicity $i+1$ at $x=x_{0} \neq 0$ is equivalent to $P_{\varepsilon}\left(x^{2}\right)$ having a zero of multiplicity $i+1$ at $x=x_{0} \neq 0$. If we define $S_{k, \delta}^{0}$ as the set of period-2 points and $S_{k, \delta}^{j}$ as the set of period-2 saddlenode points with at least $j-1$ higher-order degeneracies for $1 \leqq j \leqq k-1$, then these sets are

$$
\begin{equation*}
S^{j}:=S_{k, \delta}^{j}=\left\{(x, \boldsymbol{\varepsilon}) \in \mathbf{R} \times \mathbf{R}^{k}: P_{\varepsilon}^{(i)}\left(x^{2}\right)=0 \text { for } 0 \leqq i \leqq j, x \neq 0\right\} . \tag{2.5}
\end{equation*}
$$

2.3. The low codimension period doublings. We can now use (2.4), (2.5), and the sign of $P_{\varepsilon}$ to determine the bifurcation diagrams and phase portraits for the codimension- $k$ bifurcations with $k=1,2,3$.
$k=1$. When $k=1$ then $\varepsilon=\varepsilon_{1}$ and (2.2) becomes the simple (nondegenerate) period doubling bifurcation: $f_{\varepsilon ; 1, \delta}(x)=-\left(\varepsilon_{1}+1\right) x+\delta x^{3} . P_{\varepsilon}(u)=\varepsilon_{1}-\delta u$ and $P_{\varepsilon}^{\prime}(u)=-\delta \neq 0$. From (2.5) we see that period-2 points exist whenever $\delta \varepsilon>0$ and are located on the parabola $x= \pm \sqrt{\delta \varepsilon}$. The period-2 orbits are stable for $\delta=+1$ and unstable for $\delta=-1$. Since $P_{\varepsilon}^{\prime}(u) \neq 0$ all period-2 points are hyperbolic. A bifurcation diagram with three representative phase portraits for $\delta=+1$ is shown in Fig. 2. This is the supercritical case. The arrows on these phase portraits indicate the direction of travel of second iterates of $f_{\varepsilon}$. The same figure can be used for $\delta=-1$, the subcritical case, by reversing the direction of the $\varepsilon$-axis and the direction of the arrows on the phase portraits. Changing the arrow directions means that the stability of the fixed point and any period- 2 orbits for $\delta=-1$ will be the reverse of the stability for $\delta=+1$.
$\boldsymbol{k}=\mathbf{2}$. In this case, which really motivated the whole paper, (2.2) represents the singly degenerate period doubling bifurcation $f_{\varepsilon ; 2, \delta}(x)=-\left(\varepsilon_{1}+1\right) x-\varepsilon_{2} x^{3}+\delta x^{5}$. Since the coefficient $\varepsilon_{2}$ of the $x^{3}$ term, which determines the criticality of the simple period doubling bifurcation, is allowed to change from positive to negative, we will have both supercritical and subcritical period doublings. All the fixed-point bifurcations have already been identified in (2.4). For the period-2 bifurcations, we use the bifurcation function $P_{\varepsilon ; 2, \delta}(u)=P_{\varepsilon}(u)=\varepsilon_{1}+\varepsilon_{2} u-\delta u^{2}$, so $P_{\varepsilon}^{\prime}(u)=\varepsilon_{2}-2 \delta u$ and $P_{\varepsilon}^{\prime \prime}(u)=-2 \delta \neq 0$.


Fig. 2. Supercritical simple period doubling.

By (2.5), the period-2 points in $\mathbf{R} \times \mathbf{R}^{k}$ are $S^{0}=\left\{\varepsilon_{1}=-\varepsilon_{2} x^{2}+\delta x^{4}, \varepsilon_{2} \neq 2 \delta x^{2}\right\}$ and they project to $\pi_{\varepsilon}\left(S^{0}\right)=\left\{\delta \varepsilon_{1}>0\right\} \cup\left\{\delta \varepsilon_{2}>0\right.$ and $\left.\varepsilon_{2}^{2} \geqq-4 \delta \varepsilon_{1}\right\}$ in the $\varepsilon$-parameter plane $\mathbf{R}^{2}$. The nonhyperbolic period-2 points are all (nondegenerate) saddlenode bifurcations. They are given by $S^{1}=\left\{\varepsilon_{1}=-\delta x^{4}, \varepsilon_{2}=2 \delta x^{2}, x \neq 0\right\}$ and project to $\pi_{\varepsilon}\left(S^{1}\right)=$ $\left\{\varepsilon_{1}=(-\delta / 4) \varepsilon_{2}^{2}, \delta \varepsilon_{2}>0\right\}$. The formulas for the projections to the $\varepsilon$ parameter plane are obtained by eliminating $x$ from the expressions for $S^{0}$ and $S^{1}$.

Figure 3 shows sketches of the above sets for $\delta=+1$ in phase $\times$ parameter space. The projections to parameter space are drawn on the fixed-point plane $\{x=0\}$. The surface $S_{2,+1}^{0}$ of period-2 points, the plane $D_{2}^{0}$ of fixed points, the period doubling line $D_{2}^{1}$, the saddlenode curve $S_{2,+1}^{1}$, and its projection $\pi_{\varepsilon}\left(S_{2,+1}^{1}\right)$ to the $\varepsilon$ parameter plane, drawn in the $\{x=0\}$ plane, are all indicated in the figure. Note that all the bifurcation points occur on the "folds" of the period-2 surface $S_{2,+1}^{0}$.

Various two-dimensional bifurcation diagrams (pieces of Fig. 3) are shown in Fig. 4: 4a gives the projection of the bifurcation sets $S^{1}$ (saddlenodes) and $D^{1}$ (period doublings) to the parameter space; the other three are representative one-parameter cuts of Fig. 3: 4 b and 4 c each have a fixed value for $\varepsilon_{2}$, while a small circular path


FIG. 3. Singly degenerate period doubling.


Fig. 4. Aspects of singly degenerate period doubling.
around the origin in the $\boldsymbol{\varepsilon}$-plane yields 4d. Arrows all indicate the "flow" of the second iterate of $f_{\varepsilon ; 2,+1}$. (Compare Figs. 4b and 4c with Fig. 3.1 in [GS, p. 260]; compare Fig. 4d with Fig. 136 in [Ar, p. 283].)

As in the simple period doubling case, Fig. 3 and all Fig. 4 diagrams could be converted from the $\delta=+1$ case to the $\delta=-1$ case by reversing the directions of the $\varepsilon_{1}$ axis, the $\varepsilon_{2}$ axis, and the "flow" lines. The stability of the fixed point and all period-2 orbits is opposite for the two cases.
$\boldsymbol{k} \geqq 3$. The program for computing the bifurcation submanifolds can obviously be continued for the model period doublings of any codimension. Because the computations are more lengthy but not much more enlightening, we merely list the results, with special attention to the $(k, \delta)=(3,+1)$ case.

The fixed-point bifurcation sets satisfy $D_{k}^{0} \supset D_{k}^{1} \supset \cdots \supset D_{k}^{k-1} \supset D_{k}^{k}$ where $D_{k}^{j-1} \backslash D_{k}^{j}$ is the codimension-j manifold in $\mathbf{R} \times \mathbf{R}^{k}$ of period doubling points with exactly $j-2$ higher-order degeneracies. Similarly, the period-2 bifurcation sets satisfy $S_{k, \delta}^{0} \supset S_{k, \delta}^{1} \supset \cdots \supset S_{k, \delta}^{k-2} \supset S_{k, \delta}^{k-1}$ where $S_{k, \delta}^{j-1} \backslash S_{k, \delta}^{j}$ is the codimension- $j$ manifold in $\mathbf{R} \times \mathbf{R}^{k}$ of period-2 saddlenodes with exactly $j-2$ higher-order degeneracies. The set $S_{k, \delta}^{k-1}$ and its projection to parameter space have the explicit parametric representations

$$
\begin{align*}
& S_{k, \delta}^{k-1}=\left\{\left(x,\left[\varepsilon_{1}, \cdots, \varepsilon_{k}\right]\right)=\left(x,-\delta\left[(-1)^{k}\binom{k}{k} x^{2 k}, \cdots,\right.\right.\right. \\
& \left.\left.\left.-\binom{k}{3} x^{6},\binom{k}{2} x^{4},-\binom{k}{1} x^{2}\right]\right), x \neq 0\right\},  \tag{2.6}\\
& \pi_{\varepsilon}\left(S_{k, \delta}^{k-1}\right)=\left\{\begin{array}{l}
\left(\varepsilon_{1}, \cdots, \varepsilon_{k}\right)=(-1)^{k+1} \frac{\delta\binom{k}{k}}{k^{k}} \varepsilon_{k}^{2 k-2}, \cdots,
\end{array}\right. \\
& \left.\left.\frac{\delta\binom{k}{3}}{k^{3}} \varepsilon_{k}^{4}, \frac{-\delta\binom{k}{2}}{k^{2}} \varepsilon_{k}^{2}, \varepsilon_{k}\right), \delta \varepsilon_{k}>0\right\} . \tag{2.7}
\end{align*}
$$

When $k=3$ we obtain

$$
\begin{aligned}
& S_{3, \delta}^{0}=\left\{\left(x, \varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\right)=\left(x,-\varepsilon_{2} x^{2}-\varepsilon_{3} x^{4}+\delta x^{6}, \varepsilon_{2}, \varepsilon_{3}\right), x \neq 0\right\}, \\
& S_{3, \delta}^{1}=\left\{\left(x, \varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\right)=\left(x, \varepsilon_{3} x^{4}-2 \delta x^{6},-2 \varepsilon_{3} x^{2}+3 \delta x^{4}, \varepsilon_{3}\right), x \neq 0\right\}, \\
& S_{3, \delta}^{2}=\left\{\left(x, \varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\right)=\left(x, \delta x^{6},-3 \delta x^{4}, 3 \delta x^{2}\right), x \neq 0\right\}
\end{aligned}
$$

(cf. (2.6)). $\pi_{\mathbf{\varepsilon}}\left(S_{3,+1}^{0}\right)$, the set of all parameter values with period-2 orbits, is described below.

$$
\begin{aligned}
& \pi_{\varepsilon}\left(S_{3,+1}^{1}\right)=\left\{\left(\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\right)=\left(\varepsilon_{3}\left[W_{-}\left(\varepsilon_{2}, \varepsilon_{3}\right)\right]^{2}+2\left[W_{-}\left(\varepsilon_{2}, \varepsilon_{3}\right)\right]^{3}, \varepsilon_{2}, \varepsilon_{3}\right)\right. \text {, } \\
& \left.\varepsilon_{3}<0,0<\varepsilon_{2} \leqq \frac{\varepsilon_{3}^{2}}{3}\right\} \\
& \cup\left\{\left(\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\right)=\left(\varepsilon_{3}\left[W_{+}\left(\varepsilon_{2}, \varepsilon_{3}\right)\right]^{2}+2\left[W_{+}\left(\varepsilon_{2}, \varepsilon_{3}\right)\right]^{3}, \varepsilon_{2}, \varepsilon_{3}\right),\right. \\
& \left.\varepsilon_{3} \geqq 0, \varepsilon_{2}<0 \text { or } \varepsilon_{3}<0, \varepsilon_{2} \leqq \frac{\varepsilon_{3}^{2}}{3}\right\},
\end{aligned}
$$

where

$$
\begin{gathered}
W_{ \pm}\left(\varepsilon_{2}, \varepsilon_{3}\right):=\frac{-\varepsilon_{3} \pm \sqrt{\varepsilon_{3}^{3}-3 \varepsilon_{2}}}{3} ; \\
\pi_{\varepsilon}\left(S_{3,+1}^{2}\right)=\left\{\left(\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\right)=\left(\frac{\varepsilon_{3}^{4}}{27}, \frac{-\varepsilon_{3}^{2}}{3}, \varepsilon_{3}\right), \varepsilon_{3}>0\right\}
\end{gathered}
$$

(cf. (2.7)).
Because the full phase $\times$ parameter space is now four-dimensional, the best pictures we can draw are either "slices" or projections of the four-dimensional space. Figure 5 shows the slice corresponding to $\varepsilon_{3} \equiv$ constant $<0$. Note the appearance of the cusp point on the curve of saddlenodes, so named for its location on the projection of the saddlenode curve to the parameter plane. Such a point appears only for $k \geqq 3$. The slice corresponding to $\varepsilon_{3} \equiv$ constant $>0$ we do not show, because it is qualitatively the same as Fig. 3.


Fig. 5. Doubly degenerate period doubling.


Fig. 6. Doubly degenerate period doubling: parameter space.
Figure 6 shows the saddlenode surfaces $\pi_{\varepsilon}\left(S_{3,+1}^{1}\right)$, the cusp curve $\pi_{\varepsilon}\left(S_{3,+1}^{2}\right)$ (where the two saddlenode surfaces, one defined with $W_{+}$and the other with $W_{-}$, meet), and the period doubling plane $\pi_{\mathrm{e}}\left(D_{3}^{1}\right)$ in the three-dimensional parameter space. The set $\pi_{\varepsilon}\left(S_{3,+1}^{0}\right)$ is bounded "above" in Fig. 6 by the higher of the saddlenode surfaces (inclusive) and the period doubling plane (not inclusive). Compare our Fig. 6 with Fig. 6 in [Ta]. Note that the plane $\left\{x=0, \varepsilon_{3}=\right.$ const $\left.<0\right\}$ appears in both Fig. 5, as the fixed-point plane, and in Fig. 6, as the leading edge of the graph.
3. General period doubling families. In $\S 2$ we analyzed the local topological behavior of the special families of diffeomorphisms of $\mathbf{R}: f_{\varepsilon ; k, \delta}(x)=-\left(\varepsilon_{1}+1\right) x-$ $\varepsilon_{2} x^{3}-\cdots-\varepsilon_{k} x^{2 k-1}+\delta x^{2 k+1}$. We now treat the more general case of a local family of diffeomorphisms of $\mathbf{R}^{n}$.

Definition 3.1. Fix $k \geqq 1$. Let $\mathbf{G}(\mathbf{x}, \boldsymbol{\mu})=\mathbf{G}_{\boldsymbol{\mu}}(\mathbf{x})$ be a representative of the germ of a $C^{2 k+1}$ function satisfying
(1) $\mathbf{G}: U \rightarrow \mathbf{R}^{n}, U$ is a neighborhood of $\left(\mathbf{x}_{0}, \mu_{0}\right)$ in $\mathbf{R}^{n} \times \mathbf{R}^{m}$.
(2) $\mathbf{G}\left(\mathbf{x}_{0}, \boldsymbol{\mu}_{0}\right)=\mathbf{x}_{0}$.
(3) $D_{\mathbf{x}} \mathbf{G}\left(\mathbf{x}_{0}, \mu_{0}\right)$ has a single eigenvalue of -1 and no other eigenvalues on the unit circle.
(4) On its one-dimensional center manifold, the map $\mathbf{G}_{\mu_{0}}$ can be transformed by a $C^{2 k+1}$ change of coordinates to a $C^{2 k+1}$ map of the form $y \rightarrow-y+c y^{2 k+1}+o\left(y^{2 k+1}\right)$, $c \neq 0$.

Then $\mathbf{G}(\mathbf{x}, \boldsymbol{\mu})$ is a local period doubling bifurcation family with $k-1$ higher-order degeneracies, and $\mathbf{G}_{\mu_{0}}$ is a local period doubling bifurcation map with $k-1$ higher-order degeneracies.

The main goal of this section is to establish Theorem 3.15, where we show that on its center manifold, every $k$-parameter period doubling bifurcation family with $k-1$ higher-order degeneracies is, at least generically, the "same" as one of the model families $f_{\mathrm{E} ; k, \delta}$, where $\delta=\operatorname{sign}(c)$. The main technical tools for Theorem 3.15 are the existence of a " $\mathbf{Z}_{2}$-symmetric bifurcation function" related to the original period doubling family (Theorem 3.3) and the universal unfolding theorem from $\mathbf{Z}_{2}$-singularity theory (Lemma 3.21). We are then able to compare $\mathbf{G}_{\boldsymbol{\mu}}$ to the appropriate model family via their respective bifurcation functions.

The Lyapunov-Schmidt reduction. Let $\mathbf{G}(\mathbf{x}, \boldsymbol{\mu})$ be a period doubling family with any number of higher-order degeneracies. For simplicity, we will assume $\left(\mathbf{x}_{0}, \mu_{0}\right)=$ $(\mathbf{0}, \mathbf{0})$. As with our special functions $f_{\mathbf{\varepsilon} ; k, \delta}$ in (2.2), the implicit function theorem guarantees that $\mathbf{G}(\mathbf{x}, \boldsymbol{\mu})$ has a unique fixed point near $\mathbf{x}=\mathbf{0}$ for each $\boldsymbol{\mu}$ near zero. Having only one phase variable (along with the $m$ parameters) on the center manifold implies that the only other local recurrence can be in the form of period-2 points [CMY].

The period-2 points (including the fixed point) of $\mathbf{G}$ are characterized by the roots of the function $\boldsymbol{\Phi}: \mathbf{R}^{n} \times \mathbf{R}^{n} \times \mathbf{R}^{m} \rightarrow \mathbf{R}^{n} \times \mathbf{R}^{n}$ defined by

$$
\begin{equation*}
\Phi(\mathbf{x}, \mathbf{y}, \boldsymbol{\mu}):=\Phi_{\boldsymbol{\mu}}(\mathbf{x}, \mathbf{y}):=(\mathbf{y}-\mathbf{G}(\mathbf{x}, \boldsymbol{\mu}), \mathbf{x}-\mathbf{G}(\mathbf{y}, \boldsymbol{\mu})) . \tag{3.2}
\end{equation*}
$$

The reason this function turns out to be more useful than $\mathbf{G}_{\boldsymbol{\mu}}^{2}(\mathbf{x})-\mathbf{x}$ is twofold: $\boldsymbol{\Phi}$ deals only with first iterates of $\mathbf{G}_{\boldsymbol{\mu}}$, and it has an obvious symmetry that will be quite useful. Specifically, $\boldsymbol{\Phi}_{\mu} \mathfrak{R}=\mathfrak{R} \boldsymbol{\Phi}_{\boldsymbol{\mu}}$, where $\mathfrak{R}$ is the reflection that interchanges the variables $\mathbf{x}$ and $\mathbf{y}$ in both the domain and range of $\boldsymbol{\Phi}$. That is, $\boldsymbol{\Phi}_{\mu} \Re(\mathbf{x}, \mathbf{y})=\boldsymbol{\Phi}_{\mu}(\mathbf{y}, \mathbf{x})=$ $(\mathbf{x}-\mathbf{G}(\mathbf{y}, \boldsymbol{\mu}), \mathbf{y}-\mathbf{G}(\mathbf{x}, \boldsymbol{\mu}))=\mathfrak{R}(\mathbf{y}-\mathbf{G}(\mathbf{x}, \boldsymbol{\mu}), \mathbf{x}-\mathbf{G}(\mathbf{y}, \boldsymbol{\mu}))=\mathfrak{R} \boldsymbol{\Phi}_{\boldsymbol{\mu}}(\mathbf{x}, \mathbf{y})$.

We now perform the Lyapunov-Schmidt reduction [GS, § I.3] on $\boldsymbol{\Phi}$ to get the following theorem. Although the theorem is stated for $C^{\rho}$ functions, we will be interested mainly in the case $\rho=\infty$.

Theorem 3.3. Let $\mathbf{G}(\mathbf{x}, \boldsymbol{\mu})$ be a $C^{\rho}, 2 k+1 \leqq \rho \leqq \infty$, local period doubling bifurcation family with $k-1$ higher-order degeneracies as in Definition 3.1, with $\left(\mathbf{x}_{0}, \boldsymbol{\mu}_{0}\right)=(\mathbf{0}, \mathbf{0})$. Define $\boldsymbol{\Phi}(\mathbf{x}, \mathbf{y}, \boldsymbol{\mu})$ by (3.2). Then there exists a $C^{\rho}$ bifurcation function $b: \mathbf{R} \times \mathbf{R}^{m} \rightarrow \mathbf{R}$ of the form $b(s, \boldsymbol{\mu})=s B(u, \boldsymbol{\mu}), u:=s^{2}$, such that solutions of $\boldsymbol{\Phi}(\mathbf{x}, \mathbf{y}, \boldsymbol{\mu})=\mathbf{0}$ for $(\mathbf{x}, \mathbf{y}, \boldsymbol{\mu})$ near $(\mathbf{0}, \mathbf{0}, \mathbf{0})$ are in one to one correspondence with solutions of $b(s, \mu)=0$ for $(s, \boldsymbol{\mu})$ near $(0,0)$.

Proof. The Lyapunov-Schmidt reduction to prove Theorem 3.3 is standard [GS, § 1.3], but we include most of the computations since we will be interested in the specific bifurcation function we get via the reduction, as well as some of the intermediate functions defined in the proof.

Case 1: $x \in \mathbf{R}$. In standard coordinates, the linearization of $\boldsymbol{\Phi}_{\mathbf{0}}$ at $(0,0)$ is $L:=$ $D_{x, y} \boldsymbol{\Phi}_{0}(0,0)=\left(\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right)$. Thus the kernel of $L$, $\operatorname{ker} L=\langle(1,-1)\rangle$, and range $L=\langle(1,1)\rangle$. Note that $\mathbf{R}^{2}=\operatorname{ker} L \oplus$ range $L$ so that $E(x, y):=((x+y) / \sqrt{2},(x+y) / \sqrt{2})$ is the projection onto range $L$, and $(I-E)(x, y):=((x-y) / \sqrt{2},-(x-y) / \sqrt{2})$ is the projection onto $\operatorname{ker} L$. The equation $\boldsymbol{\Phi}(\mathbf{x}, \mathbf{y}, \boldsymbol{\mu})=\mathbf{0}$, which we wish to solve, is equivalent to the two equations (with the $\sqrt{2}$ factor introduced for convenience):

$$
\begin{align*}
& \sqrt{2} E \boldsymbol{\Phi}(x, y, \boldsymbol{\mu})=(0,0),  \tag{3.4a}\\
& \sqrt{2}(I-E) \boldsymbol{\Phi}(x, y, \boldsymbol{\mu})=(0,0) . \tag{3.4b}
\end{align*}
$$

These two equations are more conveniently expressed in coordinates with respect to the splitting $\mathbf{R}^{2}=\operatorname{ker} L \oplus$ range $L$. Formally, this can be defined by the change of coordinates from ( $x, y$ ) with respect to the standard basis on $\mathbf{R}^{2}$ to $(s, r)$ with respect to the new basis which we choose as $\{(1,-1),(1,1)\}$. The coordinates are related by $x(1,0)+y(0,1)=s(1,-1)+r(1,1)$, or $x=s+r$ and $y=r-s$. Since the $s$ component of the new coordinate version of (3.4a) is automatically satisfied by definition of $E$, as is the $r$ component of the new coordinate version of (3.4b), the two vector equations in (3.4) are equivalent to the two scalar equations

$$
\begin{align*}
& Q(s, r, \boldsymbol{\mu}):=\frac{1}{2}\{2 r-G(s+r, \boldsymbol{\mu})-G(-s+r, \boldsymbol{\mu})\}=0,  \tag{3.5a}\\
& \frac{1}{2}\{-2 s-G(s+r, \boldsymbol{\mu})+G(-s+r, \boldsymbol{\mu})\}=0 . \tag{3.5b}
\end{align*}
$$

Equation (3.5a) is the $r$ component of (3.4a); equation (3.5b) is the $s$ component of (3.4b).

Since $Q(0,0,0)=0$ and $(\partial Q / \partial r)(0,0,0)=2 \neq 0$, then the implicit function theorem implies that there exists a unique $C^{\rho}$ function $R(s, \mu)$ satisfying $R(0,0)=0$ and $Q(s, R(s, \boldsymbol{\mu}), \boldsymbol{\mu})=0$ for $(s, \boldsymbol{\mu})$ near $(0,0)$. Plugging this new function $R(s, \mu)$ into the left-hand side of (3.5b), we get our reduced bifurcation function $b(s, \mu)$ :

$$
\begin{align*}
b(s, \mu) & :=\frac{1}{2}\{-2 s-G(s+R(s, \mu), \mu)+G(-s+R(s, \mu), \mu)\} \\
& =-G(s+R(s, \mu), \mu)+(-s+R(s, \boldsymbol{\mu})) . \tag{3.6}
\end{align*}
$$

The latter form is obtained by substituting $Q(s, R(s, \mu), \mu)=0$ from (3.5a) into the first line of (3.6).

It can be verified directly that $R(-s, \mu)=R(s, \mu)$, and therefore that $b(-s, \mu)=$ $-b(s, \mu)$, but this is really a consequence of the equivariance of the original function $\boldsymbol{\Phi}$ with respect to the reflection $\mathfrak{R}$. This is because $b(s, \boldsymbol{\mu})$ is really the coordinate representation of a map from $\operatorname{ker} \boldsymbol{\Phi} \times \mathbf{R}^{k}$ to $\operatorname{ker} \boldsymbol{\Phi}$, and $\mathfrak{R}$ acts on $\operatorname{ker} \Phi$ by $\mathfrak{R}(s(1,-1))=$ $\mathfrak{R}(s,-s)=(-s, s)=-s(1,-1)$.

That $b(s, \mu)$ has the form $s B\left(s^{2}, \mu\right)$ is immediate from the odd symmetry of $b(s, \mu)$. The one-to-one correspondence between solutions of $b(s, \mu)=0$ and $\boldsymbol{\Phi}(x, y, \mu)=0$ is

$$
\begin{equation*}
(s, \boldsymbol{\mu}) \leftrightarrow(s+R(s, \boldsymbol{\mu}),-s+R(s, \boldsymbol{\mu}), \boldsymbol{\mu}) . \tag{3.7}
\end{equation*}
$$

Note that if $s \neq 0$, solutions $s$ and $-s$ correspond to the same period-2 orbit, but these are distinct solutions for $\boldsymbol{\Phi}: \boldsymbol{\Phi}(x, y, \boldsymbol{\mu})=0$ and $\boldsymbol{\Phi}(y, x, \boldsymbol{\mu})=0$. This completes the proof for $x \in \mathbf{R}$.

Case 2: $\mathbf{x} \in \mathbf{R}^{n}, n>1$, and the coordinates $\mathbf{x}=\left(x_{1}, \cdots, x_{n}\right)$ have been chosen with respect to the basis $\left\{\mathbf{e}_{i}\right\}_{i=1}^{n}$ so that matrix of $D_{\mathbf{x}} \mathbf{G}(\mathbf{0}, \mathbf{0})$ has the block form $\hat{B}=\left(\begin{array}{cc}-1 & 0 \\ 0 & B\end{array}\right)$, where $B$ is an $(n-1) \times(n-1)$ matrix. The $2 n \times 2 n$ matrix of the linearization of $L=D_{\mathbf{x}, \mathbf{y}} \boldsymbol{\Phi}_{\mathbf{0}}(\mathbf{0}, \mathbf{0})$ with respect to the induced basis $\left\{\mathbf{f}_{1}, \cdots, \mathbf{f}_{2 n}\right\}=$ $\left\{\left(\mathbf{e}_{1}, \mathbf{0}\right), \cdots,\left(\mathbf{e}_{n}, \mathbf{0}\right),\left(\mathbf{0}, \mathbf{e}_{1}\right), \cdots,\left(\mathbf{0}, \mathbf{e}_{n}\right)\right\}$ becomes $L=\left(\begin{array}{c}-\hat{B} \\ I\end{array}-\frac{1}{B}\right)$. The first and $(n+1)$ st rows of $L$ are identical, but using the fact that no other eigenvalues are on the unit circle, it can be shown that the remaining rows are independent. (This would be easier to see if $\left\{\mathbf{e}_{i}\right\}$ were a basis putting $\hat{B}$ into Jordan canonical form.) So we still have the dimension of $\operatorname{ker} L=1$. In fact, $\operatorname{ker} L=\left\langle\mathbf{f}_{1}-\mathbf{f}_{n+1}\right\rangle$ and range $L=$ $\left\langle\mathbf{f}_{1}+\mathbf{f}_{n+1}, \mathbf{f}_{2}, \cdots, \mathbf{f}_{n}, \mathbf{f}_{n+2}, \cdots, \mathbf{f}_{2 n}\right\rangle$. We also still have $\mathbf{R}^{2 n}=\operatorname{ker} L \oplus$ range $L$. The coordinates with respect to this splitting are $s$ on $\operatorname{ker} L$, and ( $r, x_{2}, \cdots, x_{n}, y_{2}, \cdots, y_{n}$ ) on range $L$, where $x_{1}=s+r$ and $y_{1}=r-s$, and $\mathbf{x}=\left(x_{1}, \cdots, x_{n}\right)$ and $\mathbf{y}=\left(y_{1}, \cdots, y_{n}\right)$ are in coordinates with respect to $\left\{e_{i}\right\}_{i=1}^{n}$. Solving $\sqrt{2} \mathbf{E} \boldsymbol{\Phi}(\mathbf{x}, \mathbf{y}, \boldsymbol{\mu})=0$ in the new coordinates is equivalent to $\mathbf{Q}=\mathbf{0}$, where

$$
\begin{align*}
\mathbf{Q}(s, r, & \left.x_{2}, \cdots, x_{n}, y_{2}, \cdots, y_{n}, \boldsymbol{\mu}\right) \\
:= & \left(\frac{1}{2}\left(2 r-G_{1}\left(s+r, x_{2}, \cdots, x_{n}, \boldsymbol{\mu}\right)-G_{1}\left(-s+r, y_{2}, \cdots, y_{n}, \boldsymbol{\mu}\right)\right),\right. \\
& y_{2}-G_{2}\left(s+r, x_{2}, \cdots, x_{n}, \boldsymbol{\mu}\right), \cdots, y_{n}-G_{n}\left(s+r, x_{2}, \cdots, x_{n}, \boldsymbol{\mu}\right),  \tag{3.8}\\
& \left.x_{2}-G_{2}\left(-s+r, y_{2}, \cdots, y_{n}, \boldsymbol{\mu}\right), \cdots, x_{n}-G_{n}\left(-s+r, y_{2}, \cdots, y_{n}, \boldsymbol{\mu}\right)\right)=\mathbf{0} .
\end{align*}
$$

This equation can be solved uniquely by the implicit function theorem for $C^{\rho}$ functions $r, x_{2}, \cdots, x_{n}, y_{2}, \cdots, y_{n}$, all in terms of $s$ and $\boldsymbol{\mu}$ in a neighborhood of $(s, \boldsymbol{\mu})=(0, \boldsymbol{0})$. We shall call these solutions $R(s, \mu), X_{j}(s, \mu)$, and $Y_{j}(s, \mu)$. That is,

$$
\begin{equation*}
\mathbf{Q}(s, \mathbf{W}(s, \boldsymbol{\mu}), \boldsymbol{\mu})=\mathbf{0} \tag{3.9}
\end{equation*}
$$

where $\mathbf{W}(s, \boldsymbol{\mu}):=\left(R(s, \boldsymbol{\mu}), X_{2}(s, \boldsymbol{\mu}), \cdots, X_{\mathrm{n}}(\mathrm{s}, \boldsymbol{\mu}), \boldsymbol{Y}_{2}(s, \boldsymbol{\mu}), \cdots, Y_{n}(s, \boldsymbol{\mu})\right)$. Differentiation of (3.9) with respect to $s$ and using the block form of $D_{\mathbf{x}} \mathbf{G}(\mathbf{0}, \mathbf{0})$ yields

$$
\begin{equation*}
\frac{\partial \mathbf{W}}{\partial s}=\mathbf{0} . \tag{3.10}
\end{equation*}
$$

As for any Lyapunov-Schmidt reduction involving a symmetry, the symmetry $\mathfrak{R}$ is inherited as $\mathbf{W} \mathfrak{R}(\boldsymbol{s}, \boldsymbol{\mu})=\mathfrak{R W}(\boldsymbol{s}, \boldsymbol{\mu})$, interpreted as

$$
\begin{gathered}
\left(R(-s, \mu), X_{2}(-s, \mu), \cdots, X_{n}(-s, \mu), Y_{2}(-s, \mu), \cdots, Y_{n}(-s, \mu)\right) \\
\quad=\left(R(s, \mu), Y_{2}(s, \mu), \cdots, Y_{n}(s, \mu), X_{2}(s, \mu), \cdots, X_{n}(s, \mu)\right)
\end{gathered}
$$

Thus $\quad Y_{j}(s, \mu)=X_{j}(-s, \mu), j=2, \cdots, n$, and $R(s, \mu)=R(-s, \mu)$. The bifurcation function, analogous to (3.6), is

$$
\begin{align*}
b(s, \mu)= & \frac{1}{2}\left\{-2 s-G_{1}\left(s+R(s, \mu), X_{2}(s, \mu), \cdots, X_{n}(s, \mu), \mu\right)\right.  \tag{3.11}\\
& \left.+G_{1}\left(-s+R(s, \mu), X_{2}(-s, \mu), \cdots, X_{n}(-s, \mu), \mu\right)\right\},
\end{align*}
$$

where $\mathbf{G}=\left(G_{1}, \cdots, G_{n}\right)$. It is clear from the first line, since $R(s, \boldsymbol{\mu})=R(-s, \mu)$, that we still have our $\mathbf{Z}_{2}$-symmetric bifurcation function: $b(-s, \boldsymbol{\mu})=-b(s, \boldsymbol{\mu})$. So $b(s, \mu)$ is still of the form $s B\left(s^{2}, \mu\right)$. The one-to-one correspondence between roots of $b(s, \mu)$ and $\boldsymbol{\Phi}(\mathbf{x}, \mathbf{y}, \boldsymbol{\mu})$, analogous to (3.7), is given by $(s, \boldsymbol{\mu}) \leftrightarrow(\mathbf{X}(s, \boldsymbol{\mu}), \mathbf{Y}(s, \boldsymbol{\mu}), \boldsymbol{\mu})$, where

$$
\begin{align*}
& \mathbf{X}(s, \boldsymbol{\mu}):=\left(s+R(s, \boldsymbol{\mu}), X_{2}(s, \boldsymbol{\mu}), \cdots, X_{n}(s, \boldsymbol{\mu})\right),  \tag{3.12}\\
& \mathbf{Y}(s, \boldsymbol{\mu}):=\mathbf{X}(-s, \boldsymbol{\mu})=\left(-s+R(s, \boldsymbol{\mu}), X_{2}(-s, \boldsymbol{\mu}), \cdots, X_{n}(-s, \boldsymbol{\mu})\right) .
\end{align*}
$$

Thus the theorem is true for $\mathbf{x} \in \mathbf{R}^{n}$, with the assumed coordinate system.
Case 3: $\mathbf{x} \in \mathbf{R}^{n}, n>1$. Change this general case into the special coordinate form of Case 2 by a linear change of variable. Then follow the procedure outlined in that case.

We now prove two corollaries that give some insight into the mechanics of the Lyapunov-Schmidt reduction of Theorem 3.3.

Corollary 3.13. For our model families $f_{\varepsilon ; k, \delta}(x)=-\left(\varepsilon_{1}+1\right) x-\varepsilon_{2} x^{3}-\cdots-$ $\varepsilon_{k} x^{2 k-1}+\delta x^{2 k+1}$, the bifurcation function $b_{f}(s, \varepsilon)=s B_{f}\left(s^{2}, \varepsilon\right)=-f_{\varepsilon}(s)-s$. Also, $B_{f}(u, \varepsilon)=P_{\varepsilon} ; k, \delta(u)$, where $P_{\varepsilon ; k, \delta}(u)$ is as defined in (2.3).

Proof. Because our model families $f_{\mathrm{E} ; k, \delta}$ are odd, it is apparent from (3.5a) by letting $G(x, \boldsymbol{\varepsilon})=f_{\varepsilon} ; k, \delta(x)$ for any fixed values of $k$ and $\delta$ that $Q(s, 0, \boldsymbol{\varepsilon})=0$, so $R(s, \boldsymbol{\varepsilon})=0$ must be the unique solution to $Q(s, R(s, \boldsymbol{\varepsilon}), \boldsymbol{\varepsilon})=0$. Thus, from (3.6), $b(s, \boldsymbol{\varepsilon})=s B_{f}\left(s^{2}, \boldsymbol{\varepsilon}\right)$ becomes $-s-f_{\mathfrak{\varepsilon}}(s)$. But $=-s-f_{\mathfrak{\varepsilon}}(s)=\varepsilon_{1} s+\varepsilon_{2} s^{3}+\cdots+\varepsilon_{k} s^{2 k-1}-\delta s^{2 k+1}=s P_{\mathbf{e} ; k, \delta}\left(s^{2}\right)$. So $B_{f}(u, \varepsilon)=P_{\varepsilon} ; k, \delta(u)$.

So the seemingly ad hoc method we used in $\S 2$ to analyze our model families turns out to be merely a special case of the more general Lyapunov-Schmidt reduction.

Corollary 3.14. Let $\mathbf{G}(\mathbf{x}, \boldsymbol{\mu})$ be a local period doubling family with $k-1$ higherorder degeneracies at $(\mathbf{x}, \boldsymbol{\mu})=(\mathbf{0}, \boldsymbol{0}) \in \mathbf{R}^{n} \times \mathbf{R}^{m}$. If $\left\{(\mathbf{x}, \boldsymbol{\mu}): x_{2}=\cdots=x_{n}=0\right\}$ is the center manifold (instead of just the center eigenspace) of $\mathbf{G}(\mathbf{x}, \boldsymbol{\mu})$, then
(A) the functions $X_{j}(s, \mu)$ and $Y_{j}(s, \mu)$, defined in (3.12), are zero for $j=2,3, \cdots, n$,
(B) the bifurcation function of $[\mathbf{G}]=$ the bifurcation function of $[\mathbf{G}$ restricted to its $1+m$ dimensional center manifold].
Proof. (A). We can show there exists a solution to (3.8) with $x_{j}=y_{j}=0, j=$ $2, \cdots, n$. By uniqueness of solutions, the functions $X_{j}(s, \mu)$ and $Y_{j}(s, \mu)$ must be zero for $j \geqq 2$.
(B) This follows from (A) by directly computing the two bifurcation functions using (3.8) and (3.11).

Corollaries 3.13 and 3.14 suggest that using the Lyapunov-Schmidt reduction to obtain the bifurcation function $b_{G}(s, \mu)$ should be compared to the more topological alternative of obtaining a bifurcation function $-\tilde{f}_{\mu}(s)-s$ from $\mathbf{G}(\mathbf{x}, \boldsymbol{\mu})$ by the following steps:
(1) Restrict $\mathbf{G}(\mathbf{x}, \boldsymbol{\mu})$ to its $1+m$ dimensional center mainfold: $f\left(x_{1}, \boldsymbol{\mu}\right):=f_{\boldsymbol{\mu}}\left(x_{1}\right):=$ $G_{1}\left(\left(x_{1}, \mathbf{H}\left(x_{1}, \boldsymbol{\mu}\right)\right), \boldsymbol{\mu}\right)$, where the center manifold is the graph of $\mathbf{H}: \mathbf{R} \times \mathbf{R}^{m} \rightarrow \mathbf{R}^{n-1}$.
(2) Put the resulting function into its normal form $\tilde{f}(s, \mu):=\tilde{f}_{\mu}(s):=h_{\mu} \circ \circ f_{\mu} \circ h_{\mu}^{-1}(s)$, where $h\left(x_{1}, \boldsymbol{\mu}\right):=h_{\mu}\left(x_{1}\right)$ are the coordinate changes to put $f_{\mu}$ into its normal form $\tilde{f}_{\mu}$.
(3) Use the resulting odd symmetry to replace the bifurcation function $\tilde{f}_{\mu}^{2}(s)-s$ with the simpler function $-\tilde{f}_{\boldsymbol{\mu}}(s)-s$.

Besides being a single step, the Lyapunov-Schmidt reduction has another major advantage over the center manifold/normal forms technique. Although the normal forms theorem guarantees a polynomial change of coordinates to put $f_{\mu}\left(x_{1}\right)$ into its normal form up to any finite order, the existence of a coordinate change to eliminate all even-order terms in $x_{1}$ is not guaranteed. Thus step (2) above may not even be possible. On the other hand, if we put the function $f_{\mu}\left(x_{1}\right)$ into its normal form only up to some finite order, step (3) would not be possible because the resulting function would be odd only up to that finite order. Note also that the original function $\mathbf{G}(\mathbf{x}, \boldsymbol{\mu})$ being $C^{\infty}$ does not imply that its center manifold realization is $C^{\infty}$. The LyapunovSchmidt bifurcation function $b_{\mathbf{G}}(s, \boldsymbol{\mu})$, however, is $C^{\infty}$.

Universality of the model families. We now use Theorem 3.3 and some standard results from singularity theory to show that the model unfoldings we considered in Chapter 2 are "universal unfoldings." More specifically, we prove that, when restricted to a center manifold, any map in a local period doubling family is topologically equivalent to one of the model family maps. If certain nondegeneracy conditions are satisfied, the whole family of center manifold maps will be "equivalent" to one of the model families. Our notion of equivalence is embodied in the statement of the theorem.

We use the following notation. Let $\mathbf{G}(\mathbf{x}, \boldsymbol{\mu})$ be any $C^{\infty}$ period doubling family with $k-1$ higher-order degeneracies at $(\mathbf{0}, \mathbf{0})$. Let $b_{\mathbf{G}}(s, \boldsymbol{\mu})=s B_{\mathbf{G}}\left(s^{2}, \boldsymbol{\mu}\right)$ be a bifurcation function obtained from $\mathbf{G}$ as in Theorem 3.3. Assume $x_{1}$ is a coordinate along the eigenspace corresponding to the -1 eigenvalue for the fixed point $\mathbf{x}=\mathbf{0}$ for $\boldsymbol{\mu}=\mathbf{0}$. Let $g_{\mu}\left(x_{1}\right):=g\left(x_{1}, \boldsymbol{\mu}\right)$ be the realization of $\mathbf{G}(\mathbf{x}, \boldsymbol{\mu})$ on its $1+m$ dimensional center manifold. By Definition 3.1, the center manifold map in normal form up to order $2 k+1$ for $\boldsymbol{\mu}=\mathbf{0}$ is $y \rightarrow-y+c y^{2 k+1}+o\left(y^{2 k+1}\right)$. Let $f_{\varepsilon}(z):=f_{\varepsilon} ; k, \delta(z)$ be the model family $-\left(\varepsilon_{1}+1\right) z-\varepsilon_{2} z^{3}-$ $\cdots-\varepsilon_{k} z^{2 k-1}+\delta z^{2 k+1}$, where $\delta=-\operatorname{sgn}(c)$. Recall the definitions of the bifurcation sets $D_{k}^{i}$ and $S_{k, \delta}^{i}$ in (2.4) and (2.5) for the model families $f_{\varepsilon ; k, \delta}$. We now analogously define the bifurcation sets for $\mathbf{G}$.
$D_{g}^{0}=\left\{\left(x_{1}, \boldsymbol{\mu}\right) \in \mathbf{R} \times \mathbf{R}^{m}: x_{1}\right.$ is a fixed point for $\left.g_{\mu}\right\}$,
$D_{g}^{i}=\left\{\left(x_{1}, \boldsymbol{\mu}\right) \in \mathbf{R} \times \mathbf{R}^{m}: x_{1}\right.$ is a fixed point for $g_{\boldsymbol{\mu}}$ with eigenvalue -1 and at least
$i-1$ higher-order degeneracies $\}$ for $i \geqq 1$,
$S_{g}^{0}=\left\{\left(x_{1}, \boldsymbol{\mu}\right) \in \mathbf{R} \times \mathbf{R}^{m}: x_{1}\right.$ is a period-2 point for $\left.g_{\mu}\right\}$,
$S_{g}^{i}=\left\{\left(x_{1}, \boldsymbol{\mu}\right) \in \mathbf{R} \times \mathbf{R}^{m}: x_{1}\right.$ is a period-2 point for $g_{\mu}$ with eigenvalue 1 and at least $i-1$ higher-order degeneracies $\}$ for $i \geqq 1$.
Theorem 3.15. Let $\mathbf{G}(\mathbf{x}, \boldsymbol{\mu})$ be a $C^{\infty}$ period doubling family with $k-1$ higher-order degeneracies. Define its center manifold representation $g_{\mu}\left(x_{1}\right)$ and the model family $f_{\mathbf{\varepsilon}}(z)$ as in the above paragraph. Assume the "eigenvalue crossing condition:" $\nabla_{\mu} \lambda(\mu) \neq \mathbf{0}$, where $\lambda(\boldsymbol{\mu})$ is the eigenvalue of the unique fixed point of $g_{\mu}$. Then
(a) There exists a neighborhood $N$ of $(0,0)$ in $\mathbf{R} \times \mathbf{R}^{m}$ and a $C^{\infty}$ function $\Psi: N \rightarrow$ $\left\{\mathbf{R} \times \mathbf{R}^{k}\right\}:\left(x_{1}, \boldsymbol{\mu}\right) \rightarrow(z, \boldsymbol{\varepsilon})$ of the form $\boldsymbol{\Psi}\left(x_{1}, \boldsymbol{\mu}\right)=\left(Z_{\boldsymbol{\mu}}\left(x_{1}\right), \boldsymbol{\psi}(\boldsymbol{\mu})\right)$ with the following properties:
(1) $\boldsymbol{\Psi}:(0, \boldsymbol{0}) \rightarrow(0, \mathbf{0})$.
(2) For each fixed parameter value $\boldsymbol{\mu}, g_{\mu}\left(x_{1}\right)$ restricted to the neighborhood $N$ and $f_{\psi(\mu)}(z)$ restricted to $\Psi(N)$ are topologically conjugate to each other.
(3) $\boldsymbol{\Psi}$ maps fixed points, period-2 points, and bifurcation manifolds of $g$ to fixed points, period-2 points, and corresponding bifurcation manifolds of $f$, respectively. (That is, $\boldsymbol{\Psi}: D_{g}^{i} \rightarrow D_{k}^{i}$ for $i=0, \cdots, k$, and $S_{g}^{i} \rightarrow S_{k, \delta}^{i}$ for $i=0, \cdots, k-1$.)
(b) Let $k$ and $\delta$ be fixed. Any family that can replace $f_{\varepsilon: k, \delta}$ in Theorem 3.15(a) must have at least $k$ parameters. (This justifies calling the period doubling bifurcation with $k-1$ higher-order degeneracies a codimension-k bifurcation.)
(c) If $\boldsymbol{\mu} \in \mathbf{R}^{k}$ and

$$
\left\{\left.\boldsymbol{\nabla}_{\boldsymbol{\mu}}\left(\frac{\partial^{i} B_{\mathbf{G}}(u, \boldsymbol{\mu})}{\partial u^{i}}\right)\right|_{(0, \mathbf{0})}, \quad i=0, \cdots, k-1\right\}
$$

is independent, then $\boldsymbol{\psi}$ and $\boldsymbol{\Psi}$ are $C^{\infty}$ diffeomorphisms.
Before beginning the proof of this theorem, we make the following comments:
(1) Recall that in the proof of Theorem 3.3, $b_{\mathbf{G}}(s, \mu)$ and therefore $B_{G}(s, \mu)$ were defined using the implicit function theorem. Although this means the bifurcation functions and their derivatives are not usually computable, their values at $(s, \boldsymbol{\mu})=(0,0)$ are computable. (See, for example, Lemma 3.16.) Consequently, the nondegeneracy conditions in part (c) of the theorem are computable.
(2) The nondegeneracy conditions in part (c) will generically be true. Thus, for a generic $k$-parameter family of maps, $\boldsymbol{\Psi}$ will be a diffeomorphism. Since the $C^{\infty}$ diffeomorphism $\boldsymbol{\Psi}$ preserves the bifurcation sets, and the bifurcation sets for the models are analytic, this is what guarantees that the bifurcation manifolds will all be $C^{\infty}$ and that the pictures obtained from applications (see § 4) all "look like" the bifurcation pictures obtained from the model families in § 2. In particular, the orders of tangency of corresponding bifurcation manifolds will be the same as in the model families. In the codimension-2 case, with only one higher-order degeneracy, the projection to the parameter space of the bifurcation manifolds will always (generically) show a curve of saddlenodes for the second iterate of the map being tangent to a period doubling curve where it terminates. (Look ahead to Figs. 7-9 in comparison to the model family bifurcation diagrams in Figs. 3 and 4.)
(3) Note that the center eigenspace coordinate $x_{1}$ can be replaced by any phase space coordinate not perpendicular to $x_{1}$ by a one-dimensional linear change of coordinates independent of the parameter. Consequently, any generic phase variable coordinate can be used in place of a center eigenspace coordinate $x_{1}$ in drawing the bifurcation sets. This is exactly what was done to obtain Figs. 7-9.
(4) This is a technical comment comparing our notion of "equivalence" implied by the existence in the theorem of the function $\boldsymbol{\Psi}$ to the oft-used notion of "topological conjugacy." Recall that $g\left(x_{1}, \mu\right)$ and $f(z, \varepsilon)$ are (locally) topologically conjugate families if there exists a local homeomorphism $\boldsymbol{\Phi}\left(x_{1}, \boldsymbol{\mu}\right)=\left(h_{\mu}\left(x_{1}\right), \boldsymbol{\phi}(\boldsymbol{\mu})\right)$ such that $g_{\mu}=h_{\mu}^{-1} \circ f_{\psi(\mu)} \circ h_{\mu}$. If the individual topological conjugacies $h_{\mu}\left(x_{1}\right)$ do not necessarily vary continuously with respect to the parameter $\mu$, then the families are said to be "mildly topologically conjugate" [NPT]. Because Theorem 3.15 guarantees that $g_{\mu}\left(x_{1}\right)$ and $f_{\psi(\mu)}(z)$ will be topologically conjugate to each other for each fixed value of $\mu$, our equivalence implies the two families $g\left(x_{1}, \boldsymbol{\mu}\right)$ and $f(z, \boldsymbol{\varepsilon})$ are at least mildly topologically conjugate (by letting $\phi=\psi$ ) as long as the parameter space map $\boldsymbol{\psi}(\boldsymbol{\mu})$ is a homeomorphism.

We point out that although the conjugacies $h_{\mu}\left(x_{1}\right)$ and the functions $Z_{\mu}\left(x_{1}\right)$ of the theorem are not the same, they are related. Specifically, they will agree on all the bifurcation sets $D_{g}^{i}$ and $S_{g}^{i}$. This includes the fixed and period- 2 sets. Thus, when restricted to the bifurcation sets, $h_{\mu}\left(x_{1}\right)$ will not only vary continuously with respect to the parameter $\mu$, but will also be $C^{\infty}$.

Consequently, when the parameter space map $\boldsymbol{\psi}(\boldsymbol{\mu})$ is a diffeomorphism, the existence of the function $\Psi$ of Theorem 3.15 is a stronger property than mild topological conjugacy but not comparable to topological conjugacy. Topological conjugacies have the stronger property that the individual conjugacies $h_{\mu}\left(x_{1}\right)$ should vary continuously with the parameter; our equivalence has the stronger property that the function $\boldsymbol{\Psi}$ is a ( $C^{\infty}$ ) diffeomorphism, and consequently that the individual conjugacies $h_{\mu}\left(x_{1}\right)$ restricted to the bifurcation surfaces are also diffeomorphisms.

The rest of this section is devoted to the proof of Theorem 3.15. We begin with the following lemmas.

Lemma 3.16. If $x \in \mathbf{R}$ and $c \neq 0$, then $G(x, 0)=-x+c x^{2 k+1}+o\left(x^{2 k+1}\right)$ implies $b_{G}(s, \mathbf{0})=-c s^{2 k+1}+o\left(x^{2 k+1}\right)$.

Proof. We differentiate the definition of $b_{G}(s, \mu)$ in (3.6), using the derivatives of $R(s, \boldsymbol{\mu})$ at $(0,0)$, which we obtain from (3.5a) by repeated implicit differentiation. Since $R$ is even in $s$, we immediately know that $\left(\partial^{j} R / \partial s^{j}\right)(0,0)=0$ for odd $j$. We also know from the proof of Theorem 3.3 that $R(0,0)=0$. It is relatively straightforward to show that the implicit differentiation yields

$$
\begin{aligned}
& \frac{\partial^{2} \mathrm{R}}{\partial \mathrm{~s}^{2}}(0, \mathbf{0})=\frac{1}{2} \frac{\partial^{2} G}{\partial x^{2}}(0, \mathbf{0}), \\
& \frac{\partial^{4} R}{\partial s^{4}}(0, \mathbf{0})=\frac{1}{2} \frac{\partial^{4} G}{\partial x^{4}}(0, \mathbf{0})+\frac{3}{4} \frac{\partial^{2} G}{\partial x^{2}}(0, \mathbf{0})\left\{2 \frac{\partial^{3} G}{\partial x^{3}}(0, \mathbf{0})+\frac{1}{2}\left[\frac{\partial^{2} G}{\partial x^{2}}(0, \mathbf{0})\right]^{2}\right\}
\end{aligned}
$$

In general,

$$
\frac{\partial^{k} R}{\partial s^{k}}(0, \mathbf{0})=\frac{1}{2} \frac{\partial^{k} G}{\partial x^{k}}(0, \mathbf{0})+\cdots
$$

where the omitted terms all have factors of $\left(\partial^{j} G / \partial x^{j}\right)(0,0)$ with $2 \leqq j \leqq k-1$.
Using these derivatives, and the fact that $b_{G}(s, \boldsymbol{\mu})$ is odd in $r$ (so that all even derivatives of $b_{G}$ with respect to $r$ vanish), we obtain

$$
\begin{align*}
& \frac{\partial b_{G}}{\partial r}(0, \mathbf{0})=0 \\
& \frac{\partial^{3} b_{G}}{\partial r^{3}}(0, \mathbf{0})=-\frac{\partial^{3} G}{\partial x^{3}}(0, \mathbf{0})-\frac{3}{2}\left\{\frac{\partial^{2} G}{\partial x^{2}}(0, \mathbf{0})\right\}^{2},  \tag{3.17}\\
& \frac{\partial^{5} b_{G}}{\partial r^{5}}(0, \mathbf{0})=-\frac{\partial^{5} G}{\partial x^{5}}(0, \mathbf{0})-5 \frac{\partial^{4} G}{\partial x^{4}}(0, \mathbf{0}) \frac{\partial^{2} G}{\partial x^{2}}(0, \mathbf{0})-\frac{15}{4} \frac{\partial^{3} G}{\partial x^{3}}(0, \mathbf{0})\left(\frac{\partial^{2} G}{\partial x^{2}}(0, \mathbf{0})\right)^{2} \\
&-5\left[\frac{1}{2} \frac{\partial^{4} G}{\partial x^{4}}(0, \mathbf{0})+\frac{3}{4} \frac{\partial^{2} G}{\partial x^{2}}(0, \mathbf{0})\left\{2 \frac{\partial^{3} G}{\partial x^{3}}(0, \mathbf{0})+\frac{1}{2}\left(\frac{\partial^{2} G}{\partial x^{2}}(0, \mathbf{0})\right)^{2}\right\}\right] . \tag{3.18}
\end{align*}
$$

The expressions for the seventh-order derivative are not pretty. In general, however, we have the relation

$$
\frac{\partial^{k} b_{G}}{\partial r^{k}}(0, \mathbf{0})=-\frac{\partial^{k} G}{\partial x^{k}}(0, \mathbf{0})+\cdots,
$$

where the omitted terms all have factors of $\left(\partial^{j} G / \partial x^{j}\right)(0,0)$ with $2 \leqq j \leqq k-1$.
The lemma follows immediately.
Note. The sign of (3.17) determines the criticality of the nondegenerate period doubling bifurcation. If it is negative, the bifurcation is supercritical; if it is positive, the bifurcation is subcritical; if it equals zero, there is at least one higher-order
degeneracy. If both (3.17) and (3.18) are zero, there are at least two higher-order degeneracies.

Lemma 3.19. Let the $C^{\infty}$ period doubling family $\mathbf{G}(\mathbf{x}, \boldsymbol{\mu})$, its center manifold realization $g_{\mu}\left(x_{1}\right)$, and the bifurcation function $b_{\mathbf{G}}(s, \boldsymbol{\mu})$ be as in the paragraph preceding Theorem 3.15. Then there exists a neighborhood $N$ of $(0,0)$ in $\mathbf{R} \times \mathbf{R}^{m}$ such that for $(s, \mu) \in N, g_{\mu}^{2}\left(x_{1}\right)-x_{1}$ has the same sign as $b_{\mathbf{G}}(s, \boldsymbol{\mu})$, where $(s, \boldsymbol{\mu})$ and $\left(x_{1}, \boldsymbol{\mu}\right)$ are related by the $C^{\infty}$ diffeomorphism $\left(x_{1}, \boldsymbol{\mu}\right)=(s+R(s, \boldsymbol{\mu}), \boldsymbol{\mu})$ (as in (3.12)).

Furthermore, for each fixed $\mu$, the multiplicity of the corresponding zeros of $g_{\mu}^{2}\left(x_{1}\right)-x_{1}$ and $b_{\mathbf{G}}(s, \mu)$ is the same.

Proof. Theorem 3.3 guarantees that roots of $G_{\mu}^{2}(\mathbf{x})-\mathbf{x}$ are in one-to-one correspondence with roots of $b_{\mathbf{G}}(s, \boldsymbol{\mu})$. Since roots of $G_{\mu}^{2}(\mathbf{x})-\mathbf{x}$ must be on the center manifold of $\mathbf{G}(\mathbf{x}, \boldsymbol{\mu})$, the roots of $g_{\mu}^{2}\left(x_{1}\right)-x_{1}$ must also be in one-to-one correspondence with roots of $\mathbf{G}_{\boldsymbol{\mu}}^{2}(\mathbf{x})-\mathbf{x}$, and therefore with roots of $b_{\mathbf{G}}(s, \boldsymbol{\mu})$. The correspondence is indicated by (3.12) in the proof of Theorem 3.3:

$$
\begin{equation*}
s \leftrightarrow \mathbf{x}=\mathbf{X}(s, \boldsymbol{\mu})=\left(s+R(s, \boldsymbol{\mu}), X_{2}(s, \boldsymbol{\mu}), \cdots, X_{n}(s, \boldsymbol{\mu})\right) \leftrightarrow x_{1}=s+R(s, \boldsymbol{\mu}) . \tag{3.20}
\end{equation*}
$$

For each fixed $\mu$, the multiplicities of corresponding roots of $g_{\mu}^{2}\left(x_{1}\right)-x_{1}$ and $b_{\mathbf{G}}(s, \boldsymbol{\mu})$ must be the same, because if they are not, then a perturbation of $\mathbf{G}$ could be made so that their roots would not correspond. (It can be shown that an arbitrarily $C^{\infty}$ small perturbation of $\mathbf{G}(\mathbf{x}, \boldsymbol{\mu})$ can be chosen to perturb $g_{\mu}^{2}\left(x_{1}\right)-x_{1}$ or $b_{\mathbf{G}}(s, \boldsymbol{\mu})$ from a zero of multiplicity $\rho$ to a function with $\rho$ distinct real roots.)

We have left only to show that the signs of the two functions are equal. Since for fixed $\mu$ we already have the zeros and their multiplicities corresponding for $g_{\mu}^{2}\left(x_{1}\right)-x_{1}$ and $b_{\mathbf{G}}(s, \boldsymbol{\mu})$, and since these two functions are perturbations of $g_{\mathbf{0}}^{2}\left(x_{1}\right)-x_{1}$ and $b_{\mathbf{G}}(s, \mathbf{0})$, respectively, the signs will be the same for $g_{\mu}^{2}\left(x_{1}\right)-x_{1}$ and $b_{\mathbf{G}}(s, \mu)$ if and only if the signs of the leading coefficients of $g_{0}^{2}\left(x_{1}\right)-x_{1}$ and $b_{\mathbf{G}}(s, \mathbf{0})$ are the same.

According to Definition 3.1, if $x \in \mathbf{R}$ then in normal form up to order $2 k+1$, $G(x, \mathbf{0})=-x+c x^{2 k+1}+o\left(x^{2 k+1}\right), \quad c \neq 0$. This makes $G_{0}^{2}(x)-x=g_{0}^{2}(x)-x=$ $-2 c x^{2 k+1}+o\left(x^{2 k+1}\right)$. Lemma 3.16 implies $b_{G}(s, \mathbf{0})=-c s^{2 k+1}+o\left(s^{2 k+1}\right)$. If $\boldsymbol{\mu}=\mathbf{0}$, then $s=0$ corresponds to $x=x_{1}=0+R(0, \mathbf{0})=0$, so the signs of the leading coefficients of $g_{\mathbf{0}}^{2}(x)-x$ and $b_{G}(s, \mathbf{0})$ correspond. If $x \in \mathbf{R}$ but $G(x, \mathbf{0})=g(x, \mathbf{0})$ is not in normal form up to order $2 k+1$, a near identity polynomial change of coordinates $x=h(y)$ can put $g_{\mu}(x)$ into this normal form. That is, $\tilde{g}_{0}(y):=h^{-1}\left(g_{0}(h(y))\right)$ is in normal form up to order $2 k+1$. By perturbation arguments as in the second paragraph of this proof, the multiplicity of the zeros of $\tilde{g}_{0}^{2}(y)-y, g_{0}^{2}(x)-x, b_{g}(s, \mathbf{0})$, and $b_{\tilde{g}}(\tilde{s}, \mathbf{0})$ must all be the same. The same logic works along a whole path of coordinate changes from $h_{t}, t \in[0,1]$, from the $h_{0}:=$ identity to $h_{1}:=h$. Therefore, by continuity, the sign of the leading coefficient of $\tilde{g}_{0}^{2}(y)-y$ and $g_{0}^{2}(x)-x$ must be the same, as must be the sign of the leading coefficient of $b_{g}(s, \mathbf{0})$ and $b_{\tilde{g}}(\tilde{s}, \mathbf{0})$. Since the sign of the leading coefficients of $\tilde{g}_{0}^{2}(y)-y$ and $b_{\tilde{g}}(\tilde{s}, \mathbf{0})$ are equal by the previous paragraph, this forces the sign of the leading coefficients of $g_{0}^{2}(x)-x$ and $b_{g}(s, 0)$ to be the same.

If $x \in \mathbf{R}^{n}$ with $n>1$, then the realization of $\mathbf{G}$ on its center manifold can also be obtained by a near identity change of coordinates. So by a continuity argument similar to that in the paragraph above, the leading coefficient of $g_{0}^{2}\left(x_{1}\right)-x_{1}$ will have the same sign as the leading coefficient of $b_{G}(s, \mathbf{0})$.

One consequence of Lemma 3.19 is that the period doubling map with $k-1$ higher-order degeneracies can be alternatively characterized by

$$
\left.\frac{\partial^{i} B_{\mathbf{G}}(u, \boldsymbol{\mu})}{\partial u^{i}}\right|_{(0,0)}=0 \quad \text { for } i=0, \cdots, k-1
$$

but

$$
\left.\frac{\partial^{k} B_{\mathbf{G}}(u, \boldsymbol{\mu})}{\partial u^{k}}\right|_{(0,0)} \neq 0
$$

Another consequence is that the sign of $b_{\mathbf{G}}$ or $B_{\mathbf{G}}$ can be used to determine stability of the fixed and period-2 orbits of $\mathbf{G}(\mathbf{x}, \boldsymbol{\mu})$ and $g\left(x_{1}, \boldsymbol{\mu}\right)$. It is usually more practical, however, to do this by eigenvalue computations, especially because, as mentioned after the statement of Lemma 3.19, the bifurcation functions are defined via the implicit function theorem.

Technical note. Lemma 3.19 and Theorem 3.15 are both stated under the assumption that the coordinate $x_{1}$ is already a coordinate on the center eigenspace for $\boldsymbol{\mu}=\mathbf{0}$. When $\mathbf{G}(\mathbf{x}, \boldsymbol{\mu})$ does not originally come in this form, there is some leeway in choosing $x_{1}$. Its choice, however, involves a change of coordinates from the given form of $\mathbf{G}(\mathbf{x}, \boldsymbol{\mu})$. If the change of coordinates is orientation preserving, a path to the identity argument as in the last two paragraphs of the proof of Lemma 3.19 can be used to show that the leading coefficient of $g_{0}^{2}\left(x_{1}\right)-x_{1}$ will have the same sign as the leading coefficient of $b_{\mathbf{G}}(s, \mathbf{0})$. The case of an orientation reversing change of coordinates is converted to the orientation preserving case by noting that the change of variables $x_{1} \rightarrow-x_{1}$ leaves $b_{g}(s, \mu)$ the same and leaves the leading coefficient of $g_{0}^{2}\left(x_{1}\right)-x_{1}$ the same.

This note shows that even though the bifurcation function constructed in the proof of Theorem 3.3 is not necessarily unique (there is a choice of coordinates made in reducing Case 3 to Case 2), the zeros, including multiplicities, and signs at corresponding nonzero points of any two bifurcation functions arising from the same original function must all be equal.

We now recall the universal unfolding theorem for $\mathbf{Z}_{2}$-symmetric bifurcation functions.

Lemma 3.21. Define the $k$-parameter family of $\mathbf{Z}_{2}$-symmetric bifurcation functions $U(S, \boldsymbol{\varepsilon}):=\varepsilon_{0} S+\varepsilon_{1} S^{3}+\cdots+\varepsilon_{k} S^{2 k-1}+\delta S^{2 k+1}, \delta= \pm 1$. Let $V(s, \boldsymbol{\mu})$ be any family of $\mathbf{Z}_{2}-$ symmetric bifurcation functions satisfying $V(s, 0)=c s^{2 k+1}+\cdots$, with $\operatorname{sgn}(c)=\delta$, and

$$
\left.\boldsymbol{\nabla}_{\boldsymbol{\mu}}\left(\frac{\partial^{i} V(s, \boldsymbol{\mu})}{\partial s^{i}}\right)\right|_{(0, \mathbf{0})} \neq \mathbf{0}
$$

Then in a neighborhood of $(0,0)$, there exist $C^{\infty}$ functions $M, \Sigma$, and $\boldsymbol{\phi}$ such that

$$
\begin{equation*}
V(s, \boldsymbol{\mu})=M(s, \boldsymbol{\mu}) U(\Sigma(s, \boldsymbol{\mu}), \boldsymbol{\phi}(\boldsymbol{\mu})) \tag{3.22}
\end{equation*}
$$

with

$$
\begin{gathered}
\boldsymbol{M}(s, \boldsymbol{\mu})>0,(\partial \Sigma / \partial s)(s, \mathbf{0})>0, \Sigma(s, \mathbf{0})=0, \\
\boldsymbol{\phi}(\mathbf{0})=\mathbf{0}, \boldsymbol{M}(-s, \boldsymbol{\mu})=\boldsymbol{M}(s, \boldsymbol{\mu}), \Sigma(-s, \boldsymbol{\mu})=-\Sigma(s, \boldsymbol{\mu}) .
\end{gathered}
$$

Furthermore, there is no family having the properties of $U(S, \boldsymbol{\varepsilon})$ with fewer than $k$ parameters.

Proof. Combine Proposition 2.14 [GS, p. 256] and Proposition 3.4 [GS, p. 259].

Proof of Theorem 3.15. (a) Recall from the paragraph preceding the statement of Theorem 3.15 that $g\left(x_{1}, \boldsymbol{\mu}\right)$ is the center manifold realization of $\mathbf{G}(\mathbf{x}, \boldsymbol{\mu})$ and $f(z, \boldsymbol{\varepsilon})$ is the appropriate model family. We will define the function $\boldsymbol{\Psi}$ so that the sign of $g_{\boldsymbol{\mu}}^{2}\left(x_{1}\right)-x_{1}$ will be the same as the sign of $f_{\boldsymbol{\varepsilon}}^{2}(z)-z$ for $(z, \boldsymbol{\varepsilon})=\boldsymbol{\Psi}\left(x_{1}, \boldsymbol{\mu}\right)$. As previously
noted in $\S 2.1$, this will guarantee that $g_{\mu}$ and $f_{\varepsilon}$ will be topologically conjugate to each other for fixed values of the parameters (and appropriately restricted neighborhoods).

Let $b_{\mathbf{G}}(s, \boldsymbol{\mu})$ and $b_{f}(S, \boldsymbol{\varepsilon})$ be the bifurcation functions determined from $\mathbf{G}(\mathbf{x}, \boldsymbol{\mu})$ and $f(z, \boldsymbol{\varepsilon})$, respectively, as in the proof of Theorem 3.3. Let $R^{\boldsymbol{G}}(s, \boldsymbol{\mu})$ and $R^{f}(S, \boldsymbol{\varepsilon})$ be the respective functions defined following (3.9), with the superscripts added to distinguish the $R$ 's arising from the different functions $\mathbf{G}$ and $f$.

By Lemma 3.19, $g_{\boldsymbol{\mu}}^{2}\left(x_{1}\right)-x_{1}$ has the same sign as $b_{\mathbf{G}}(s, \boldsymbol{\mu})$, where $(s, \boldsymbol{\mu})$ and $\left(x_{1}, \boldsymbol{\mu}\right)$ are related by the diffeomorphism $\left(x_{1}, \boldsymbol{\mu}\right)=\left(s+R^{\mathbf{G}}(s, \boldsymbol{\mu}), \boldsymbol{\mu}\right)$. Also by Lemma 3.19, $f_{\varepsilon}^{2}(z)-z$ has the same sign as $b_{f}(S, \boldsymbol{\varepsilon})$, where $(S, \boldsymbol{\varepsilon})$ and $(z, \boldsymbol{\varepsilon})$ are related by the diffeomorphism $(z, \boldsymbol{\varepsilon})=\left(S+R^{f}(S, \boldsymbol{\varepsilon}), \boldsymbol{\varepsilon}\right)=(S, \boldsymbol{\varepsilon})$. This last equality follows from the proof of Corollary 3.13, where we showed that $R^{f}(S, \varepsilon)=0$.

Also, by Corollary 3.13, $b_{f}(S, \varepsilon)=\varepsilon_{0} S+\varepsilon_{1} S^{3}+\cdots+\varepsilon_{k} S^{2 k-1}+\delta S^{2 k+1}$, which equals $U(S, \varepsilon)$ as defined in Lemma 3.21. Lemma 3.21 can therefore be used to show that there exist functions $\Sigma$ and $\boldsymbol{\phi}$ such that $b_{\mathbf{G}}(s, \boldsymbol{\mu})$ and $b_{f}(S, \boldsymbol{\varepsilon})$ have the same sign for $(S, \boldsymbol{\varepsilon})=(\Sigma(s, \boldsymbol{\mu}), \boldsymbol{\phi}(\boldsymbol{\mu}))$. Note that this $C^{\infty}$ map will be a diffeomorphism if $\boldsymbol{\phi}(\boldsymbol{\mu})$ is a diffeomorphism.

Combining the results of the two paragraphs above, we see that the signs of $g_{\boldsymbol{\mu}}^{2}\left(x_{1}\right)-x_{1}, b_{\mathbf{G}}(s, \boldsymbol{\mu}), b_{f}(S, \boldsymbol{\varepsilon})$ and $f_{\boldsymbol{\varepsilon}}^{2}(z)-z$ are all the same for $x_{1}=s+R^{\mathbf{G}}(s, \boldsymbol{\mu})$, $(S, \boldsymbol{\varepsilon})=(\Sigma(s, \boldsymbol{\mu}), \boldsymbol{\phi}(\boldsymbol{\mu}))$, and $S=z$. These relationships define the map $\boldsymbol{\Psi}\left(x_{1}, \boldsymbol{\mu}\right)$ by the composition

$$
\begin{equation*}
\left(x_{1}, \boldsymbol{\mu}\right) \rightarrow(s, \boldsymbol{\mu}) \rightarrow(S, \boldsymbol{\varepsilon}) \rightarrow(z, \boldsymbol{\varepsilon}) . \tag{3.23}
\end{equation*}
$$

Each map in the composition is $C^{\infty}$ in a neighborhood of $(0, \mathbf{0})$ and each fixes $(0, \mathbf{0})$. Therefore the same is true of $\Psi$. This establishes (a)(1) and (a)(2) of Theorem 3.15. Part (a)(3) is true because each map in (3.23) preserves not only the zeros but also their multiplicities. (This is true for the first and third maps by Lemma 3.19, and for the middle map by (3.22).)
(b) If there existed a family that could replace $f_{\mathrm{\varepsilon}}$ in Theorem 3.15(a), then its bifurcation function would be a "universal unfolding" in the space of $\mathbf{Z}_{2}$ bifurcation functions with fewer than $k$ parameters. This would contradict the last sentence of the universal unfolding theorem for $\mathbf{Z}_{2}$-symmetric bifurcation functions, Lemma 3.21.
(c) The condition that

$$
\left\{\left.\boldsymbol{\nabla}_{\boldsymbol{\mu}}\left(\frac{\partial^{i} B_{\mathbf{G}}(u, \boldsymbol{\mu})}{\partial u^{i}}\right)\right|_{(0, \mathbf{0})}, \quad i=0, \cdots, k-1\right\}
$$

be independent is equivalent to the Jacobian determinant $\left|\partial \varepsilon_{i} / \partial \mu_{j}\right|_{\mu=0} \neq 0$ and therefore is equivalent to the map $\boldsymbol{\varepsilon}=\boldsymbol{\psi}(\boldsymbol{\mu})$ being a local diffeomorphism. In this case $\boldsymbol{\Psi}$ is also a local diffeomorphism.
4. Applications. Theorem 3.15 states that any period doubling diffeomorphism with $k-1$ higher-order degeneracies is equivalent, both in terms of its topological behavior under iteration (restricted to its center manifold) and in terms of its bifurcation sets, to one of our model families of $\S 2$. In order to support these theoretical results, we used a version of the continuation routine AUTO [DK] that we adapted for use with maps to investigate two examples where we knew a period doubling with a higher-order degeneracy to exist. Both are two-parameter families of maps generated by flows of periodically forced planar oscillators. The stroboscopic map and its derivatives were calculated using ODESSA [LK]. Because our applications involved only two parameters, we would not expect to see a period doubling with more than the single higher-order degeneracy. The bifurcation diagrams we produced from these
applications should be compared to Figs. 3 and 4 for our model period doubling map with a single higher-order degeneracy.
4.1. Resonance horns in forced oscillators. Consider a system of two autonomous coupled nonlinear ODE's

$$
d \mathbf{x} / d t=\mathbf{f}(\mathbf{x}, p), \quad \mathbf{f}: \mathbf{R}^{2} \times \mathbf{R} \rightarrow \mathbf{R}^{2}
$$

where $p \in \mathbf{R}$ is a parameter. Assume that for $p=p_{0}$ the system above has an asymptotically attracting closed orbit with frequency $\omega_{0}$. Consider the two-parameter family of forced oscillators

$$
d \mathbf{x} / d t=\mathbf{f}\left(\mathbf{x}, p_{0}+\alpha g(\omega t)\right)
$$

where $\alpha$ and $\omega$ are the parameters ( $\alpha$ is the amplitude of the forcing and $g$ has period $T=1 / \omega)$. A more convenient second parameter is the ratio $\omega / \omega_{0}$ of the forcing to the natural frequency. Taking the time $T$ return map of this flow (sometimes referred to as the stroboscopic map) gives us a two-parameter family of invertible, orientation preserving maps of the plane. The asymptotic attractivity of the limit cycle of the unforced oscillator guarantees the existence of a normally hyperbolic attracting invariant circle for small forcing amplitude $\alpha$. According to standard circle map theory [Ar], [Ha], we expect resonance horns (also called entrainment regions of Arnol'd tongues) entering the first quadrant of the $\omega / \omega_{0}-\alpha$ parameter plane for every rational value of $\omega / \omega_{0}$. The boundaries of the " $q / p$ resonance horn" emanating from $\omega / \omega_{0}=$ $q / p$ are saddlenode bifurcation points for the $q$ th iterate of the map. Inside this $q / p$ resonance horn, the corresponding map has at least one (typically two: a stable and unstable pair) period- $q$ orbit. In particular, we are interested in the situation where $q=2$, when the boundaries of the $2 / p$ horns are saddlenode bifurcations for the second iterate of the map. In continuing these saddlenode curves towards higher values of $\alpha$, we have repeatedly found them to terminate at a degenerate period doubling where they collide with a period doubling curve. (This was a much easier and less expensive ways of locating the degenerate period doubling points than the method suggested by Definition 3.1 or comment 1 following the statement of Theorem 3.15. To compute the normal form of a map on its center manifold and/or $\left.\left(\partial^{i} B_{\mathbf{G}}(u, \boldsymbol{\mu}) / \partial u^{i}\right)\right|_{(0,0)}$, we would need higher derivatives of the stroboscopic map generated by numerically integrating the forced oscillator flows.)

Figures 7 and 8 show various features of the period doubling with a single higher-order degeneracy in the context of a $2 / 3$ resonance horn for our first system of periodically forced ODEs:

$$
\begin{aligned}
& \frac{d x_{1}}{d \tau}=-\left(p_{0}+\alpha \cos (\omega \tau)\right) x_{1}+\frac{a x_{2}}{b+x_{2}} x_{1}, \\
& \frac{d x_{2}}{d \tau}=-\left(p_{0}+\alpha \cos (\omega \tau)\right) x_{2}+\frac{z_{f}-x_{1}-x_{2}}{1+z_{f}-x_{1}-x_{2}} x_{2}-\frac{a x_{2}}{b+x_{2}} x_{1} .
\end{aligned}
$$

These ODEs model a predator-prey system (protozoa preying on bacteria in a chemostat). Here $x_{1}$ is the dimensionless concentration of protozoa, $x_{2}$ is the dimensionless concentration of bacteria, and $z_{f}$ is the dimensionless feed concentration of a substrate on which the bacteria grow with Monod-type kinetics [PK]. The parameter we vary periodically is the flow rate of the chemostat. The autonomous system for $a=0.4$, $b=2.8125, z_{f}=12.4$, and $p_{0}=0.2$ has a single attracting limit cycle of period $T=18.999$ units of dimensionless time $\tau$.


Fig. 7. Predator-prey parameter plane.


Fig. 8. Predator-prey: singly degenerate period doubling.

Figure 7 shows the boundaries of the $2 / 3$ resonance horn for this model ( $a_{r}=$ $\alpha / 0.00265)$. As we follow both sides of the horn boundary towards higher values of $\alpha$ we encounter degenerate period doubling points $D_{\text {left }}$ and $D_{\text {right }}$. Figure 8 is a three-dimensional representation of the full four-dimensional phase $\times$ parameter space of the solution surface and the codimension- 1 bifurcation curves in the neighborhood of $D_{\text {left }}$. Compare this diagram to Fig. 3.

Another example where we also observed this phenomenon is the Continuous Stirred Tank Reactor (CSTR) in which a simple exothermic reaction $A \rightarrow B$ takes place. This classical chemical reaction engineering system can be modeled by the following set of dimensionless ODEs:

$$
\begin{aligned}
& \frac{d x_{1}}{d \tau}=-x_{1}+D a\left(1-x_{1}\right) \exp \left(x_{2}\right) \\
& \frac{d x_{2}}{d \tau}=-x_{2}+B \operatorname{Da}\left(1-x_{2}\right) \exp \left(x_{2}\right)+\beta\left(T_{c}-x_{2}\right)
\end{aligned}
$$

where $x_{1}$ is a dimensionless concentration of reactant $A, x_{2}$ is a dimensionless temperature, and Da (the Damkoehler number), $B$ (the dimensionless heat of reaction),
$T_{c}=T_{c, 0}+\alpha \cos (\omega \tau)$ (the coolant temperature), and $\beta$ (the dimensionless heat transfer coefficient between the reactor and the coolant fluid) are parameters. For $B=22$, $\mathrm{Da}=0.085, \beta=3$, and $T_{c, 0}=0$ the autonomous system $(\alpha=0)$ has an attracting limit cycle of period $T_{0}=1.094996$ surrounding an unstable steady state. In a previous publication [KAS] degenerate period doublings were observed on both $2 / p$ horns studied (the $2 / 1$ and the $2 / 3$ horns). Figure 9 is a three-dimensional representation of the full four-dimensional phase $\times$ parameter space of the solution surface and the codimension- 1 bifurcation curves in the neighborhood of the equivalent of the $D_{\text {right }}$ point of Fig. 7 for the $2 / 1$ resonance horn of the periodically forced CSTR ( $a_{r}=$ 0.063036 ). Compare Fig. 9 also to Fig. 3.


FIG. 9. Forced CSTR: singly degenerate period doubling.

Recent studies by McKarnin, Schmidt, and Aris [MSA] (a periodically forced surface reaction model), Schreiber et al. [SDCM] (a periodically forced Brusselator), as well as by Vance and Ross [VR] (a periodically forced CSTR) have also repeatedly revealed degenerate period doublings on the boundaries of $2 / p$ resonance horns. This bifurcation appears therefore to be ubiquitous in models of periodically forced oscillators arising in various disciplines.
4.2. High-amplitude closing of the resonance horns. In our example (Fig. 7), as well as in the numerous studies of periodically forced oscillators we referred to above, the phenomenon of high-amplitude "closing" of the $2 / p$, and generally of the $q / p$ resonance horns was observed. It has been shown that this "closing" phenomenon implies the existence of certain codimension-2 bifurcations for the maps [AMKA], [P1], [P2], [P3]. In most horns, the boundary consists of codimension-1 saddlenode bifurcation curves for the $q$ th iterate of the map along with certain codimension-2 points on these curves. For a $2 / p$-horn, however, this boundary typically changes from a saddlenode curve for the 2 nd iterate of the map to a period doubling curve in order for the horn to close. The point at which they change is the codimension- 2 degenerate period doubling point.

See the references above for details and [Ga] for a related analytical study.

## 5. Discussion.

5.1. The Hopf bifurcation with higher-order degeneracies. As we mentioned in the introduction, certain higher-order degeneracies in the Hopf bifurcation for flows generate bifurcation diagrams almost identical to those for the period doubling bifurcation with higher-order degeneracies. This is not surprising if we look at the model
flows of Table 1 :

$$
\begin{aligned}
& r^{\prime}=\varepsilon_{1} r+\varepsilon_{2} r^{3}+\cdots+\varepsilon_{2 k-1} r^{2 k-1}+\delta r^{2 k+1}, \\
& \theta^{\prime}=\omega+r^{2} .
\end{aligned}
$$

Circular limit cycles exist whenever $r$ satisfies $r\left(\varepsilon_{1}+\varepsilon_{2} r^{2}+\cdots+\varepsilon_{2 k-1} r^{2 k-2}+\delta r^{2 k}\right)=0$. That is, the roots of this function determine the topological phase portraits of the corresponding flows. But this function is precisely $r P_{\varepsilon ; k, \delta}\left(r^{2}\right)$, the bifurcation function we defined in (2.3) and used for our model period doublings in § 2. In both cases, the root at $r=0$ corresponds to a "center" fixed point; other roots correspond to limit cycles for the Hopf flow and period-2 orbits for the period doubling map. Roots of higher multiplicity determine higher codimension bifurcation manifolds in both cases.

To prove that the general Hopf bifurcations are all like the above models, Golubitsky and Schaeffer ([GS] and references therein) define a function, analogous to $\Phi$ in § 3, whose roots determine the limit cycles for a given flow. Among several factors complicating the Hopf analysis are the facts that $\boldsymbol{\Phi}$ is defined on an infinitedimensional function space and that its kernel is two-dimensional. After performing a Lyapunov-Schmidt reduction on this function, however, they obtain the same "reduced" bifurcation function as we obtained in Theorem 3.3. That is, both problems can be reduced to finding roots of the same bifurcation function.

We illustrate a more geometric connection between the Hopf bifurcation for flows and the period doubling bifurcation for some fixed parameter value in Fig. 10. The flow in $\mathbf{R}^{2}$ induces a map in $\mathbf{R}^{1}$ by taking a return map of the flow along a line (not a ray) through the origin. (Let the origin be a fixed point of the map.) Limit cycles of the flow correspond to period-2 orbits of the induced map.
5.2. Other "finite sequence spaces." We characterized period-2 points of $\mathbf{G}(\mathbf{x})$ in this paper as roots of the function $\boldsymbol{\Phi}(\mathbf{x}, \mathbf{y})=(\mathbf{y}-\mathbf{G}(\mathbf{x}), \mathbf{x}-\mathbf{G}(\mathbf{y}))$ and then used the Lyapunov-Schmidt procedure to reduce $\boldsymbol{\Phi}=\mathbf{0}$ to a simpler system. Brown and Roberts [BR] and Vanderbauwhede [Va] have recently used Lyapunov-Schmidt reduction for functions on similar "finite sequence spaces" whose roots characterize periodic points of periods other than 2 . In general, a period- $k$ orbit $\left\{\mathbf{x}^{1}, \cdots, \mathbf{x}^{k}\right\}$ of $\mathbf{G}: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ is characterized as a root of the function $\boldsymbol{\Phi}:\left(\mathbf{R}^{n}\right)^{k} \rightarrow\left(\mathbf{R}^{n}\right)^{k}$ defined by $\boldsymbol{\Phi}\left(\mathbf{x}^{1}, \cdots, \mathbf{x}^{k}\right)=$ $\left(\mathbf{x}^{2}-\mathbf{G}\left(\mathbf{x}^{1}\right), \mathbf{x}^{3}-\mathbf{G}\left(\mathbf{x}^{2}\right), \cdots, \mathbf{x}^{1}-G\left(\mathbf{x}^{k}\right)\right)$. The Lyapunov-Schmidt reduction starts from this function.
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Fig. 10. Period doubling and Hopf bifurcations.
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# VARIATIONAL PRINCIPLES WITHOUT DEFINITENESS CONDITIONS* 
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#### Abstract

Variational characterizations of eigentuples are discussed for a self-adjoint problem $A x=\lambda B x$ in a Hilbert space $H$. If the pair $(A, B)$ is simultaneously real diagonable in a certain sense, and if $B$ is $1-1$, then all eigenvalues obey certain minimum and maximum principles for a generalised Rayleigh quotient. Sup-inf and inf-sup principles are established for eigenvalues which obey certain interlacing inequalities. Applications are made to both finite- and infinite-dimensional cases.
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1. Introduction. The study of pairs of self-adjoint operators has a long history. For example, Weierstrass [25] produced a canonical form for a pair of quadratic forms in finite dimensions, and this subject has been revived in recent years, often in the setting of self-adjoint operators on (perhaps indefinite) inner product spaces (cf. [17], [11]). The latter topic was given a firm foundation in infinite dimensions by Pontryagin, Krein, and subsequent workers (cf. [7], [15]). Differential eigenvalue equations involving indefinite operators have been the subject of much recent interest, as evidenced by [18].

This considerable activity has been largely devoted to extending classical results from definite to nondefinite pairs. The pair $(A, B)$ of operators in a Hilbert space $H$ is self-adjoint (respectively, definite) if $A$ and $B$ are self-adjoint (respectively, admit a definite linear combination). Here we shall discuss variational principles for eigenvalues of a class of pairs with no definiteness assumptions. In definite cases (say with $B$ definite), such principles usually involve the generalised Rayleigh quotient

$$
r(x)=a(x) / b(x)
$$

where

$$
\begin{equation*}
a(x)=(x, A x), \quad b(x)=(x, B x), \tag{1.1}
\end{equation*}
$$

and $r(x)$ is defined for all nonzero $x \in D(A) \cap D(B)$. On the other hand, if $B$ is indefinite, then $b(x)$ necessarily vanishes for certain nonzero $x$, and then the very definition of $r(x)$ needs modification. It is perhaps for this reason that few variational principles exist for nondefinite pairs. There is recent finite-dimensional work [2] but it seems unrelated to ours. An approach to definite pairs via indefinite inner product spaces was given by Phillips [22] and generalised by Textorius [23] to possibly singular pencils. This approach involves triple extrema, and we hope to return to this elsewhere, but here we shall concentrate on single and double extrema.

Eigenvalue equations

$$
\begin{equation*}
A x=\lambda B x \tag{1.2}
\end{equation*}
$$

involving nondefinite pairs $(A, B)$ arise in various applications. One of the earliest comes from separation of variables in boundary value problems for waves that are

[^129]electromagnetic, acoustic, etc. This leads to two (or more) parameter problems like $A x=(\lambda B+\mu C) x$ (cf. [24]). Depending on $\mu / \lambda$ and the boundary conditions for $A$, this problem is generally nondefinite. Another application concerns quantum theory of crystal lattices, involving operators $A$ of the form $-\Delta+q$, where $q$ is a periodic potential [16]. Recently Deift, Hempel, and others have made several investigations of this topic, $B$ representing the potential of an impurity (cf. [8]). Another seminal nondefinite application of (1.2) lies in the stability analysis of population genetics models, where $A$ is a Neumann Laplacian and $B$ is a linearized natural selection term (cf. [10]). Much subsequent work has been carried out on abstract versions, e.g., [14]. We also note that quadratic eigenvalue problems can frequently be put into a nondefinite form (1.2) satisfying our hypotheses. We cite Greenlee's work [12] which applies to certain problems in fluid dynamics, and we shall analyse a problem from mechanics in §4.

For such problems, it turns out that all but finitely many of the real eigenvalues are of either positive or negative "type," depending on the sign of one of the quadratic forms in (1.1) (usually $b(x)$ ) at eigenvectors, and those of positive (respectively, negative) "type" accumulate only at $+\infty$ (respectively, $-\infty$ ). For example, the real eigenvalues $\lambda_{j}$ of the regular Sturm-Liouville problem

$$
\begin{equation*}
\left(-p y^{\prime}\right)^{\prime}+q y=\lambda w y \quad(p>0) \tag{1.3}
\end{equation*}
$$

(with indefinite weight $w$ ) may be indexed so that $\lambda_{j} \rightarrow \pm \infty$ as $j \rightarrow \pm \infty$ and $\lambda_{j}$ corresponds, for $|j| \geq j_{1}$, to an eigenfunction $y$ with $j-1$ internal zeros. For $j \geq j_{1}$ (respectively, $j \leq-j_{1}$ ), $\lambda_{j}$ is of positive (respectively, negative) "type." For a history of such results, see Mingarelli [20], who calls $j_{1}$ (which we take to be minimal) the Haupt index after his 1915 paper [13]. For recent work on abstract generalisations of (1.3), including various matrix and partial different equation problems, we refer to [5]. Similar considerations apply to other aspects of (1.3): for large $|j|$, the $\lambda_{j}$ (and the corresponding eigenfunctions) behave much as for the (left) definite case. As an example, the eigenfunctions for $|j| \geq j_{1}$ span a subspace $K$ of finite codimension, and $K$ is a Hilbert space in the inner product generated by $a$ of (1.1) (cf. [9] and [6] for an abstract version).

The importance of the regularity index $j_{1}$ for variational principles was pointed out in [19] for matrix problems, and in [1] for the problem

$$
\begin{equation*}
(-\Delta+q) y=\lambda w y \tag{1.4}
\end{equation*}
$$

where $\Delta$ is the $n$-dimensional Laplacian with Dirichlet boundary conditions. Specifically, if a certain diagonability condition holds, then for $j \geq j_{1}$ the eigenvalues $\lambda_{j}$ are of positive "type" and can be characterized by

$$
\begin{equation*}
\lambda_{j}=\sup \left\{\inf \left\{r(x): x \in C^{+} \cap S\right\}: \operatorname{codim} S=k\right\}, \tag{1.5}
\end{equation*}
$$

with a similar formula for $j \leq-j_{1}$ where the eigenvalues are of negative "type." Here

$$
\begin{equation*}
C^{ \pm}=\{x \in D(A) \cap D(B): \pm b(x)>0\} \tag{1.6}
\end{equation*}
$$

$S$ is a subspace of $H$, and $k$ depends on $j$. On the other hand, it has been conjectured (in private communication) that no such characterization is possible for eigenvalues $\lambda_{j}$ with $|j|<j_{1}$. We shall refer to the latter as "overlap" eigenvalues, since those of positive and negative "type" are no longer separated, and indeed $a(x)=b(x)=0$ is possible, so some eigenvalues may not have a defined "type."

We shall see that (1.5) is valid under quite general circumstances, and does indeed characterize some (although not all) "overlap" eigenvalues. Various related "dual" formulae will also be given. Section 2 contains preliminary results, including a general
minimum principle, valid for all eigenvalues. This gives a complete recursive characterization of eigenvalues for certain pairs. Section 3 is devoted to double extremum principles like (1.5), with simple (mostly finite-dimensional) illustrations. Section 4 contains applications to various matrix, differential, and integral equation problems, including (1.3) and (1.4).
2. Preliminaries. Let us start with our basic assumption, which is the existence of a linear homeomorphism $T$ which "simultaneously diagonalises" $A$ and B. More precisely, we assume the following:
(A1) There exist
(i) an integer index set $J$, not containing zero,
(ii) a bounded linear operator $T$ on $H$ with bounded inverse,
(iii) a complete orthonormal basis $e_{j}(j \in J)$ of $H$,
(iv) real $\alpha_{j}$ and real $\beta_{j}$ taking the sign of $j$, such that $T^{*} A T e_{j}=$ $\alpha_{j} e_{j}, \quad T^{*} B T e_{j}=\beta_{j} e_{j}, \quad j \in J$.
Remarks. Assumptions (ii) and (iii) mean that the elements $T e_{j}$ form a Riesz basis of $H$. We stress that explicit knowledge of $T$ is unnecessary; only its existence is required, and sufficient conditions on $A$ and $B$ will be given in §4. Also (iv) is a "real diagonability" condition; it is straightforward to relax this to all but finitely many $j \in J$, using constructions given in [21] for the span of the remaining $T e_{j}$. For notational simplicity, however, we shall adopt (iv) as stated.

We also need some definitions before stating the minimum principle. A complex number $\lambda$ is an eigenvalue of $(A, B)$ if the eigenspace $E_{\lambda}:=N(A-\lambda B)$ is nontrivial, and $x$ is a $b \pm$ eigenvector if $x \in E_{\lambda} \cap C^{ \pm}$; see (1.6). We write $\lambda_{j}=\alpha_{j} / \beta_{j}$, and for any real $\lambda$ we define index sets

$$
I_{\lambda}^{ \pm}=\left\{j: \pm\left(\alpha_{j}-\lambda \beta_{j}\right) \geq 0\right\}, \quad I_{\lambda}^{0}=I_{\lambda}^{+} \cap I_{\lambda}^{-}=\left\{j: \lambda=\lambda_{j}\right\}
$$

and subspaces

$$
S_{\lambda}^{ \pm}=\operatorname{Span}\left\{T e_{j}: j \in I_{\lambda}^{ \pm}\right\}, \quad S_{\lambda}^{0}=\operatorname{Span}\left\{T e_{j}: j \in I_{\lambda}^{0}\right\}
$$

where Span means closed linear span. This notation allows considerable freedom in the ordering of the $\lambda_{j}$, e.g., in the case of several accumulation points. In our examples, $\lambda_{j} \leq \lambda_{j+1}$ will hold separately for positive and negative $j$ (although $\lambda_{1}<\lambda_{-1}$ in the case of "overlap" eigenvalues). As an illustration, suppose that $b$ is definite on each separate eigenspace. If $\lambda$ is an eigenvalue of $(A, B)$, then $S_{\lambda}^{+}$turns out to be the Span of those $E_{\mu}$ on which $b$ is positive definite and $\mu \geq \lambda$, together with those on which $b$ is negative definite and $\mu \leq \lambda$. Also $E_{\lambda}=S_{\lambda}^{+} \cap S_{\lambda}^{-}=S_{\lambda}^{0}$.

Theorem 2.1.
(i) $I_{\lambda}^{0} \neq \emptyset \Leftrightarrow \lambda$ is an eigenvalue of $(A, B)$.
(ii) If $\lambda$ admits $a b \pm$ eigenvector $x$, then

$$
\begin{equation*}
\lambda=\min \left\{r(x): x \in S_{\lambda}^{ \pm} \cap C^{ \pm}\right\} \tag{2.1}
\end{equation*}
$$

and $x$ is a corresponding minimiser.
(iii) $E_{\lambda}$ is spanned by the set of minimisers (using both possible signs) in (2.1). Proof.
(i) If $I_{\lambda}^{0} \neq \emptyset$, then $\alpha_{j}=\lambda \beta_{j}$ for some $j$. Thus

$$
(A-\lambda B) T e_{j}=T^{-*}\left(\alpha_{j}-\lambda \beta_{j}\right) e_{j}=0
$$

Conversely, if $0 \neq x \in E_{\lambda}$ and

$$
\begin{equation*}
T^{-1} x=y=\sum_{j \in J} y_{j} e_{j} \tag{2.2}
\end{equation*}
$$

then

$$
\begin{equation*}
0=T^{*}(A-\lambda B) T y=\sum_{j \in J}\left(\alpha_{j}-\lambda \beta_{j}\right) y_{j} e_{j} . \tag{2.3}
\end{equation*}
$$

If $I_{\lambda}^{0}=\emptyset$, then the inner product of (2.3) with $e_{k}$ gives $y_{k}=0$. Thus $y=0$, so we obtain the contradiction $x=0$.
(ii) If $x \in S_{\lambda}^{+} \cap C^{+}$, then (2.2) gives

$$
\begin{equation*}
r(x)=\sum_{j \in I_{\lambda}^{+}} \alpha_{j}\left|y_{j}\right|^{2} / \sum_{j \in I_{\lambda}^{+}} \beta_{j}\left|y_{j}\right|^{2} \geq \lambda . \tag{2.4}
\end{equation*}
$$

If, moreover, $x \in E_{\lambda} \cap C^{+}$, then (2.3) implies $y_{j}=0$ unless $j \in I_{\lambda}^{0}$, so

$$
x \in S_{\lambda}^{0} \cap C^{+} \subseteq S_{\lambda}^{+} \cap C^{+}
$$

It follows that $\geq$ may be replaced by $=$ in (2.4), and the proof is complete for the + sign case. For the - sign case, we replace $(A, B)$ by $(-A,-B)$ and apply the + sign case.
(iii) $I_{\lambda}^{0}$ partitions into two subsets, one positive and one negative. These subsets generate $b \pm$ eigenvectors $T e_{j}$, which by (ii) are minimisers for the two sign cases. Moreover these minimisers span $S_{\lambda}^{0}$, which as we saw above equals $E_{\lambda}$.

Corollary 2.2. Equation (2.1) may be replaced by

$$
\lambda=\max \left\{r(x): x \in S_{\lambda}^{ \pm} \cap C^{ \pm}\right\} .
$$

Proof. Replace $A$ by $-A$ and apply Theorem 2.1(ii).
Let us briefly examine the consequences for definite pencils in finite dimensions. If $B$ is (say positive) definite (the "right" definite case), then the $S_{\lambda}^{-}$are trivial, and the $S_{\lambda}^{+}$nest. In fact all eigenvalues for ( $A, B$ ) may be calculated recursively via (2.1), beginning with the least eigenvalue $\lambda$, for which $S_{\lambda}^{+}=H$. This is the standard "generalised Rayleigh quotient" recursive characterization, since $C^{+}=H \backslash\{0\}$. If instead $A-\lambda_{0} B$ is (say positive) definite then $b$ takes the sign of $\lambda-\lambda_{0}$ on $E_{\lambda}$. Thus again (2.1) characterizes the eigenvalues for $(A, B)$ recursively, beginning with the least $>\lambda_{0}$ (for which $S_{\lambda}^{+}=H$ ) and the greatest $<\lambda_{0}$ (for which $S_{\lambda}^{-}=H$ ). Similar considerations apply in infinite dimensions provided the extreme eigenvalues above exist, but the recursions stop at accumulation points of eigenvalues. See $\S 4$ for applications.

We shall need two specific results for perhaps nondiagonable pencils in two dimensions, and we shall first examine the role Theorem 2.1 plays in the indefinite, but real diagonable, case. Recall the notation $\lambda_{j}=\alpha_{j} / \beta_{j}$.

Lemma 2.3 Let $\operatorname{dimH}=2$ and $J=\{-1,1\}$.
(i) If $\lambda_{-1} \leq \lambda_{1}$ then $\min \left\{r(x): x \in C^{+}\right\}=\lambda_{1}$.

If $\lambda_{-1}>\lambda_{1}$ then
(ii) $\inf \left\{r(x): x \in C^{+}\right\}=-\infty$ and
(iii) $\max \left\{r(x): x \in C^{+}\right\}=\lambda_{1}$.

Proof. Lemma 2.3 (i) follows from Theorem 2.1 since $S_{\lambda_{1}}^{+}=H$. For (ii) we follow (2.2) to give

$$
\begin{equation*}
r(x)=\beta_{-1}^{-1} \alpha_{-1}+\beta_{1}\left(\lambda_{1}-\lambda_{-1}\right)\left|y_{1}\right|^{2} /\left(\beta_{-1}\left|y_{-1}\right|^{2}+\beta_{1}\left|y_{1}\right|^{2}\right) . \tag{2.5}
\end{equation*}
$$

Now let $y_{-1}=1, y_{1} \in \mathbb{R}$ and $\beta_{1} y_{1}^{2} \downarrow-\beta_{-1}$ to give the result.
Lemma 2.3(iii) follows from Corollary 2.2 since $S_{\lambda_{1}}^{-}=H . \quad \square$
The other characterizations degenerate for this problem, e.g., $\lambda_{1}=$ $\min \left\{r(x): x \in E_{\mu}\right\}$ in (ii).

We can now derive the two special results that we need later. Real diagonability of the corresponding pencils is not assumed.

Corollary 2.4. Let $\alpha_{j}, \beta_{j}$ be as in Lemma 2.3, and $\alpha_{0} \in \mathbb{R}$. If $\lambda_{-1}>\lambda_{1}$ and

$$
\begin{equation*}
\alpha(y):=\alpha_{-1} y_{-1}^{2}+\alpha_{1} y_{1}^{2}+\alpha_{0} y_{-1} y_{1}, \tag{2.6}
\end{equation*}
$$

then

$$
\inf \left\{\alpha(y) /\left(\beta_{-1} y_{-1}^{2}+\beta_{1} y_{1}^{2}\right): \beta_{-1} y_{-1}^{2}+\beta_{1} y_{1}^{2}>0,\left(y_{-1}, y_{1}\right) \in \mathbb{R}^{2}\right\}=-\infty .
$$

Proof. This follows from Lemma 2.3 (ii) provided we choose the sign of $y_{1}$ in (2.5) so that $\alpha_{0} y_{1} \leq 0$.

For the second result, we retain the index set $J=\{-1,1\}$ for convenience, even though we assume $\beta_{-1}=0$.

Lemma 2.5. Let $\alpha_{-1}<0<\beta_{1} ; \alpha_{1}, \alpha_{0}, \beta_{0} \in \mathbb{R}$ and $\alpha(y)$ be as in (2.6). Then

$$
\inf \left\{\alpha(y) /\left(\beta_{1} y_{1}^{2}+\beta_{0} y_{-1} y_{1}\right): \beta_{1} y_{1}^{2}+\beta_{0} y_{-1} y_{1}>0,\left(y_{-1}, y_{1}\right) \in \mathbb{R}^{2}\right\}=-\infty .
$$

Proof. We set $y_{1}=\beta_{0}$ if $\beta_{0} \neq 0$ and $y_{1}=1$ if $\beta_{0}=0$. It follows that

$$
\beta_{1} y_{1}^{2}+\beta_{0} y_{-1} y_{1}>0
$$

for all $y_{-1}>0$, and as $y_{-1} \rightarrow \infty, \alpha(y) / y_{-1}^{2} \rightarrow \alpha_{-1}$. This suffices for the conclusion.
3. Double extremum principles. We need one more finite-dimensional result in preparation for the variational principle.

Lemma 3.1. Let $\operatorname{dim} H=n<\infty, b\left(u_{0}\right)<0$ and let $J$ have $p$ positive elements. Then there exists a p-dimensional subspace $U$, orthogonal to $B u_{0}$, with b positive definite on $U$.

Proof. Let $u_{-j}, 0 \leq j \leq n-p+1$, be a basis for a maximal $b$-negative subspace $S$. The elements $B u_{-j}$ are linearly independent, so their span $B S$ has dimension $n-p$. By the law of inertia, $b$ is positive definite on $U=(B S)^{\perp}$.

In order to state the variational principle efficiently, we shall split the index sets $I_{\lambda}^{ \pm}$into two. Specifically, we define

$$
J_{\geq \lambda}^{ \pm}=\left\{ \pm j>0: \lambda_{j} \geq \lambda\right\}, \quad T_{\geq \lambda}^{ \pm}=\operatorname{Span}\left\{T e_{j}: j \in J_{\geq \lambda}^{ \pm}\right\}
$$

with similar definitions for $T_{\leq \lambda}^{ \pm}, T_{<\lambda}^{ \pm}$, and $T_{>\lambda}^{ \pm}$. Note $S_{\lambda}^{ \pm}=T_{\geq_{\lambda}}^{ \pm}+T_{\leq \lambda}^{\mp}$ (cf. the illustration before Theorem 2.1).

Theorem 3.2. Let $\lambda$ admit $a b \pm$ eigenvector, and suppose $\mu>\lambda$, where

$$
\operatorname{dim} T_{<\lambda}^{ \pm}=k<\infty, \quad \operatorname{dim} T_{z \mu}^{\mp}=l<\infty,
$$

$T_{>\lambda}^{\mp} \cap T_{<\mu}^{\mp}=\{0\}$ and $\operatorname{dim}\left(T_{\geq \lambda}^{ \pm} \cap T_{<\mu}^{ \pm}\right)>l$. Then $\lambda=\sigma_{k+l}^{ \pm}$, where

$$
\begin{equation*}
\sigma_{m}^{ \pm}=\sup \left\{\inf \left\{r(x): x \in S \cap C^{ \pm}\right\} ; \operatorname{codim} S=m\right\} \tag{3.1}
\end{equation*}
$$

The dual result involves replacing $A$ by $-A$, and is as follows.
Corollary 3.3. This is the same as for Theorem 3.2, with the following changes: all inequalities (except " $m \geq l$ ") are reversed, and "sup" is interchanged with "inf."

Remark. Since $T$ is $1-1$, it need not be known explicitly to determine $\operatorname{dim} T_{<\lambda}^{ \pm}$, etc. Roughly, the dimension conditions state (in the case of a $b+$ eigenvector at $\lambda$ ) that there must be enough $\lambda_{j}^{+} \in\left[\lambda, \mu\left[\right.\right.$ to "cancel" any $\lambda_{j}^{-} \geq \mu$.

Before proving Theorem 3.2, we shall discuss some simple illustrations. Suppose first that $\operatorname{dim} H=4$, and $J=\{ \pm 1, \pm 2\}$. We shall concentrate on the positive sign case of (3.1).

Example 3.4. If $\lambda_{-2}<\lambda_{-1}<\lambda_{1}<\lambda_{2}$, then the pencil is definite (there is no "overlap"), $\sigma_{0}^{+}=\lambda_{1}$ (with $k=l=0$ ), in agreement with (2.1), and $\sigma_{1}^{+}=\lambda_{2}$ (with $k=1, l=0$ ), in agreement with [19].

Example 3.5. If $\lambda_{-2}<\lambda_{1}<\lambda_{2}<\lambda_{-1}$ then the pencil is indefinite, and $\sigma_{1}^{+}=\lambda_{1}$, with $k=0, l=1$. We know of no other results that characterize "overlap" eigenvalues like $\lambda_{1}$.

More generally, we have the following result.
Theorem 3.6. If $\operatorname{dim} H=4$, then all quantities $\sigma_{j}^{+}$are either infinite or else characterize eigenvalues via Theorem 3.2 or Corollary 3.3.

We shall not prove this here, since there are many cases. We may note, however, that $\sigma_{2}^{+}=\sigma_{3}^{+}=\infty$ in Examples 3.4 and 3.5, while $\sigma_{0}^{+}=-\infty$ in Example 3.5. Also (3.1) gives $\sigma_{1}^{-}=\lambda_{-1}$ with $k=1, l=0$, in Example 3.5, and the remaining eigenvalues $\lambda_{j}$ can be characterized via Corollary 3.3 in the above exaples.

The simplest infinite-dimensional situations with $l=0$ and $l=1$ are obtained by expanding the sequences $\lambda_{j}$ in Examples 3.4 and 3.5, using negative $j$ to the left and positive $j$ to the right.

Another infinite-dimensional case may be of interest. We assume that $B$ has only finitely many (counting multiciplicity) negative eigenvalues, i.e., there are only finitely many negative $\beta_{j}$. If $J=J_{1} \cup J_{2} \cup N$ where $J_{1}, J_{2}$ consist of (possibly infinitely many) positive integers, $N$ consists of finitely many negative integers, and

$$
\lambda_{i}<\lambda_{j} \quad \text { for any } i \in J_{1} \quad \text { and } \quad j \in J_{2} \cup N,
$$

then the eigenvalues $\left\{\lambda_{i}: i \in J_{1}\right\}$ are characterized by Theorem 3.2. Note that if $N=\varnothing$, i.e., $B$ is positive definite, then the classical minimax theorem characterizes $\lambda_{i}$ for $i \in J_{1}$. So this result says that the minimax theorem remains valid even in the presence of negative index eigenvalues provided that they do not destroy the extreme structure of $\left\{\lambda_{i}: i \in J_{1}\right\}$. There is, however, an index shift in the characterization.

Proof of Theorem 3.2. The negative sign case in (3.1) may be reduced to the positive sign case by the transformation $(A, B) \rightarrow(-A,-B)$, so we shall discuss only the positive sign case. Then Theorem 2.1 gives

$$
\lambda=\min \left\{r(x): x \in C^{+} \cap S_{\lambda}^{+}\right\},
$$

and since $T\left(T^{-1} S_{\lambda}^{+}\right)^{\perp}=T_{<\lambda}^{+}+T_{>\lambda}^{-}$has dimension $k+l$, it will suffice to prove that for any $S$ with codimension $k+l$,

$$
\begin{equation*}
\text { there exists } x \in S \cap C^{+} \text {such that } r(x) \leq \lambda \text {. } \tag{3.2}
\end{equation*}
$$

Now let

$$
\begin{equation*}
\Sigma \subseteq T_{\triangle \lambda}^{+}+T_{\geq \mu}^{-} \tag{3.3}
\end{equation*}
$$

be a subspace of (finite) dimension $>k+l$, so there is a nonzero $u_{0}=v+w \in \Sigma \cap S$, where $v \in T_{\leq \lambda}^{+}$and $w \in T_{\geq \mu}^{-}$. Since $r(v) \leq \lambda, r(w) \geq \mu$, and $b(v)>0>b(w)$, it follows that

$$
\begin{equation*}
a(v) \leq \lambda b(v) \quad a(w) \leq \mu b(w) \quad \text { and } \quad(v, A w)=(v, B w)=0 . \tag{3.4}
\end{equation*}
$$

We must consider three possible cases.
Case 1. $b\left(u_{0}\right)>0$. Then (3.3) gives

$$
r\left(u_{0}\right) \leq[\lambda b(v)+\mu b(w)] /[b(v)+b(w)]
$$

and the right side $\leq \lambda$ by Lemma 2.3 (iii), since $\lambda<\mu$. Thus $x=u_{0}$ suffices for (3.2).
Case 2. $b\left(u_{0}\right)=0$. By assumption, $\operatorname{dim} T_{<\mu}^{+}>k+l$, so there is nonzero $x \in S \cap T_{<\mu}^{+}$.
Choose $x=y_{-1} u_{0}+y_{1} z$, where $\left(y_{-1}, y_{1}\right) \in \mathbb{R}^{2}$. Now $b(z)>0$ and by (3.4)

$$
\begin{equation*}
a\left(u_{0}\right)=a(v)+a(w)<\mu b(v)+\mu b(w)=\mu b\left(u_{0}\right), \tag{3.5}
\end{equation*}
$$

so $a\left(u_{0}\right)<0$. Thus

$$
r(x)=\left[a\left(u_{0}\right) y_{-1}^{2}+a(z) y_{1}^{2}+2 \operatorname{Re}\left(u_{0}, A z\right) y_{-1} y_{1}\right] /\left[b(z) y_{1}^{2}+2 \operatorname{Re}\left(u_{0}, B z\right) y_{-1} y_{1}\right]
$$

can be made $\leq \lambda$ by virtue of Lemma 2.5 , and (3.2) is satisfied.
Case 3. $b\left(u_{0}\right)<0$. Lemma 3.1, with $H$ replaced by $\Sigma$ (3.3) gives a $b$-positive subspace $U \subseteq \Sigma$ of dimension $>k$, orthogonal $\mathrm{t} B u_{0}$. Now choose a subspace $V \subset T_{\geq \lambda}^{+} \cap$ $T_{<\mu}^{+}$of finite dimension so that $Q=U+V$ has dimension $>k+l$. Evidently $Q$ is $b$-positive and orthogonal to $B u_{0}$, and so there is $q \in Q \cap S$ such that

$$
\begin{equation*}
b(q)>0 \quad \text { and } \quad\left(q, B u_{0}\right)=0 . \tag{3.6}
\end{equation*}
$$

Moreover $\operatorname{dim} Q<\infty$, so $q \in T_{\leq \nu}^{+}+T_{z \mu}^{-}$for some $\nu<\mu$, and arguing as for Case 1 we conclude $r(q) \leq \nu$, i.e.,

$$
\begin{equation*}
a(q) \leq \nu b(q) \tag{3.7}
\end{equation*}
$$

Now choose $x=y_{-1} u_{0}+y_{1} q$, where $\left(y_{-1}, y_{1}\right) \in \mathbb{R}^{2}$. We may then use (3.5), (3.6), (3.7), and $\nu<\mu$ to show that

$$
r(x)=\left[a\left(u_{0}\right) y_{-1}^{2}+a(q) y_{1}^{2}+2 \operatorname{Re}\left(u_{0}, A q\right) y_{-1} y_{1}\right] /\left[b\left(u_{0}\right) y_{-1}^{2}+b(q) y_{1}^{2}\right]
$$

can be made $\leq \lambda$ by virtue of Corollary 2.4, and again (3.2) is satisfied.
4. Applications. Our starting point is a special case of a canonical form in [4].

Theorem 4.1. Suppose $A=I+C$ and $B$ is $1-1$ with $B, C$ compact symmetric on $H$. Then there exists a linear homeomorphism Tof $H$, and subspaces $F, G$ such that $\operatorname{dim} F<\infty$, $G_{A}$ (i.e., $G$ with the inner product generated by $A$ ) is a Hilbert space and, relative to the (A-orthogonal) direct sum $H=F \oplus G, T^{*} A T=A_{F} \oplus I_{G}, T^{*} B T=B_{F} \oplus Q$, where $Q$ is 1-1, compact and symmetric on $G$.

Explicit constructions are given in [4], $A_{F}$ and $B_{F}$ being the Gram operators (in the usual inner product) for $A$ and $B$ on $F$. Thus assumption (A1) in $\S 2$ reduces to real diagonability of the finite-dimensional operator $B_{F}^{-1} A_{F}$, but as we mentioned in the remark after (A1) this diagonability is unnecessary if we use the constructions of [21]. Essentially, therefore, our results hold for (1.2) with $A, B$ as in Theorem 4.1. For more general situations, e.g., with $B$ merely bounded and symmetric, see [4].

In finite dimensions, the results of [19, Thms. 2.1,2.2] correspond to the case $l=0$ of Theorem 3.2 and Corollary 3.3, and the classical situation of definite pencils is a special case of this. The bounded operator setting given above applies directly to integral equations with symmetric kernels. We remark that there are frequently several problem formulations, which affect $\left(\beta_{j}\right)$ signs, $\lambda_{j}$ accumulation points, etc. For example, the eigenvalues $\lambda$ of a compact symmetric operator $\Gamma$ can be obtained via the pair ( $\Gamma, I$ ), which is not covered by Theorem 4.1, although (A1) is satisfied. The reciprocals $\lambda^{-1}$ can be obtained via the pair ( $I, \Gamma$ ), which does fit Theorem 4.1 and (A1). All (nonzero) eigenvalues are characterized via Theorem 3.2 and Corollary 3.3: for ( $\Gamma, I$ ), $C^{ \pm}=H$, while for $(I, \Gamma), C^{ \pm}$are defined by $\Gamma$.

It may also be noted that Theorem 4.1 can also be used to treat (1.2) in the case $A=P+C$, where $P$ is positive definite with a compact inverse and $B, C$ are bounded. Then

$$
\begin{equation*}
P^{-1 / 2} A P^{-1 / 2}=I+C_{1} \quad \text { and } \quad P^{-1 / 2} B P^{-1 / 2}=B_{1} \tag{4.1}
\end{equation*}
$$

with $C_{1}$ and $B_{1}$ satisfying the hypothesis of Theorem 4.1 , and $P^{-1 / 2}$ can be combined with $T$. We stress that $T$ (and $P^{1 / 2}$ ), which are difficult to calculate in general, which, need not be determined explicitly: for example codim $S$ equals $j$ if and only if codim (TS) equals $j$. This applies to certain types of unbounded operator equations, including
various self-adjoint uniformly elliptic boundary value problems like (1.3) and (1.4). Specifically, $B$ and $C$ are the multiplication operators associated with $w$ and $q$, respectively, and $P y=\left(-p y^{\prime}\right)^{\prime}$ for (1.3) and $P y=-\Delta y$ for (1.4). Then the above conditions follow if all coefficients are $L_{\infty}$ on a compact domain for the equation, and $1 / p$ is $L_{1}$. We then obtain, for example, [1, Cor. 2.9] in the case $l=0$ of Theorem 3.2.

Finally, let us examine a gyroscopic stabilization problem from mechanics [3], which leads to a quadratic eigenvalue problem

$$
\begin{equation*}
\left(\lambda^{2} I+\lambda i G+C\right) y=0 \tag{4.2}
\end{equation*}
$$

where $G=-G^{*}$ and $C=C^{*}>0$. Using a standard linearization, we may rewrite this in the (nondefinite) form (1.2) where

$$
A=\left[\begin{array}{cc}
i G & I \\
I & 0
\end{array}\right] \quad \text { and } \quad N=\left[\begin{array}{cc}
C & 0 \\
0 & -I
\end{array}\right] .
$$

Under the (gyroscopic stabilizability) condition $G^{2}+\left(k I+k^{-1} C\right)^{2}<0$ for some $k>0$, it is shown in [3] that each eigenvalue of (4.2), and hence of (1.2), is real and of definite type. Thus the real diagonability condition is satisfied, i.e., assumption (A1) holds as stated.

It is also shown in [3] that if $i G$ is $n \times n$ and has $p$ positive eigenvalues, then the eigenvalues for (4.2), i.e., for (1.2), satisfy

$$
\lambda_{-n} \leq \cdots \leq \lambda_{p-n-1}<\lambda_{1} \leq \cdots \leq \lambda_{p}<0<\lambda_{p-n} \leq \cdots \leq \lambda_{-1}<\lambda_{p+1} \leq \cdots \leq \lambda_{n} .
$$

Thus our results characterize $\lambda_{j}$ for $j<p-n, j>p$, and $1 \leq j \leq 2 p-n$ if $2 p>n$ (respectively, $-1 \geq j \geq n-2 p$ if $n>2 p$ ).
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# PERSISTENCE OF INVARIANT TORI IN SYSTEMS OF COUPLED OSCILLATORS. II. DEGENERATE PROBLEMS* 
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#### Abstract

This paper continues the study of persistence of invariant tori in a class of differential equations that describe indirectly- or capacitatively-coupled systems of nonlinear oscillators. In a previous paper the authors proved that when the unperturbed torus is hyperbolic it persists under weak coupling, and the flow on the perturbed tori was analyzed. In this paper the persistence of invariant tori is proved in certain degenerate cases in which the invariant manifold in the unperturbed problem is not normally hyperbolic. This is done by proving the existence of fixed points in appropriate Banach spaces.
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1. Introduction. A number of applications in physics and biology lead to a system of the form

$$
\begin{align*}
\frac{d x_{i}}{d t} & =f_{i}\left(x_{i}\right)+\delta P\left(x_{0}-x_{i}\right), \quad i=1, \cdots, N \\
\frac{d x_{0}}{d t} & =\epsilon \delta P\left(\frac{1}{N} \sum_{i=1}^{N} x_{i}-x_{0}\right) \tag{1.1}
\end{align*}
$$

(cf. [16], hereafter referred to as Part I, for references to the applications). In (1.1) $P$ is an $n \times n$ constant matrix of permeability coefficients or conductances, and the parameters $\epsilon^{-1}$ and $\delta$ measure the relative capacity of the subunits and the coupling strength, respectively. In the absence of coupling the evolution in the $i$ th subunit is governed by the $n$-dimensional system

$$
\begin{equation*}
\frac{d x_{i}}{d t}=f_{i}\left(x_{i}\right) \tag{1.2}
\end{equation*}
$$

and it is assumed that there is a nonconstant periodic solution

$$
\begin{equation*}
x_{i}=\eta_{i}(t) \tag{1.3}
\end{equation*}
$$

with least period $T_{i}>0$ of (1.2) for $i=1, \cdots, N$. The variable $x_{0}$ represents the state of the coupling medium, through which the subunits are coupled [13], [12].

In this paper we study the following generalization of (1.1):

$$
\begin{align*}
\frac{d x_{i}}{d t} & =f_{i}\left(x_{i}\right)+\delta g_{i}\left(x_{0}, x_{1}, \cdots, x_{N}, \delta\right), \quad i=1, \cdots, N \\
\frac{d x_{0}}{d t} & =\epsilon \delta\left(B x_{0}+\sum_{i=1}^{N} C_{i} x_{i}\right) . \tag{1.4}
\end{align*}
$$

[^130]Here $x_{i} \in \mathbb{R}^{n_{i}}, i=1, \cdots, N, x_{0} \in \mathbb{R}^{N_{2}}, B$ is an $N_{2} \times N_{2}$ matrix, and $C_{i}$ is an $N_{2} \times n_{i}$ matrix, and thus (1.4) is a system in $\mathbb{R}^{N_{2}+M}$, where $M=\sum_{i=1}^{N} n_{i}$. We assume that each $n_{i}$-dimensional system (1.2) has a nonconstant periodic solution (1.3) with least period $T_{i}>0$, and we make the following assumptions about (1.4).

Assumption 1.1. (a) $\epsilon=\epsilon_{0} \delta^{-p}$ for $\epsilon_{0}>0, \delta \geq 0$, and $p \in(0,1)$.
(b) For $i=1, \cdots, N$,

$$
f_{i}: \mathbb{R}^{n_{i}} \longrightarrow \mathbb{R}^{n_{i}}, \quad g_{i}: \mathbb{R}^{N_{2}+M+1} \longrightarrow \mathbb{R}^{n_{i}}
$$

are $(k+1)$-times continuously differentiable with $k \geq 2$.
(c) For each $i=1, \cdots, N, 1$ is a simple multiplier of

$$
\frac{d x_{i}}{d t}=D f_{i}\left(\eta_{i}(t)\right) x_{i}
$$

and the remaining $n_{i}-1$ multipliers have modulus less than 1.
(d) The eigenvalues of $B$ have negative real parts.

In Part I we studied the persistence of invariant tori for the singular $(p>1)$ and regular $(p=1)$ cases, where standard results could be used to prove the existence of invariant tori for small coupling that lie near certain invariant tori that exist in the uncoupled system. In this paper we study the degenerate case $p \in(0,1)$, and as we shall see shortly, this case is far more difficult due to the fact that the coupling vanishes faster than the capacitance.

The $M$-dimensional system, which consists of (1.2) for $i=1, \cdots, N$, has the $N$-dimensional invariant torus $T_{0}^{N}$ in $\mathbb{R}^{M}$ defined by

$$
\begin{equation*}
x_{i}=\eta_{i}\left(\theta_{i}\right), \quad i=1, \cdots, N \tag{1.5}
\end{equation*}
$$

Therefore, when $0<p<1, T_{0}^{N} \times \mathbb{R}^{N_{2}}$ is an invariant manifold of the unperturbed system $(\delta=0)$ of (1.4) that consists of the $N_{2}$-parameter family of $N$-dimensional invariant tori $\mathcal{T}_{0, c}^{N}$,

$$
\begin{align*}
& x_{0}=c, \quad c \in \mathbb{R}^{N_{2}},  \tag{1.6}\\
& x_{i}=\eta_{i}\left(\theta_{i}\right), \quad i=1, \cdots, N .
\end{align*}
$$

The simplest example arises for $N=N_{2}=1, n_{1}=2$, in which case the invariant manifold at $\delta=0$ is the cylinder $\eta \times \mathbb{R} \subset \mathbb{R}^{3}$.

The problem we address in this paper is that of determining which, if any, of the invariant tori in (1.6) persist for $\delta>0$. The standard results [4], [9] on persistence of invariant manifolds for flows are not applicable to the degenerate problem that arises from (1.4) at $\delta=0$, because the compactness of the unperturbed invariant manifold is essential for the proofs. In fact, the invariant manifold (1.6) that exists for the unperturbed problem does not persist, and the question is which of the invariant tori persists. Thus the problem is in essence a bifurcation problem. We address this problem in $\S 3$, where we show that the invariant torus given by

$$
\begin{align*}
& x_{0}=-B^{-1} \sum_{i=1}^{N} C_{i} \frac{1}{T_{i}} \int_{0}^{T_{i}} \eta_{i}(s) d s  \tag{1.7}\\
& x_{i}=\eta_{i}\left(\theta_{i}\right), \quad i=1, \cdots, N
\end{align*}
$$

persists for all small $\delta>0$. That is, a one-parameter family of invariant tori bifurcates from (1.6) under Assumption 1.1.

In the following section we show that, depending on the value of $p,(1.4)$ can be transformed into one of the following systems of generalized phase-amplitude equations.
(a) $1-1 / k \leq p<1$,

$$
\begin{align*}
\frac{d \sigma}{d t} & =\omega+\mathcal{S}(\sigma, w, z, \mu, \rho) \\
\frac{d w}{d t} & =A\left(\Omega^{-1} \sigma\right) w+\mathcal{W}(\sigma, w, z, \mu, \rho)  \tag{1.8}\\
\frac{d z}{d t} & =\rho \mu[Q z+\mathcal{Z}(\sigma, w, z, \mu, \rho)]
\end{align*}
$$

(b) $0<p<1$,

$$
\begin{align*}
\frac{d \sigma}{d t} & =\omega+\mathcal{S}(\sigma, w, z, \mu) \\
\frac{d w}{d t} & =A\left(\Omega^{-1} \sigma\right) w+\mathcal{W}(\sigma, w, z, \mu)  \tag{1.9}\\
\frac{d z}{d t} & =\mu[Q z+\mathcal{Z}(\sigma, w, z, \mu)]
\end{align*}
$$

Here $\sigma$ and $w$ are scaled variables in the phase-amplitude coordinates and $z$ is the deviation of $x_{0}$ from the average over $T_{0}^{N}$; thus $\sigma \in \mathbb{R}^{N}, w \in \mathbb{R}^{N_{1}}$ with $N_{1}=M-N$, $z \in \mathbb{R}^{N_{2}}$. The parameters $\mu$ and $\rho$ arise from a scaling of $\delta$ (cf. (2.9) and (2.10)), and $\mu \longrightarrow 0$ as $\delta \longrightarrow 0$. In both cases the invariant tori correspond to invariant manifolds of (1.8) and (1.9), and in both cases they are smooth in the natural parameterization for $\delta$ fixed. Furthermore, in the first case the tori are also smooth in a fractional power of $\delta$.

The existence and the smoothness of invariant tori are established in $\S 3$ where we construct invariant manifolds of (1.8) and (1.9) that correspond to invariant tori of (1.4). This is done as follows. Let $I$ be an open interval. For (1.8) we look for a pair of smooth mappings $q_{\rho}: \mathbb{R}^{N} \times I \longrightarrow \mathbb{R}^{N_{1}}, r_{\rho}: \mathbb{R}^{N} \times I \longrightarrow \mathbb{R}^{N_{2}}$, for some $\rho$ such that for each $\mu \in I, q_{\rho}$ and $r_{\rho}$ are $2 \pi$-periodic in each component of $\sigma \in \mathbb{R}^{N}$, and the manifold defined by $w=q_{\rho}(\sigma, \mu), z=r_{\rho}(\sigma, \mu)$ is an invariant manifold of (1.8). Similarly, for (1.9) we look for smooth mappings $q_{\mu}: \mathbb{R}^{N} \longrightarrow \mathbb{R}^{N_{1}}, r_{\mu}: \mathbb{R}^{N} \longrightarrow \mathbb{R}^{N_{2}}$, for all small $\mu>0$ such that $q_{\mu}$ and $r_{\mu}$ are $2 \pi$-periodic in each component of $\sigma \in \mathbb{R}^{N}$, and the manifold defined by $w=q_{\mu}(\sigma), z=r_{\mu}(\sigma)$ is an invariant manifold of (1.9). Such pairs are called integral manifolds in [5] and [6], and as we show in $\S 3$, these give rise to invariant tori of (1.4). Furthermore, the smoothness of the invariant tori is determined by the smoothness of the integral manifolds. In particular, integral manifolds that are smooth in the natural parameterization give rise to smooth invariant manifolds, and those that are also smooth in $\mu$ give rise to smooth invariant manifolds that vary smoothly with $\delta$.

In $\S 4$ we study the asymptotic behavior of solutions of (1.8) in a neighborhood of the invariant manifold $w=q_{\rho}(\sigma, \mu), z=r_{\rho}(\sigma, \mu)$. It is shown that for sufficiently
small $\mu>0$ and $\rho>0$, there is a neighborhood of the manifold in which solutions of (1.8) are attracted to the manifold at an exponential rate in time. We state and prove a similar result for (1.9). These results completely describe the behavior of solutions of (1.4) in a neighborhood of the perturbed torus. That is, for each small $\delta>0$, there is a neighborhood of the perturbed torus in which solutions of (1.4) are attracted to it at an exponential rate in time. These neighborhoods shrink to (1.7) as $\delta \longrightarrow 0$ and the rates at which solutions are attracted to the perturbed tori tend to zero as $\delta \longrightarrow 0$.

The smoothness of integral manifolds in related systems was first studied carefully by Kelly in [11], where systems of the following type are analyzed.

$$
\begin{align*}
& \frac{d \theta}{d t}=a+\epsilon \Theta(\theta, x, z, \epsilon) \\
& \frac{d x}{d t}=A x+X(\theta, x, z, \epsilon)  \tag{1.10}\\
& \frac{d z}{d t}=C z+Z(\theta, x, z, \epsilon) .
\end{align*}
$$

The basic assumption made there is the following.
Assumption 1.2. (a) $A$ and $C$ are constant square matrices in real canonical form, $A$ has eigenvalues with negative real parts, $C$ has eigenvalues with positive real parts, a is a constant vector.
(b) $\Theta, X$, and $Z$ are defined and $k$-times continuously differentiable in

$$
N_{\delta}=\{(\theta, x, z, \epsilon): \theta \text { arbitrary, }\|x\|+\|z\|+|\epsilon|<\delta\}
$$

and $\omega_{i}$-periodic in $\theta_{i}$.
(c) $\theta, X$, and $Z$, and the Jacobian of $X$ and $Z$ vanish when $(x, z, \epsilon)=0$.

Under this assumption it is shown that (1.10) has an integral manifold $x=u(\theta, \epsilon)$, $z=w(\theta, \epsilon)$ which is $k$-times continuously differentiable. Note that the matrix $A$ in (1.10) is a constant matrix, whereas we have studied in [15] and in this paper the existence and smoothness of integral manifolds of similar systems in which the counterpart is a function of one of the dependent variables. Furthermore, (1.10) does not degenerate at $\epsilon=0$.

Systems related to (1.8), (1.9), or (2.7) are studied in [3], [5]-[7], [11], and [14]. For example, in [3] Diliberto considers the following systems:

$$
\begin{align*}
\frac{d \theta}{d t} & =l+\Theta_{1}(\theta, y, \epsilon)+\Theta_{2}(\theta, \epsilon)  \tag{1.11}\\
\frac{d y}{d t} & =B(\theta, \epsilon) y+a(\theta, \epsilon)+Y(\theta, y, \epsilon) y \\
\frac{d \theta}{d t} & =l+\epsilon\left[\Theta_{1}(\theta, y, \epsilon)+\Theta_{2}(\theta, \epsilon)\right] \\
\frac{d y}{d t} & =\epsilon[B(\theta, \epsilon) y+a(\theta, \epsilon)+Y(\theta, y, \epsilon) y]
\end{align*}
$$

under the following assumption.

Assumption 1.3. (a) $\theta \in \mathbb{R}^{N}, y \in \mathbb{R}^{M}$, and $l$ is a constant vector. $\Theta_{1}(\theta, y, \epsilon)$, $\Theta_{2}(\theta, \epsilon), B(\theta, \epsilon), a(\theta, \epsilon)$, and $Y(\theta, y, \epsilon)$ are $\omega_{i}$-periodic in $\theta_{i}$, continuously differentiable in $(\theta, y)$, and continuous in $(\theta, y, \epsilon)$.
(b) $Y(\theta, 0, \epsilon) \equiv 0$ and $a(\theta, \epsilon) \longrightarrow 0$ as $\epsilon \longrightarrow 0$.
(c) There is $b>0$ such that $(B(\theta, 0) y, y) \geq b\|y\|_{2}^{2}$ for all $y \in \mathbb{R}^{M}$, and $\lambda(\theta)<b$ for all $\theta$, where $\lambda(\theta)$ is an eigenvalue of

$$
\frac{1}{2}\left[\Omega(\theta)+\Omega^{T}(\theta)\right]
$$

with

$$
\Omega(\theta)=\frac{\partial \Theta_{2}}{\partial \theta}(\theta, 0)
$$

It is shown that under this assumption (1.11) or (1.12) has an integral manifold $y=S(\theta, \epsilon)$, where $S$ is continuous and $S(\theta, \epsilon) \longrightarrow 0$ as $\epsilon \longrightarrow 0$. The system at (1.12) degenerates at $\epsilon=0$, as do the systems studied here, but the former lacks the normal component that appears in our equations. Furthermore, hypotheses like those in Assumption 1.3 are difficult to check in the original form (1.4) of the equations we study.

Systems similar to (1.8) or (1.9) have also been studied by Hale. The existence of Lipschitz continuous integral manifolds is established in [5] for the system

$$
\begin{align*}
& \frac{d \theta}{d t}=d(\epsilon)+\Theta(t, \theta, y, x, \epsilon) \\
& \frac{d y}{d t}=A y+Y(t, \theta, y, x, \epsilon)  \tag{1.13}\\
& \frac{d z}{d t}=\epsilon C z+\epsilon Z(t, \theta, y, z, \epsilon) .
\end{align*}
$$

Similar results are obtained in [6] and [7]. However, the matrix $A$ in (1.13) is a constant matrix, whereas the counterparts which appear in (1.8) and (1.9) are functions of one of the dependent variables. Moreover, some of the technical assumptions made for (1.13) are not met by the systems related to our degenerate problem, and therefore we cannot apply the existence result in [5] directly. Finally, the smoothness of the manifolds with respect to parameters is not studied in detail there, but smoothness with respect to parameters is important when investigating the flow on the manifolds.
2. Reduction of the equations. In this section we introduce transformations that convert (1.4) to suitable forms for the degenerate case. We first review the transformations introduced in [16]. For each $i=1, \cdots, N$, there is an $n_{i} \times\left(n_{i}-1\right)$ matrix $\Phi_{i}\left(\theta_{i}\right)$ each entry of which is a $(k+1)$-times continuously differentiable function of $\theta_{i}$, with the following properties:

$$
\begin{aligned}
\Phi_{i}\left(\theta_{i}+T_{i}\right) & =\Phi_{i}\left(\theta_{i}\right), \\
\Phi_{i}\left(\theta_{i}\right)^{T} \Phi_{i}\left(\theta_{i}\right) & =I_{\left(n_{i}-1\right) \times\left(n_{i}-1\right)}, \\
f_{i}\left(\eta_{i}\left(\theta_{i}\right)\right)^{T} \Phi_{i}\left(\theta_{i}\right) & =O_{1 \times\left(n_{i}-1\right)}
\end{aligned}
$$

for all $\theta_{i} \in \mathbb{R}$. Then, for each $x_{i}$ in a neighborhood of the orbit of (1.3), there are $\theta_{i} \in \mathbb{R}$ and $y_{i} \in \mathbb{R}^{n_{i}-1}$ such that

$$
\begin{equation*}
\eta_{i}\left(\theta_{i}\right)+\Phi_{i}\left(\theta_{i}\right) y_{i}-x_{i}=0 . \tag{2.1}
\end{equation*}
$$

Equation (2.1) defines a transformation between a neighborhood of the torus $T_{0}^{N}$ and $\mathbb{R} \times \mathcal{G}$ where $\mathcal{G}$ is a neighborhood of the origin in $\mathbb{R}^{N_{1}}$. Thus we can convert (1.4) to the system for $\theta, y$, and $x_{0}$, where

$$
\theta=\left(\begin{array}{c}
\theta_{1}  \tag{2.2}\\
\vdots \\
\theta_{N}
\end{array}\right) \quad \text { and } \quad y=\left(\begin{array}{c}
y_{1} \\
\vdots \\
y_{N}
\end{array}\right), \quad y_{i} \in \mathbb{R}^{n_{i}-1}, \quad i=1, \cdots, N
$$

We can write $x_{0}$ as the average plus a deviation by defining $a: \mathbb{R}^{N} \times \mathbb{R} \longrightarrow \mathbb{R}^{N_{2}}$,

$$
a(\theta, \mu)= \begin{cases}\mu \sum_{i=1}^{N}\left[I-e^{\mu B T_{i}}\right]^{-1} \int_{0}^{T_{i}} e^{-\mu B\left(s-T_{i}\right)} C_{i} \eta_{i}\left(\theta_{i}+s\right) d s, & \mu \neq 0  \tag{2.3}\\ -B^{-1} \sum_{i=1}^{N} C_{i} \frac{1}{T_{i}} \int_{0}^{T_{i}} \eta_{i}(s) d s, & \mu=0\end{cases}
$$

and setting

$$
\begin{equation*}
x_{0}=a(\theta, \epsilon \delta)+z . \tag{2.4}
\end{equation*}
$$

Finally, define an $N$-dimensional vector $\omega$ and an $N \times N$-diagonal matrix $\Omega$ by

$$
\omega=\left(\begin{array}{c}
\omega_{1}  \tag{2.5}\\
\vdots \\
\omega_{N}
\end{array}\right) \text { and } \Omega=\left[\begin{array}{ccc}
\omega_{1} & & \\
& \ddots & \\
& & \omega_{N}
\end{array}\right], \text { where } \omega_{i}=\frac{2 \pi}{T_{i}}, i=1, \cdots, N
$$

and let

$$
\begin{equation*}
\sigma=\Omega \theta \tag{2.6}
\end{equation*}
$$

Using (2.1), (2.4), and (2.6), we obtain from (1.4) the following system of ordinary differential equations for $\sigma, y$, and $z$.

$$
\begin{align*}
& \frac{d \sigma}{d t}=\omega+S(\sigma, y, z, \delta, \epsilon \delta) \\
& \frac{d y}{d t}=A\left(\Omega^{-1} \sigma\right) y+Y(\sigma, y, z, \delta, \epsilon \delta)  \tag{2.7}\\
& \frac{d z}{d t}=\epsilon \delta[B z+Z(\sigma, y, z, \delta, \epsilon \delta)]
\end{align*}
$$

Here $A(\theta)$ is the $N_{1} \times N_{1}$ matrix defined by

$$
A(\theta)=\bigoplus_{i=1}^{N} A_{i}\left(\theta_{i}\right)
$$

where $A_{i}\left(\theta_{i}\right), i=1, \cdots, N$, is the $\left(n_{i}-1\right) \times\left(n_{i}-1\right)$ matrix defined by

$$
A_{i}\left(\theta_{i}\right)=\Phi_{i}\left(\theta_{i}\right)^{T}\left[D f_{i}\left(\eta_{i}\left(\theta_{i}\right)\right) \Phi_{i}\left(\theta_{i}\right)-\Phi_{i}^{\prime}\left(\theta_{i}\right)\right]
$$

$S, Y$, and $Z$ are defined by

$$
\begin{aligned}
& S(\sigma, y, z, \delta, \mu)=\Omega \Theta\left(\Omega^{-1} \sigma, y, z+a\left(\Omega^{-1} \sigma, \mu\right), \delta\right) \\
& Y(\sigma, y, z, \delta, \mu)=\mathcal{Y}\left(\Omega^{-1} \sigma, y, z+a\left(\Omega^{-1} \sigma, \mu\right), \delta\right) \\
& Z(\sigma, y, z, \delta, \mu)=C\left(\Omega^{-1} \sigma\right) y-b\left(\Omega^{-1} \sigma, \mu\right) \Theta\left(\Omega^{-1} \sigma, y, z+a\left(\Omega^{-1} \sigma, \mu\right), \delta\right)
\end{aligned}
$$

where

$$
\begin{aligned}
\Theta_{i}\left(\theta, y, x_{0}, \delta\right)= & \frac{f_{i}\left(\eta_{i}\left(\theta_{i}\right)\right)^{T} f_{i}\left(\eta_{i}\left(\theta_{i}\right)+\Phi_{i}\left(\theta_{i}\right) y_{i}\right)}{f_{i}\left(\eta_{i}\left(\theta_{i}\right)\right)^{T}\left[f_{i}\left(\eta_{i}\left(\theta_{i}\right)\right)+\Phi_{i}^{\prime}\left(\theta_{i}\right) y_{i}\right]}-1 \\
& +\delta \frac{f_{i}\left(\eta_{i}\left(\theta_{i}\right)\right)^{T} g_{i}\left(x_{0}, \eta_{1}\left(\theta_{1}\right)+\Phi_{1}\left(\theta_{1}\right) y_{1}, \cdots, \eta_{N}\left(\theta_{N}\right)+\Phi_{N}\left(\theta_{N}\right) y_{N}, \delta\right)}{f_{i}\left(\eta_{i}\left(\theta_{i}\right)\right)^{T}\left[f_{i}\left(\eta_{i}\left(\theta_{i}\right)\right)+\Phi_{i}^{\prime}\left(\theta_{i}\right) y_{i}\right]} \\
\mathcal{Y}_{i}\left(\theta, y, x_{0}, \delta\right)= & \Phi_{i}\left(\theta_{i}\right)^{T}\left[f_{i}\left(\eta_{i}\left(\theta_{i}\right)+\Phi_{i}\left(\theta_{i}\right) y_{i}\right)\right. \\
& \left.\quad-D f_{i}\left(\eta_{i}\left(\theta_{i}\right)\right) \Phi_{i}\left(\theta_{i}\right) y_{i}-\Theta_{i}\left(\theta, y, x_{0}, \delta\right) \Phi_{i}^{\prime}\left(\theta_{i}\right) y_{i}\right] \\
& +\delta \Phi_{i}\left(\theta_{i}\right)^{T} g_{i}\left(x_{0}, \eta_{1}\left(\theta_{1}\right)+\Phi_{1}\left(\theta_{1}\right) y_{1}, \cdots, \eta_{N}\left(\theta_{N}\right)+\Phi_{N}\left(\theta_{N}\right) y_{N}, \delta\right),
\end{aligned}
$$

and $\Theta\left(\theta, y, x_{0}, \delta\right)=\left(\Theta_{1}\left(\theta, y, x_{0}, \delta\right), \cdots, \Theta_{N}\left(\theta, y, x_{0}, \delta\right)\right)^{T}$ and $\mathcal{Y}\left(\theta, y, x_{0}, \delta\right)=$ $\left(\mathcal{Y}_{1}\left(\theta, y, x_{0}, \delta\right), \cdots, \mathcal{Y}_{N}\left(\theta, y, x_{0}, \delta\right)\right)^{T}$. Finally, $C(\theta)$ is the $N_{2} \times N_{1}$-matrix defined by

$$
C(\theta)=\left[C_{1} \Phi_{1}\left(\theta_{1}\right) \cdots C_{N} \Phi_{N}\left(\theta_{N}\right)\right]
$$

and $b(\theta, \mu)$ is the $N_{2} \times N$-matrix defined by

$$
\mu b(\theta, \mu)=\frac{\partial a}{\partial \theta}(\theta, \mu) .
$$

Under Assumption 1.1(b), each entry of $A(\theta)$ is a $k$-times continuously differentiable function of $\theta$ and a $T_{i}$-periodic function of $\theta_{i}$ for each $i=1, \cdots, N$. It follows that each entry of $A\left(\Omega^{-1} \sigma\right)$ is a $k$-times continuously differentiable function of $\sigma$ and $2 \pi$-periodic in each component of $\sigma$. Under Assumption 1.1(c), if $\Psi_{i}(\theta)$ is a fundamental matrix solution of

$$
\frac{d y_{i}}{d \theta}=A_{i}(\theta) y_{i}
$$

then there are positive constants $\alpha_{i}$ and $H_{i}$ such that

$$
\left\|\Psi_{i}(\theta) \Psi_{i}^{-1}\left(\theta_{0}\right)\right\| \leq H_{i} e^{-\alpha_{i}\left(\theta-\theta_{0}\right)} \quad \text { for } \theta \geq \theta_{0}
$$

Here and hereafter we define the norm $\|x\|$ of $x \in \mathbb{R}^{n}$ by

$$
\|x\|=\sum_{i=1}^{n}\left|x_{i}\right|
$$

where $x_{i}$ is the $i$ th component of $x$. The functions $S: \mathbb{R}^{N} \times \mathcal{G} \times \mathbb{R}^{N_{2}} \times \mathbb{R}^{2} \longrightarrow \mathbb{R}^{N}$, $Y: \mathbb{R}^{N} \times \mathcal{G} \times \mathbb{R}^{N_{2}} \times \mathbb{R}^{2} \longrightarrow \mathbb{R}^{N_{1}}$, and $Z: \mathbb{R}^{N} \times \mathcal{G} \times \mathbb{R}^{N_{2}} \times \mathbb{R}^{2} \longrightarrow \mathbb{R}^{N_{2}}$ are $k$-times continuously differentiable. Moreover, they are $2 \pi$-periodic in each component of $\sigma$, and

$$
\begin{align*}
S(\sigma, y, z, \delta, \mu) & \sim \mathcal{O}(\|y\|+|\delta|) \\
Y(\sigma, y, z, \delta, \mu) & \sim \mathcal{O}\left(\|y\|^{2}+|\delta|\right)  \tag{2.8}\\
Z(\sigma, y, z, \delta, \mu) & \sim \mathcal{O}(\|y\|+|\delta|)
\end{align*}
$$

Remark 1. The Floquet reduction could be used to transform (2.7) further to a system in which the second equation becomes a perturbation of a linear system with constant coefficients. However, the periodicity in some of the components of $\sigma$ might have to be doubled in the vector field obtained by the reduction, if the reduced system is to have real variables. In particular, the period in $\sigma_{i}$ is doubled when the linear system

$$
\frac{d y_{i}}{d \theta_{i}}=A_{i}\left(\theta_{i}\right) y_{i}
$$

has a real negative multiplier. This reduction leads to no simplification in the analysis and is not used here.

Next we introduce scalings for $y$ and $\delta$ that depend on $p$.

$$
\begin{align*}
1-\frac{1}{k} \leq p<1 \quad & : \quad y=\rho^{\kappa} \mu^{\nu} w, \quad \delta=\rho^{\nu} \mu^{\nu}, \quad 1<\kappa<\nu  \tag{2.9}\\
0<p<1 \quad: & y=\mu^{\zeta} w, \quad \delta=\mu^{\nu}, \quad 1<\zeta<\nu \tag{2.10}
\end{align*}
$$

where

$$
\begin{equation*}
\nu=\frac{1}{1-p} . \tag{2.11}
\end{equation*}
$$

Using (2.9) and (2.10), we obtain from (2.7) the following systems of equations (2.12) and (2.13), respectively.

$$
\begin{align*}
\frac{d \sigma}{d t} & =\omega+S\left(\sigma, \rho^{\kappa} \mu^{\nu} w, z, \rho^{\nu} \mu^{\nu}, \epsilon_{0} \rho \mu\right) \\
\frac{d w}{d t} & =A\left(\Omega^{-1} \sigma\right) w+\rho^{-\kappa} \mu^{-\nu} Y\left(\sigma, \rho^{\kappa} \mu^{\nu} w, z, \rho^{\nu} \mu^{\nu}, \epsilon_{0} \rho \mu\right),  \tag{2.12}\\
\frac{d z}{d t} & =\rho \mu\left[\epsilon_{0} B z+\epsilon_{0} Z\left(\sigma, \rho^{\kappa} \mu^{\nu} w, z, \rho^{\nu} \mu^{\nu}, \epsilon_{0} \rho \mu\right)\right] .
\end{align*}
$$

$$
\begin{align*}
\frac{d \sigma}{d t} & =\omega+S\left(\sigma, \mu^{\zeta} w, z, \mu^{\nu}, \epsilon_{0} \mu\right) \\
\frac{d w}{d t} & =A\left(\Omega^{-1} \sigma\right) w+\mu^{-\zeta} Y\left(\sigma, \mu^{\zeta} w, z, \mu^{\nu}, \epsilon_{0} \mu\right)  \tag{2.13}\\
\frac{d z}{d t} & =\mu\left[\epsilon_{0} B z+\epsilon_{0} Z\left(\sigma, \mu^{\zeta} w, z, \mu^{\nu}, \epsilon_{0} \mu\right)\right]
\end{align*}
$$

We have chosen the scalings (2.9) and (2.10) in order for the vector fields in (2.12) and (2.13) to satisfy the following conditions. In view of (2.8), the right-hand side of the first equation in (2.12) consists of $\omega$ and the term whose derivatives with respect to $\sigma, w, z$, and $\mu$ of order less than or equal to $k$ are of the order $o(\rho)$ as $\rho \longrightarrow 0$. The right-hand side of the second equation and the terms inside the brackets of the third equation consist of the linear terms and the terms whose derivatives tend to zero as $\rho \longrightarrow 0$. The derivatives of the nonlinear terms in (2.13) with respect to $\sigma, w$, and $z$ satisfy similar order estimates with respect to $\mu$.

Equations (2.12) and (2.13) are special cases of the equations given at (1.8) and (1.9), respectively, and as was indicated above, they satisfy the conditions stated in Assumption 2.1 below. Hereafter we analyze (1.8) and (1.9) under Assumption 2.1, but we note that (2.12) satisfies Assumption 2.1 (a)-(e), while (2.13) satisfies Assumption 2.1 (a)-(c) and (f).

ASSUMPTION 2.1. (a) $A(\theta)$ is an $N_{1} \times N_{1}$-matrix that has the form

$$
A(\theta)=\bigoplus_{i=1}^{N} A_{i}\left(\theta_{i}\right)
$$

where for each $i, A_{i}\left(\theta_{i}\right)$ is an $\left(n_{i}-1\right) \times\left(n_{i}-1\right)$-matrix each entry of which is a $k$-times continuously differentiable $T_{i}$-periodic function of $\theta_{i}$ and there are $\alpha_{i}, H_{i}>0$ such that if $\Psi_{i}(\theta)$ is a fundamental matrix solution of

$$
\frac{d y_{i}}{d \theta}=A_{i}(\theta) y_{i}
$$

there are positive constants $\alpha_{i}$ and $H_{i}$ such that

$$
\left\|\Psi_{i}(\theta) \Psi_{i}^{-1}\left(\theta_{0}\right)\right\| \leq H_{i} e^{-\alpha_{i}\left(\theta-\theta_{0}\right)} \quad \text { for } \theta \geq \theta_{0}
$$

(b) The spectrum of $Q$ lies in the left-half complex plane. Thus there are positive constants $\beta_{2}$ and $K_{2}$ such that for $t \geq s$,

$$
\left\|e^{Q(t-s)}\right\| \leq K_{2} e^{-\beta_{2}(t-s)}
$$

(c) The $N$-dimensional vector $\omega$ and the $N \times N$-matrix $\Omega$ are defined by (2.5).
(d) There are neighborhoods $F_{1}$ and $F_{2}$ of the origin in $\mathbb{R}^{N_{1}}$ and $\mathbb{R}^{N_{2}}$, respectively, and open intervals $I$ and $I_{1}$ such that if $E=\mathbb{R}^{N} \times F_{1} \times F_{2} \times I$,

$$
\begin{array}{rll}
\mathcal{S} & : & E \times I_{1} \longrightarrow \mathbb{R}^{N} \\
\mathcal{W} & : & E \times I_{1} \longrightarrow \mathbb{R}^{N_{1}} \\
\mathcal{Z} & : & E \times I_{1} \longrightarrow \mathbb{R}^{N_{2}}
\end{array}
$$

For each $\rho \in I_{1}, \mathcal{S}, \mathcal{W}$, and $\mathcal{Z}$ are $2 \pi$-periodic in each component of $\sigma$ and $k$-times continuously differentiable in $E$. There are $\lambda(\rho)$ and $\lambda_{i}(\rho), i=1,2$, such that if $0 \leq m_{1}+m_{2}+m_{3}+m_{4} \leq k$

$$
\begin{aligned}
& \left\|\frac{\partial^{m_{1}+m_{2}+m_{3}+m_{4}} \mathcal{S}}{\partial \sigma^{m_{1}} \partial w^{m_{2}} \partial z^{m_{3}} \partial \mu^{m_{4}}}(\sigma, w, z, \mu, \rho)\right\| \leq \lambda(\rho) \mu^{k-m_{4}}, \\
& \left\|\frac{\partial^{m_{1}+m_{2}+m_{3}+m_{4} \mathcal{W}}}{\partial \sigma^{m_{1}} \partial w^{m_{2}} \partial z^{m_{3}} \partial \mu^{m_{4}}}(\sigma, w, z, \mu, \rho)\right\| \leq \lambda_{1}(\rho) \\
& \left\|\frac{\partial^{m_{1}+m_{2}+m_{3}+m_{4}} \mathcal{Z}}{\partial \sigma^{m_{1}} \partial w^{m_{2}} \partial z^{m_{3}} \partial \mu^{m_{4}}}(\sigma, w, z, \mu, \rho)\right\| \leq \lambda_{2}(\rho) \mu^{k-m_{4}}
\end{aligned}
$$

for all $(\sigma, w, z, \mu) \in E$, and

$$
\begin{aligned}
& \frac{\lambda(\rho)}{\rho} \longrightarrow 0, \\
& \lambda_{i}(\rho) \longrightarrow 0, \quad i=1,2
\end{aligned}
$$

as $\rho \longrightarrow 0$.
(e)

$$
\mathcal{W}(\sigma, 0,0, \mu, \rho) \longrightarrow 0, \quad \mathcal{Z}(\sigma, 0,0, \mu, \rho) \longrightarrow 0
$$

as $\mu \longrightarrow 0$ for all $\sigma \in \mathbb{R}^{N}$ and $\rho \in I_{1}$.
(f) There are neighborhoods $F_{1}$ and $F_{2}$ of the origin in $\mathbb{R}^{N_{1}}$ and $\mathbb{R}^{N_{2}}$, respectively, and an open interval $I=\left(0, \mu_{0}\right)$ such that if $E=\mathbb{R}^{N} \times F_{1} \times F_{2}$,

$$
\mathcal{S}: E \times I \longrightarrow \mathbb{R}^{N}, \quad \mathcal{W}: E \times I \longrightarrow \mathbb{R}^{N_{1}}, \quad \mathcal{Z}: E \times I \longrightarrow \mathbb{R}^{N_{2}} .
$$

For each $\mu \in I, \mathcal{S}, \mathcal{W}$, and $\mathcal{Z}$ are $2 \pi$-periodic each component of $\sigma$ and $k$-times continuously differentiable in $E$, and there are $\lambda(\mu)$ and $\lambda_{i}(\mu), i=1,2$, such that if $0 \leq m_{1}+m_{2}+m_{3} \leq k$,

$$
\begin{aligned}
& \left\|\frac{\partial^{m_{1}+m_{2}+m_{3}} \mathcal{S}}{\partial \sigma^{m_{1}} \partial w^{m_{2}} \partial z^{m_{3}}}(\sigma, w, z, \mu)\right\| \leq \lambda(\mu) \\
& \left\|\frac{\partial^{m_{1}+m_{2}+m_{3}} \mathcal{W}}{\partial \sigma^{m_{1}} \partial w^{m_{2}} \partial z^{m_{3}}}(\sigma, w, z, \mu)\right\| \leq \lambda_{1}(\mu) \\
& \left\|\frac{\partial^{m_{1}+m_{2}+m_{3}} \mathcal{Z}}{\partial \sigma^{m_{1}} \partial w^{m_{2}} \partial z^{m_{3}}}(\sigma, w, z, \mu)\right\| \leq \lambda_{2}(\mu)
\end{aligned}
$$

for all $(\sigma, w, x) \in E$, and

$$
\frac{\lambda(\mu)}{\mu}, \lambda_{1}(\mu), \frac{\lambda_{2}(\mu)}{\mu} \longrightarrow 0
$$

as $\mu \longrightarrow 0$.
Remark 2. In what follows we assume without loss of generality that $I \subseteq(-1,1)$. We also assume that $0 \in I$ whenever the statement $\mu \longrightarrow 0$ appears.

We summarize the results concerning the transformations for the degenerate problem in the following proposition.

Proposition 2.2. Suppose that the conditions stated in Assumption 1.1(a), (b), and (d) are satisfied with $0<p<1$. Using the transformations defined by (2.1), (2.4), and (2.6), we obtain from (1.4) the system of ordinary differential equations (2.7) for $\sigma, y$, and $z$. Further, when $1-1 / k \leq p<1$, we obtain (2.12) from (2.7) using (2.9). Equation (2.12) has the form (1.8) and satisfies the conditions stated in Assumption 2.1(a)-(e). When $0<p<1$, we obtain (2.13) from (2.7) using (2.10). Equation (2.13) has the form (1.9) and satisfies the conditions stated in Assumption 2.1(a)-(c) and (f).

We recover the solutions of (1.4) from the solutions of (2.12) and (2.13) by the transformations (2.1), (2.4), (2.6), (2.9), and (2.10). Therefore integral manifolds of (2.12) and (2.13) generate invariant tori via these transformations. We summarize the relation between the integral manifolds of (2.13) and invariant tori of (1.4) in the following proposition.

Proposition 2.3. (a) If the pair $w=q_{\rho}(\sigma, \mu), z=r_{\rho}(\sigma, \mu)$ is an integral manifold of (2.12), then

$$
\begin{align*}
x_{i} & =\eta_{i}\left(\omega_{i}^{-1} \sigma_{i}\right)+\rho^{\kappa} \mu^{\nu} \Phi_{i}\left(\omega_{i}^{-1} \sigma_{i}\right) q_{\rho, i}(\sigma, \mu), \quad i=1, \cdots, N \\
x_{0} & =r_{\rho}(\sigma, \mu)+a\left(\Omega^{-1} \sigma, \epsilon_{0} \rho \mu\right)  \tag{2.14}\\
\mu & =\frac{\delta^{1-p}}{\rho}
\end{align*}
$$

is an invariant torus of (1.4) for $1-1 / k \leq p<1$.
(b) If the pair $w=q_{\mu}(\sigma), z=r_{\mu}(\sigma)$ is an integral manifold of (2.13), then

$$
\begin{align*}
x_{i} & =\eta_{i}\left(\omega_{i}^{-1} \sigma_{i}\right)+\mu^{\zeta} \Phi_{i}\left(\omega_{i}^{-1} \sigma_{i}\right) q_{\mu, i}(\sigma), \quad i=1, \cdots, N \\
x_{0} & =r_{\mu}(\sigma)+a\left(\Omega^{-1} \sigma, \epsilon_{0} \mu\right)  \tag{2.15}\\
\mu & =\delta^{1-p}
\end{align*}
$$

is an invariant torus of (1.4) for $0<p<1$.
$q_{\rho, i}(\sigma, \mu)$ and $q_{\mu, i}(\sigma)$ are the components of $q_{\rho}(\sigma, \mu)$ and $q_{\mu}(\sigma)$, respectively, which correspond to components $y_{i}$ of $y$ in (2.2).

Remark 3. In view of (2.3), the one-parameter families of invariant tori given in Proposition 2.3 bifurcate from (1.7) when the integral manifolds tend to zero as $\mu \longrightarrow 0$.

The existence of integral manifolds for (1.8) and (1.9) under Assumption 2.1 will be established in $\S 3$.
3. Existence of invariant tori in the perturbed system. In this section we prove the existence and smoothness of integral manifolds for (1.8) under Assumption 2.1(a)-(e). We also prove their existence and smoothness for (1.9) under Assumption 2.1 (a)-(c) and (f). The technique which we use to construct the integral manifolds is an extension of those used in [5], [3], and [11]. The construction is done as follows. We define a map on a closed subset of a suitable Banach space of functions, and show that the map has a fixed point. This fixed point is an integral manifold of (1.8) or (1.9), as the case may be.

Let $\mathcal{P C}{ }^{k}\left(\mathbb{R}^{m} \times I, \mathbb{R}^{n}\right)$ be the set of all $k$-times continuously differentiable mappings $s: \mathbb{R}^{m} \times I \longrightarrow \mathbb{R}^{n}$ endowed with the norm

$$
\|s\|_{k}=\max _{0 \leq i+j \leq k} \sup \left\{\left\|\frac{\partial^{i+j} s}{\partial \sigma^{i} \partial \mu^{j}}(\sigma, \mu)\right\|: \sigma \in \mathbb{R}^{m}, \mu \in I\right\}<\infty
$$

and such that

$$
s\left(\sigma+2 \pi e^{i}, \mu\right)=s(\sigma, \mu) \quad \text { for all } \sigma \in \mathbb{R}^{m} \text { and } i=1, \cdots, m
$$

where $e^{i}$ is the $i$ th unit coordinate vector in $\mathbb{R}^{m}$. Then $\mathcal{P} \mathcal{C}^{k}\left(\mathbb{R}^{m} \times I, \mathbb{R}^{n}\right)$ is a Banach space (cf. [2], [11]). Let $\mathcal{B}_{\Delta}^{k}(I, m, n)$ be the closed ball in $\mathcal{P} \mathcal{C}^{k}\left(\mathbb{R}^{m} \times I, \mathbb{R}^{n}\right)$ with radius $\Delta$ and center at the origin. For (1.8), let $\phi\left(t, \sigma^{0}, \mu, q, r, \rho\right)$ be the solution of

$$
\begin{equation*}
\frac{d \sigma}{d t}=\omega+\mathcal{S}(\sigma, q(\sigma, \mu), r(\sigma, \mu), \mu, \rho), \quad \phi\left(0, \sigma^{0}, \mu, q, r, \rho\right)=\sigma^{0} \tag{3.1}
\end{equation*}
$$

where $(q, r) \in \mathcal{B}_{\Delta}^{k}\left(I, N, N_{1}\right) \times \mathcal{B}_{\Delta}^{k}(I, m, n)$. We will choose $I, \Delta$, and $\rho$ in such a way that this definition makes sense. Then let $\Lambda\left(t, t_{0}, \sigma^{0}, \mu, q, r, \rho\right)$ be the fundamental matrix solution of

$$
\begin{equation*}
\frac{d w}{d t}=A\left(\Omega^{-1} \phi\left(t, \sigma^{0}, \mu, q, r, \rho\right)\right) w, \quad \Lambda\left(t_{0}, t_{0}, \sigma^{0}, \mu, q, r, \rho\right)=I_{N_{1} \times N_{1}} \tag{3.2}
\end{equation*}
$$

The properties of $\phi\left(t, \sigma^{0}, \mu, q, r, \rho\right)$ and $\Lambda\left(t, t_{0}, \sigma^{0}, \mu, q, r, \rho\right)$ are studied in the Appendix. By Lemmas 5.1-5.11, which we prove in the Appendix, $\phi\left(t, \sigma^{0}, \mu, q, r, \rho\right)$ and $\Lambda\left(t, t_{0}, \sigma^{0}, \mu, q, r, \rho\right)$ are $k$-times continuously differentiable with respect to $t, t_{0}, \sigma^{0}$, and $\mu$, and have the following properties.

Property 3.1. There are positive constants $\rho_{1}, K_{l, m}, \widehat{K}_{l, m}, C_{l, m}, \widehat{C}_{l, m}, H$, and $\beta_{1}$ such that for $0<\rho \leq \rho_{1}$ and $s \leq 0$ the following holds.
(a)

$$
\left\|\frac{\partial \phi}{\partial \sigma^{0}}\left(s, \sigma^{0}, \mu, q, r, \rho\right)\right\| \leq e^{-\lambda(\rho) \mu^{k}(1+2 \Delta) s}
$$

(b) For $2 \leq l+2 m$ and $l+m \leq k$,

$$
\begin{aligned}
& \left\|\frac{\partial^{l+m} \phi}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(s, \sigma^{0}, \mu, q, r, \rho\right)\right\| \\
& \quad \leq K_{l, m} \mu^{-m}\left\{\sum_{i=1}^{l+2 m-1}\left[\lambda(\rho) \mu^{k}(-s)\right]^{i}\right\} e^{-(l+m) \lambda(\rho) \mu^{k}(1+2 \Delta) s}
\end{aligned}
$$

(c) For $0 \leq l+m \leq k-1$,

$$
\begin{aligned}
& \left\|\frac{\partial^{l+m} \phi}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(s, \sigma^{0}, \mu, q_{1}, r_{1}, \rho\right)-\frac{\partial^{l+m} \phi}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(s, \sigma^{0}, \mu, q_{2}, r_{2}, \rho\right)\right\| \\
& \leq \widehat{K}_{l, m}\left(\left\|q_{1}-q_{2}\right\|_{l+m}+\left\|r_{1}-r_{2}\right\|_{l+m}\right) \\
& \quad \times \mu^{-m}\left\{\sum_{i=1}^{l+2 m+1}\left[\lambda(\rho) \mu^{k}(-s)\right]^{i}\right\} e^{-(l+m+1) \lambda(\rho) \mu^{k}(1+2 \Delta) s} .
\end{aligned}
$$

(d)

$$
\left\|\Lambda\left(0, s, \sigma^{0}, \mu, q, r, \rho\right)\right\| \leq K_{1} e^{\left[\beta_{1}-H \lambda(\rho) \mu^{k}\right] s}
$$

(e) For $1 \leq l+m \leq k$,

$$
\begin{aligned}
& \left\|\frac{\partial^{l+m} \Lambda}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(0, s, \sigma^{0}, \mu, q, r, \rho\right)\right\| \\
& \quad \leq C_{l, m}\left[\sum_{i=1}^{l+2 m}(-s)^{i}\right] e^{\left\{\beta_{1}-[H+(l+m)(1+2 \Delta)] \lambda(\rho) \mu^{k}\right\} s} .
\end{aligned}
$$

(f) For $0 \leq l+m \leq k-1$,

$$
\begin{aligned}
& \left\|\frac{\partial^{l+m} \Lambda}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(0, s, \sigma^{0}, \mu, q_{1}, r_{1}, \rho\right)-\frac{\partial^{l+m} \Lambda}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(0, s, \sigma^{0}, \mu, q_{2}, r_{2}, \rho\right)\right\| \\
& \leq \\
& \quad \widehat{C}_{l, m}\left(\left\|q_{1}-q_{2}\right\|_{l+m}+\left\|r_{1}-r_{2}\right\|_{l+m}\right) \\
& \quad \times\left[\sum_{i=2}^{l+2 m+2}(-s)^{i}\right] e^{\left\{\beta_{1}-[H+(l+m+1)(1+2 \Delta)] \lambda(\rho) \mu^{k}\right\} s} .
\end{aligned}
$$

Estimates in Property 3.1(a)-(c) will be crucial in the contraction mapping argument used later.

To establish the existence of integral manifolds we define a mapping $S_{\rho}=\left(S_{\rho, 1}, S_{\rho, 2}\right)$ on $\mathcal{B}_{\Delta}^{k}\left(I, N, N_{1}\right) \times \mathcal{B}_{\Delta}^{k}\left(I, N, N_{2}\right)$ by

$$
\begin{align*}
& S_{\rho, 1}(q, r)(\sigma, \mu)=\int_{-\infty}^{0} G_{1}(s, \sigma, \mu, q, r, \rho) d s \\
& S_{\rho, 2}(q, r)(\sigma, \mu)=\int_{-\infty}^{0} G_{2}(s, \sigma, \mu, q, r, \rho) d s \tag{3.3}
\end{align*}
$$

where

$$
\begin{align*}
G_{1}(s, \sigma, \mu, q, r, \rho) & =\Lambda(0, s, \sigma, \mu, q, r, \rho) \mathcal{W}(\phi(s), q(\phi(s), \mu), r(\phi(s), \mu), \mu, \rho), \\
G_{2}(s, \sigma, \mu, q, r, \rho) & =\rho \mu e^{-\rho \mu Q s} \mathcal{Z}(\phi(s), q(\phi(s), \mu), r(\phi(s), \mu), \mu, \rho)  \tag{3.4}\\
\phi(s) & =\phi(s, \sigma, \mu, q, r, \rho)
\end{align*}
$$

We will show that for sufficiently small $|\rho|, S_{\rho}$ has a fixed point in $\mathcal{P C}^{k-1}\left(\mathbb{R}^{N} \times\right.$ $\left.I, \mathbb{R}^{N_{1}}\right) \times \mathcal{P} C^{k-1}\left(\mathbb{R}^{N} \times I, \mathbb{R}^{N_{2}}\right)$, and that this fixed point is an integral manifold of (1.8).

In the remainder of this section we assume that $0<\rho \leq \rho_{1}$ is fixed and $\rho_{1}$ is sufficiently small. By Assumption 2.1(d), we may also assume without loss of generality that

$$
\begin{equation*}
\lambda(\rho) \leq \rho \quad \text { for } 0<\rho \leq \rho_{1} \tag{3.5}
\end{equation*}
$$

We summarize the results, which concern some estimates associated with $G_{1}(s, \sigma, \mu, q, r, \rho)$ and $G_{2}(s, \sigma, \mu, q, r, \rho)$, in the following lemmas. The proofs are given in the Appendix.

Lemma 3.2. For $0 \leq l+m \leq k$ there is a positive constant $K$ such that for $s \leq 0$,

$$
\begin{align*}
& \left\|\frac{\partial^{l+m} G_{1}}{\partial \sigma_{i_{1}} \cdots \partial \sigma_{i_{l}} \partial \mu^{m}}(s, \sigma, \mu, q, r, \rho)\right\| \\
& \quad \leq K \lambda_{1}(\rho)\left[\sum_{i=0}^{l+2 m}(-s)^{i}\right] e^{\left\{\beta_{1}-[H+(l+m)(1+2 \Delta)] \lambda(\rho) \mu^{k}\right\} s},  \tag{3.6}\\
& \left\|\frac{\partial^{l+m} G_{2}}{\partial \sigma_{i_{1}} \cdots \partial \sigma_{i_{l}} \partial \mu^{m}}(s, \sigma, \mu, q, r, \rho)\right\| \\
& \leq K \lambda_{2}(\rho) \mu^{k-m}\left[\sum_{i=0}^{l+2 m}(\rho \mu)^{i+1}(-s)^{i}\right] e^{\left[\rho \mu \beta_{2}-(l+m) \lambda(\rho) \mu^{k}(1+2 \Delta)\right] s} . \tag{3.7}
\end{align*}
$$

Lemma 3.3. For $0 \leq l+m \leq k-1$ there is a positive constant $C$ such that for $s \leq 0$,

$$
\begin{align*}
& \left\|\frac{\partial^{l+m} G_{1}}{\partial \sigma_{i_{1}} \cdots \partial \sigma_{i_{l}} \partial \mu^{m}}\left(s, \sigma, \mu, q_{1}, r_{1}, \rho\right)-\frac{\partial^{l+m} G_{1}}{\partial \sigma_{i_{1}} \cdots \partial \sigma_{i_{l}} \partial \mu^{m}}\left(s, \sigma, \mu, q_{2}, r_{2}, \rho\right)\right\| \\
& \leq C \lambda_{1}(\rho)\left(\left\|q_{1}-q_{2}\right\|_{l+m}+\left\|r_{1}-r_{2}\right\|_{l+m}\right)  \tag{3.8}\\
& \quad \times\left[\sum_{i=0}^{l+2 m+2}(-s)^{i}\right] e^{\left\{\beta_{1}-[H+(l+m+1)(1+2 \Delta)] \lambda(\rho) \mu^{k}\right\} s}, \\
& \left\|\frac{\partial^{l+m} G_{2}}{\partial \sigma_{i_{1}} \cdots \partial \sigma_{i_{l}} \partial \mu^{m}}\left(s, \sigma, \mu, q_{1}, r_{1}, \rho\right)-\frac{\partial^{l+m} G_{2}}{\partial \sigma_{i_{1}} \cdots \partial \sigma_{i_{l}} \partial \mu^{m}}\left(s, \sigma, \mu, q_{2}, r_{2}, \rho\right)\right\| \\
& \leq C \lambda_{2}(\rho) \mu^{k-m}\left(\left\|q_{1}-q_{2}\right\|_{l+m}+\left\|r_{1}-r_{2}\right\|_{l+m}\right) \\
& \quad \times\left[\sum_{i=0}^{l+2 m+2}(\rho \mu)^{i+1}(-s)^{i}\right] e^{\left[\rho \mu \beta_{2}-(l+m+1) \lambda(\rho) \mu^{k}(1+2 \Delta)\right] s} .
\end{align*}
$$

Now we are ready to state and prove one of the main results.
Theorem 3.4. Under Assumptions 2.1(a)-(d), there is $\rho_{0}>0$ such that for $0<\rho \leq \rho_{0} S_{\rho}$, defined by (3.3) and (3.4) maps $\mathcal{B}_{\Delta}^{k}\left(I, N, N_{1}\right) \times \mathcal{B}_{\Delta}^{k}\left(I, N, N_{2}\right)$ into itself and has a unique fixed point $\left(q_{\rho}, r_{\rho}\right)$ in the closure of $\mathcal{B}_{\Delta}^{k}\left(I, N, N_{1}\right) \times \mathcal{B}_{\Delta}^{k}\left(I, N, N_{2}\right)$ in $\mathcal{P C} C^{k-1}\left(\mathbb{R}^{N} \times I, \mathbb{R}^{N_{1}}\right) \times \mathcal{P} \mathcal{C}^{k-1}\left(\mathbb{R}^{N} \times I, \mathbb{R}^{N_{2}}\right) .\left(q_{\rho}, r_{\rho}\right)$ is an integral manifold of $(1.8)$ such that, if $0 \leq l+m \leq k-1$,

$$
\begin{equation*}
\frac{\partial^{l+m} r_{\rho}}{\partial \sigma^{l} \partial \mu^{m}}(\sigma, \mu) \longrightarrow 0 \tag{3.10}
\end{equation*}
$$

as $\mu \longrightarrow 0$. Moreover, $q_{\rho}$ and $r_{\rho}$ satisfy the system of first-order quasilinear partial differential equations

$$
\begin{align*}
& \frac{\partial q_{\rho}}{\partial \sigma}\left[\omega+\mathcal{S}\left(\sigma^{\star}, q_{\rho}, r_{\rho}, \mu, \rho\right)\right]=A\left(\Omega^{-1} \sigma^{\star}\right) q_{\rho}+\mathcal{W}\left(\sigma^{\star}, q_{\rho}, r_{\rho}, \mu, \rho\right)  \tag{3.11}\\
& \frac{\partial r_{\rho}}{\partial \sigma}\left[\omega+\mathcal{S}\left(\sigma^{\star}, q_{\rho}, r_{\rho}, \mu, \rho\right)\right]=\rho \mu\left[Q r_{\rho}+\mathcal{Z}\left(\sigma^{\star}, q_{\rho}, r_{\rho}, \mu, \rho\right)\right]
\end{align*}
$$

(at $\sigma=\sigma^{\star}$ ). In addition, under Assumption 2.1(e),

$$
\begin{equation*}
q_{\rho}(\sigma, \mu) \longrightarrow 0 \quad \text { as } \mu \longrightarrow 0 \quad \text { for all } \sigma \in \mathbb{R}^{N} \tag{3.12}
\end{equation*}
$$

Proof. Choose $\rho_{0}$ such that $0<\rho_{0} \leq \rho_{1}$ and for $0<\rho \leq \rho_{0}$,

$$
\begin{equation*}
\beta_{1} \geq 2[H+k(1+2 \Delta)] \lambda(\rho) \tag{3.13}
\end{equation*}
$$

$$
\begin{align*}
& K \lambda_{j}(\rho)\left[\sum_{i=0}^{2 k} \frac{2^{i+1} i!}{\beta_{j}^{i+1}}\right] \leq \Delta, \quad j=1,2  \tag{3.15}\\
& C \lambda_{j}(\rho)\left[\sum_{i=0}^{2 k} \frac{2^{i+1} i!}{\beta_{j}^{i+1}}\right] \leq \frac{1}{4}, \quad j=1,2 \tag{3.16}
\end{align*}
$$

By Lemma 5.1, (3.13), and (3.14), $S_{\rho}(q, r) \in \mathcal{P} \mathcal{C}^{k}\left(\mathbb{R}^{N} \times I, \mathbb{R}^{N_{1}}\right) \times \mathcal{P} \mathcal{C}^{k}\left(\mathbb{R}^{N} \times I, \mathbb{R}^{N_{2}}\right)$ (cf. [11]). By Lemma 3.2 and (3.15), $S_{\rho}(q, r) \in \mathcal{B}_{\Delta}^{k}\left(I, N, N_{1}\right) \times \mathcal{B}_{\Delta}^{k}\left(I, N, N_{2}\right)$. By Lemma 3.3 and (3.16), $S_{\rho}$ is a contraction in $\mathcal{P C}{ }^{k-1}\left(\mathbb{R}^{N} \times I, \mathbb{R}^{N_{1}}\right) \times \mathcal{P} \mathcal{C}^{k-1}\left(\mathbb{R}^{N} \times\right.$ $I, \mathbb{R}^{N_{2}}$ ). The existence of a pair ( $q_{\rho}, r_{\rho}$ ) now follows from these facts.

It is shown in [3] that such a pair $\left(q_{\rho}, r_{\rho}\right)$ defines an integral manifold. However the proof is easy and we include it for completeness. It is easily shown that

$$
\begin{aligned}
\phi\left(s, \phi\left(t, \sigma^{0}, \mu, q, r, \rho\right), \mu, q, r, \rho\right) & =\phi\left(s+t, \sigma^{0}, \mu, q, r, \rho\right) \\
\Lambda\left(0, s, \phi\left(t, \sigma^{0}, \mu, q, r, \rho\right), \mu, q, r, \rho\right) & =\Lambda\left(t, s+t, \sigma^{0}, \mu, q, r, \rho\right)
\end{aligned}
$$

It follows that

$$
\begin{aligned}
q(\phi(t), \mu) & =\int_{-\infty}^{0} \Lambda(t, s+t) \mathcal{W}(\phi(s+t), q(\phi(s+t), \mu), r(\phi(s+t), \mu), \mu, \rho) d s \\
& =\int_{-\infty}^{t} \Lambda(t, s) \mathcal{W}(\phi(s), q(\phi(s), \mu), r(\phi(s), \mu), \mu, \rho) d s \\
r(\phi(t), \mu) & =\int_{-\infty}^{0} e^{-Q s} \mathcal{Z}(\phi(s+t), q(\phi(s+t), \mu), r(\phi(s+t), \mu), \mu, \rho) d s \\
& =\int_{-\infty}^{t} e^{Q(t-s)} \mathcal{Z}(\phi(s), q(\phi(s), \mu), r(\phi(s), \mu), \mu, \rho) d s
\end{aligned}
$$

This shows that

$$
\sigma=\phi\left(t, \sigma^{0}, \mu, q, r, \rho\right), \quad w=q\left(\phi\left(t, \sigma^{0}, \mu, q, r, \rho\right), \mu\right), \quad z=r\left(\phi\left(t, \sigma^{0}, \mu, q, r, \rho\right), \mu\right)
$$

is a solution of (1.8) (cf. [1]). Thus $\left(q_{\rho}, r_{\rho}\right)$ is an integral manifold. Moreover, by Lemma 3.2,

$$
\begin{equation*}
\left\|\frac{\partial^{l+m} r_{\rho}}{\partial \sigma^{l} \partial \mu^{m}}(\sigma, \mu)\right\| \leq \Delta \mu^{k-m} \tag{3.17}
\end{equation*}
$$

for $0 \leq l+m \leq k-1$. Now (3.10) follows from (3.17). Equation (3.11) follows from the fact that the manifold defined by $w=q_{\rho}(\sigma, \mu), z=r_{\rho}(\sigma, \mu)$ is an invariant manifold of (1.8) (cf. Part I). When $\mathcal{W}$ and $\mathcal{Z}$ satisfy Assumption 2.1(e), we consider the restriction of $S_{\rho}$ to the closed subspace of $\mathcal{P} C^{k}\left(\mathbb{R}^{N} \times I, \mathbb{R}^{N_{1}}\right) \times \mathcal{P} \mathcal{C}^{k}\left(\mathbb{R}^{N} \times I, \mathbb{R}^{N_{2}}\right)$ consisting of all $(q, r)$ such that

$$
q(\sigma, \mu) \longrightarrow 0, \quad r(\sigma, \mu) \longrightarrow 0
$$

as $\mu \longrightarrow 0$ and obtain (3.12).
Corollary 3.5. Under Assumption 1.1, for $1-1 / k \leq p<1$, there is a $\delta_{1}>0$ such that for fixed $\delta \in\left(0, \delta_{1}\right)$, (1.4) has a $C^{k-1}$ invariant torus given by Proposition 2.3(a) and Theorem 3.4. The invariant tori are ( $k-1$ )-times continuously differentiable in $\delta^{1-p}$, and they bifurcate from the invariant torus of the unperturbed system defined by (1.7).

The construction of an integral manifold of (1.9) is similar. Let $\mathcal{P} \mathcal{C}^{k}\left(\mathbb{R}^{m}, \mathbb{R}^{n}\right)$ be the Banach space of all $k$-times continuously differentiable mappings $s: \mathbb{R}^{m} \longrightarrow \mathbb{R}^{n}$ such that

$$
\|s\|_{k}=\max _{0 \leq i \leq k} \sup \left\{\left\|\frac{\partial^{i} s}{\partial \sigma^{i}}(\sigma)\right\|: \sigma \in \mathbb{R}^{m}\right\}<\infty
$$

and for each $i=1, \cdots, m$,

$$
s\left(\sigma+2 \pi e^{i}\right)=s(\sigma) \quad \text { for all } \sigma \in \mathbb{R}^{m}
$$

Let $\mathcal{B}_{\Delta}^{k}(m, n)$ be the closed ball in $\mathcal{P} \mathcal{C}^{k}\left(\mathbb{R}^{m}, \mathbb{R}^{n}\right)$ with radius $\Delta$ and center at the origin. Let $\phi\left(t, \sigma^{0}, q, r, \mu\right)$ be the solution of

$$
\begin{equation*}
\frac{d \sigma}{d t}=\omega+\mathcal{S}(\sigma, q(\sigma), r(\sigma), \mu), \quad \phi\left(0, \sigma^{0}, q, r, \mu\right)=\sigma^{0} \tag{3.18}
\end{equation*}
$$

where $(q, r) \in \mathcal{B}_{\Delta}^{k}\left(N, N_{1}\right) \times \mathcal{B}_{\Delta}^{k}\left(N, N_{2}\right)$. Then let $\Lambda\left(t, t_{0}, \sigma^{0}, q, r, \mu\right)$ be the fundamental matrix solution of

$$
\begin{equation*}
\frac{d w}{d t}=A\left(\Omega^{-1} \phi\left(t, \sigma^{0}, q, r, \mu\right)\right) w, \quad \Lambda\left(t_{0}, t_{0}, \sigma^{0}, q, r, \mu\right)=I_{N_{1} \times N_{1}} \tag{3.19}
\end{equation*}
$$

We define a mapping $S_{\mu}=\left(S_{\mu, 1}, S_{\mu, 2}\right)$ on $\mathcal{B}_{\Delta}^{k}\left(N, N_{1}\right) \times \mathcal{B}_{\Delta}^{k}\left(N, N_{2}\right)$ by

$$
\begin{align*}
& S_{\mu, 1}(q, r)(\sigma)=\int_{-\infty}^{0} G_{1}(s, \sigma, q, r, \mu) d s  \tag{3.20}\\
& S_{\mu, 2}(q, r)(\sigma)=\int_{-\infty}^{0} G_{2}(s, \sigma, q, r, \mu) d s
\end{align*}
$$

where

$$
\begin{align*}
G_{1}(s, \sigma, q, r, \mu) & =\Lambda(0, s, \sigma, q, r, \mu) \mathcal{W}(\phi(s), q(\phi(s)), r(\phi(s)), \mu), \\
G_{2}(s, \sigma, q, r, \mu) & =\mu e^{-\mu Q s} \mathcal{Z}(\phi(s), q(\phi(s)), r(\phi(s)), \mu)  \tag{3.21}\\
\phi(s) & =\phi(s, \sigma, q, r, \mu)
\end{align*}
$$

We will show that for all sufficiently small $\mu>0, S_{\mu}$ has a fixed point in $\mathcal{P} C^{k-1}\left(\mathbb{R}^{N}\right.$, $\left.\mathbb{R}^{N_{1}}\right) \times \mathcal{P C}^{k-1}\left(\mathbb{R}^{N}, \mathbb{R}^{N_{2}}\right)$ and that this fixed point is an integral manifold of (1.9).

Theorem 3.6. Under Assumptions 2.1(a)-(c) and (f), there is $\mu_{0}>0$ such that for $0<\mu \leq \mu_{0} S_{\mu}$, defined by (3.20) and (3.21), maps $\mathcal{B}_{\Delta}^{k}\left(N, N_{1}\right) \times \mathcal{B}_{\Delta}^{k}\left(N, N_{2}\right)$ into itself and has a unique fixed point $\left(q_{\mu}, r_{\mu}\right)$ in the closure of $\mathcal{B}_{\Delta}^{k}\left(N, N_{1}\right) \times \mathcal{B}_{\Delta}^{k}\left(N, N_{2}\right)$ in $\mathcal{P C}{ }^{k-1}\left(\mathbb{R}^{N}, \mathbb{R}^{N_{1}}\right) \times \mathcal{P} \mathcal{C}^{k-1}\left(\mathbb{R}^{N}, \mathbb{R}^{N_{2}}\right) .\left(q_{\mu}, r_{\mu}\right)$ is an integral manifold of (1.9) such that if $0 \leq l \leq k-1$

$$
\frac{\partial^{l} q_{\mu}}{\partial \sigma^{l}}(\sigma) \longrightarrow 0, \quad \frac{\partial^{l} r_{\mu}}{\partial \sigma^{l}}(\sigma) \longrightarrow 0
$$

as $\mu \longrightarrow 0$. Moreover, $q_{\mu}$ and $r_{\mu}$ satisfy the system of first-order quasilinear partial differential equations

$$
\begin{aligned}
& \frac{\partial q_{\mu}}{\partial \sigma}\left[\omega+\mathcal{S}\left(\sigma^{\star}, q_{\mu}, r_{\mu}, \mu\right)\right]=A\left(\Omega^{-1} \sigma^{\star}\right) q_{\mu}+\mathcal{W}\left(\sigma^{\star}, q_{\mu}, r_{\mu}, \mu\right) \\
& \frac{\partial r_{\mu}}{\partial \sigma}\left[\omega+\mathcal{S}\left(\sigma^{\star}, q_{\mu}, r_{\mu}, \mu\right)\right]=\mu\left[Q r_{\mu}+\mathcal{Z}\left(\sigma^{\star}, q_{\mu}, r_{\mu}, \mu\right)\right]
\end{aligned}
$$

(at $\sigma=\sigma^{\star}$ ).
Proof. One derives estimates similar to those given in Lemmas 3.2 and 3.3 using Property 5.13 given in Appendix and then repeats the argument in the proof of Theorem 3.4.

Corollary 3.7. Under Assumption 1.1, for $0<p<1$, there is a $\delta_{1}>0$ such that for $0<\delta<\delta_{1}$, (1.4) has a $C^{k-1}$ invariant torus given by Proposition 2.3(b) and Theorem 3.6. These invariant tori bifurcate from the invariant torus of the unperturbed system defined by (1.7).

Remark 4. If $\epsilon=\epsilon_{0} \delta^{-p}$ and $1-1 / k \leq p<1$, and $w=q_{\rho}(\sigma, \mu), x=r_{\rho}(\sigma, \mu)$ is an integral manifold of (2.12) whose existence is proven in Theorem 3.4, then by (2.9),

$$
\begin{equation*}
y=\rho^{\kappa} \mu^{\nu} q_{\rho}(\sigma, \mu), \quad z=r_{\rho}(\sigma, \mu), \quad \delta=\rho^{\nu} \mu^{\nu} \tag{3.22}
\end{equation*}
$$

is an integral manifold of (2.7). Also, if $\epsilon=\epsilon_{0} \delta^{-p}$ and $0<p<1$, and $w=q_{\mu}(\sigma)$, $x=r_{\mu}(\sigma)$ is an integral manifold of (2.13) whose existence is proven in Theorem 3.6, then by (2.10),

$$
\begin{equation*}
y=\mu^{\zeta} q_{\mu}(\sigma), \quad z=r_{\mu}(\sigma), \quad \delta=\mu^{\nu} \tag{3.23}
\end{equation*}
$$

is an integral manifold of (2.7). The integral manifolds for the systems of degenerate type (1.12) and (1.13) are at most Lipschitz continuous in $\theta$ and continuous with respect to parameters, whereas (3.22) is ( $k-1$ )-times continuously differentiable in $\theta$ and $\delta$, and (3.23) is ( $k-1$ )-times continuously differentiable in $\theta$.
4. Asymptotic behavior of solutions near integral manifolds. In this section we study the behavior of solutions of (1.8) in a neighborhood of the integral manifold $w=q_{\rho}(\sigma, \mu), z=r_{\rho}(\sigma, \mu)$. We assume that $I \subset \mathbb{R}^{+}$and show that the integral manifold is asymptotically stable for small $\rho>0$ in the sense that there is a $\rho_{d}>0$ such that for each $\rho \in\left(0, \rho_{d}\right)$ and $\mu \in I$, there is a neighborhood of the integral manifold such that any solution of (1.8) through a point in the neighborhood approaches the manifold at a exponential rate in time (cf. Proposition 4.4). This leads to the following conclusion. For all small $\delta>0$, there is a neighborhood of the unperturbed torus (1.7) such that the distance between any solution of (1.4) through a point in the neighborhood and its projection onto the torus defined by (2.14) decays at a exponential rate in time (cf. (4.33)). This result is stated in Theorem 4.5. We present similar results concerning the behavior of solutions of (1.9) near the integral manifold $w=q_{\mu}(\sigma), z=r_{\mu}(\sigma)$ and the behavior of solutions of (1.4) near the corresponding invariant tori in Proposition 4.7 and Theorem 4.5.

Let

$$
w=u+q_{\rho}(\sigma, \mu), \quad z=v+r_{\rho}(\sigma, \mu)
$$

Then (1.8) becomes

$$
\begin{align*}
& \frac{d \sigma}{d t}=\omega+\mathcal{S}_{0}(\sigma, u, v, \mu, \rho) \\
& \frac{d u}{d t}=A\left(\Omega^{-1} \sigma\right) u+U_{1}(\sigma, u, v, \mu, \rho) u+U_{2}(\sigma, u, v, \mu, \rho) v  \tag{4.1}\\
& \frac{d v}{d t}=\rho \mu Q v+V_{1}(\sigma, u, v, \mu, \rho) u+V_{2}(\sigma, u, v, \mu, \rho) v
\end{align*}
$$

where

$$
\begin{aligned}
\mathcal{S}_{0}(\sigma, u, v, \mu, \rho)= & \mathcal{S}\left(\sigma, u+q_{\rho}(\sigma, \mu), v+r_{\rho}(\sigma, \mu), \mu, \rho\right) \\
= & \mu \Sigma(\sigma, \mu, \rho)+S_{1}(\sigma, u, v, \mu, \rho) u+S_{2}(\sigma, u, v, \mu, \rho) v \\
\Sigma(\sigma, \mu, \rho)= & \int_{0}^{1}\left[\frac{\partial \mathcal{S}}{\partial w}\left(\sigma, q_{\rho}(\sigma, s \mu), r_{\rho}(\sigma, s \mu), s \mu, \rho\right) \frac{\partial q_{\rho}}{\partial \mu}(\sigma, s \mu)\right. \\
& +\frac{\partial \mathcal{S}}{\partial z}\left(\sigma, q_{\rho}(\sigma, s \mu), r_{\rho}(\sigma, s \mu), s \mu, \rho\right) \frac{\partial r_{\rho}}{\partial \mu}(\sigma, s \mu) \\
& \left.+\frac{\partial \mathcal{S}}{\partial \mu}\left(\sigma, q_{\rho}(\sigma, s \mu), r_{\rho}(\sigma, s \mu), s \mu, \rho\right)\right] d s
\end{aligned}
$$

$$
\begin{aligned}
& S_{1}(\sigma, u, v, \mu, \rho)=\int_{0}^{1} \frac{\partial \mathcal{S}}{\partial w}\left(\sigma, s u+q_{\rho}(\sigma, \mu), s v+r_{\rho}(\sigma, \mu), \mu, \rho\right) d s \\
& S_{2}(\sigma, u, v, \mu, \rho)=\int_{0}^{1} \frac{\partial \mathcal{S}}{\partial z}\left(\sigma, s u+q_{\rho}(\sigma, \mu), s v+r_{\rho}(\sigma, \mu), \mu, \rho\right) d s
\end{aligned}
$$

and

$$
\begin{aligned}
& \begin{aligned}
U_{1}(\sigma, u, v, \mu, \rho)= & \int_{0}^{1} \\
& \frac{\partial \mathcal{W}}{\partial w}\left(\sigma, s u+q_{\rho}(\sigma, \mu), s v+r_{\rho}(\sigma, \mu), \mu, \rho\right) d s \\
& -\frac{\partial q_{\rho}}{\partial \sigma}(\sigma, \mu) S_{1}(\sigma, u, v, \mu, \rho),
\end{aligned} \\
& \begin{aligned}
U_{2}(\sigma, u, v, \mu, \rho)= & \int_{0}^{1} \frac{\partial \mathcal{W}}{\partial z}\left(\sigma, s u+q_{\rho}(\sigma, \mu), s v+r_{\rho}(\sigma, \mu), \mu, \rho\right) d s \\
& -\frac{\partial q_{\rho}}{\partial \sigma}(\sigma, \mu) S_{2}(\sigma, u, v, \mu, \rho),
\end{aligned} \\
& \begin{aligned}
V_{1}(\sigma, u, v, \mu, \rho)= & \rho \mu \int_{0}^{1} \frac{\partial \mathcal{Z}}{\partial w}\left(\sigma, s u+q_{\rho}(\sigma, \mu), s v+r_{\rho}(\sigma, \mu), \mu, \rho\right) d s
\end{aligned} \\
& \quad-\frac{\partial r_{\rho}}{\partial \sigma}(\sigma, \mu) S_{1}(\sigma, u, v, \mu, \rho),
\end{aligned} \quad \begin{aligned}
V_{2}(\sigma, u, v, \mu, \rho)= & \rho \mu \int_{0}^{1} \frac{\partial \mathcal{Z}}{\partial z}\left(\sigma, s u+q_{\rho}(\sigma, \mu), s v+r_{\rho}(\sigma, \mu), \mu, \rho\right) d s
\end{aligned} \quad-\frac{\partial r_{\rho}}{\partial \sigma}(\sigma, \mu) S_{2}(\sigma, u, v, \mu, \rho) .
$$

Denote by $S_{n}(x, \varepsilon)$ the open ball of radius $\varepsilon$ in $\mathbb{R}^{n}$ centered at $x$. Choose a neighborhood of the origin in $\mathbb{R}^{N_{1}+N_{2}}$, which we call $\mathcal{D}$, such that

$$
\begin{equation*}
\overline{S_{N_{1}}(0, \Delta)} \times \overline{S_{N_{2}}(0, \Delta)}+\overline{\mathcal{D}} \subset F_{1} \times F_{2} \tag{4.2}
\end{equation*}
$$

Then for $\rho \in\left(0, \rho_{0}\right), \mathcal{S}_{0}, U_{1}, U_{2}, V_{1}$, and $V_{2}$ are defined and continuously differentiable in $\mathbb{R}^{N} \times \mathcal{D} \times I$. Choose a positive number $\varepsilon_{0}$ such that

$$
\begin{equation*}
\overline{S_{N_{1}+N_{2}}\left(0, \varepsilon_{0}\right)} \subset \mathcal{D} \tag{4.3}
\end{equation*}
$$

For $\mu \in I, \rho \in\left(0, \rho_{0}\right)$, and $(u, v) \in \overline{S_{N_{1}+N_{2}}\left(0, \varepsilon_{0}\right)}$,

$$
\begin{align*}
& \left\|U_{i}(\sigma, u, v, \mu, \rho)\right\| \leq \lambda_{1}(\rho)+\lambda(\rho) \mu^{k} \Delta, \quad i=1,2  \tag{4.5}\\
& \left\|V_{i}(\sigma, u, v, \mu, \rho)\right\| \leq \lambda_{2}(\rho) \rho \mu+\lambda(\rho) \mu^{k} \Delta, \quad i=1,2 .
\end{align*}
$$

Let

$$
\begin{align*}
& \sigma=\sigma(t)=\sigma\left(t, \sigma^{\star}, u^{\star}, v^{\star}, \mu, \rho\right) \\
& u=u(t)=u\left(t, \sigma^{\star}, u^{\star}, v^{\star}, \mu, \rho\right)  \tag{4.6}\\
& v=v(t)=v\left(t, \sigma^{\star}, u^{\star}, v^{\star}, \mu, \rho\right)
\end{align*}
$$

be the solution of (4.1) with initial value

$$
\begin{aligned}
\sigma\left(0, \sigma^{\star}, u^{\star}, v^{\star}, \mu, \rho\right) & =\sigma^{\star}, \quad u\left(0, \sigma^{\star}, u^{\star}, v^{\star}, \mu, \rho\right)=u^{\star} \\
v\left(0, \sigma^{\star}, u^{\star}, v^{\star}, \mu, \rho\right) & =v^{\star}
\end{aligned}
$$

If $\left(u^{\star}, v^{\star}\right) \in S_{N_{1}+N_{2}}\left(0, \varepsilon_{0}\right)$, there is $t_{1}>0$ such that (4.6) exists and $(u(t), v(t)) \in$ $S_{N_{1}+N_{2}}\left(0, \varepsilon_{0}\right)$ for $t \in\left[0, t_{1}\right)$. Let $u=\Xi\left(t, t_{0}\right)=\Xi\left(t, t_{0}, \sigma^{\star}, u^{\star}, v^{\star}, \mu, \rho\right)$ be the fundamental matrix solution of

$$
\frac{d u}{d t}=A\left(\Omega^{-1} \sigma\left(t, \sigma^{\star}, u^{\star}, v^{\star}, \mu, \rho\right)\right) u, \quad \Xi\left(t_{0}, t_{0}, \sigma^{\star}, u^{\star}, v^{\star}, \mu, \rho\right)=I_{N_{1} \times N_{1}}
$$

We assert that $\Xi\left(t, t_{0}\right)$ decays exponentially as $t$ increases in Lemma 4.1. The proof of this lemma is similar to the one for Lemma 5.8 in the Appendix and is left to the reader.

Lemma 4.1 .

$$
\left\|\Xi\left(t, t_{0}, \sigma^{\star}, u^{\star}, v^{\star}, \mu, \rho\right)\right\| \leq K_{1} e^{-\left[\beta_{1}-H \lambda(\rho) \mu^{k}\right]\left(t-t_{0}\right)} \quad \text { for } t_{0} \leq t
$$

We can write $u(t)$ and $v(t)$ in the form

$$
\left.\begin{array}{rl}
u(t)=\Xi(t, 0) u^{\star}+\int_{0}^{t} \Xi(t, s)[ & U_{1}(\sigma(s), u(s), v(s), \mu, \rho) u(s) \\
& \left.+U_{2}(\sigma(s), u(s), v(s), \mu, \rho) v(s)\right] d s
\end{array}\right\} \begin{aligned}
v(t)=e^{\rho \mu Q t} v^{\star}+\int_{0}^{t} e^{\rho \mu Q(t-s)} & {\left[V_{1}(\sigma(s), u(s), v(s), \mu, \rho) u(s)\right.} \\
& \left.+V_{2}(\sigma(s), u(s), v(s), \mu, \rho) v(s)\right] d s
\end{aligned}
$$

and now (4.4), (4.5), and Lemma 4.1 lead to the estimate

$$
\|u(t)\| \leq K_{1}\left\|u^{\star}\right\| e^{-\left[\beta_{1}-H \lambda(\rho) \mu^{k}\right] t}
$$

$$
\begin{gather*}
\|v(t)\| \leq K_{2}\left\|v^{\star}\right\| e^{-\rho \mu \beta_{2} t}+\int_{0}^{t} K_{2}\left[\lambda_{2}(\rho) \rho \mu+\lambda(\rho) \mu^{k} \Delta\right]  \tag{4.7}\\
\times e^{-\rho \mu \beta_{2}(t-s)}(\|u(s)\|+\|v(s)\|) d s
\end{gather*}
$$

We prove the following two lemmas in order to show that the functions $u(t)$ and $v(t)$, which satisfy (4.7), decay exponentially as $t$ increases when $\mu$ and $\rho$ are sufficiently small.

Lemma 4.2. Suppose that $h$ is a continuous nonnegative function on the closed interval $\left[t_{0}, t_{1}\right]$ such that

$$
h(t) \leq e^{A_{1}\left(t-t_{0}\right)}\left\{B_{1}+C_{1} \int_{t_{0}}^{t} e^{\left(A_{2}-A_{1}\right)\left(s-t_{0}\right)}\left[B_{2}+C_{2} \int_{t_{0}}^{s} e^{-A_{2}\left(\tau-t_{0}\right)} h(\tau) d \tau\right] d s\right\}
$$

for all $t \in\left[t_{0}, t_{1}\right]$, where $A_{i}, B_{i}$, and $C_{i}$ are real numbers and $C_{i} \geq 0$ for $i=1$ and 2 . Then

$$
\begin{equation*}
h(t) \leq e^{\mathcal{R}_{0}\left(t-t_{0}\right)}\left[B_{1}+\left(B_{2} C_{1}-B_{1} r\right) \frac{1-e^{-\mathcal{R}\left(t-t_{0}\right)}}{\mathcal{R}}\right] \quad \text { for all } t \in\left[t_{0}, t_{1}\right] \tag{4.8}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{R} & =\sqrt{\left(A_{2}-A_{1}\right)^{2}+4 C_{1} C_{2}}=\left|A_{2}-A_{1}\right|+2 \mathcal{I} \\
\mathcal{R}_{0} & =\frac{A_{1}+A_{2}+R}{2}=\max \left\{A_{1}, A_{2}\right\}+\mathcal{I} \\
r & =\frac{A_{2}-A_{1}+R}{2}=\frac{A_{2}-A_{1}+\left|A_{2}-A_{1}\right|}{2}+\mathcal{I} \\
\mathcal{I} & =\int_{0}^{1} \frac{C_{1} C_{2} d s}{\sqrt{\left(A_{2}-A_{1}\right)^{2}+4 C_{1} C_{2} s}}
\end{aligned}
$$

Proof. Let

$$
\begin{equation*}
G(t)=B_{1}+C_{1} \int_{t_{0}}^{t} e^{\left(A_{2}-A_{1}\right)\left(s-t_{0}\right)}\left[B_{2}+C_{2} \int_{t_{0}}^{s} e^{-A_{2}\left(\tau-t_{0}\right)} h(\tau) d \tau\right] d s \tag{4.9}
\end{equation*}
$$

Then

$$
\begin{equation*}
h(t) \leq e^{A_{1}\left(t-t_{0}\right)} G(t) . \tag{4.10}
\end{equation*}
$$

On the other hand, $G(t)$ is twice continuously differentiable on $\left(t_{0}, t_{1}\right)$. Moreover,

$$
\begin{equation*}
G^{\prime}(t)=C_{1} e^{\left(A_{2}-A_{1}\right)\left(t-t_{0}\right)}\left[B_{2}+C_{2} \int_{t_{0}}^{t} e^{-A_{2}\left(\tau-t_{0}\right)} h(\tau) d \tau\right] \tag{4.11}
\end{equation*}
$$

Differentiating (4.11) again and using (4.10), we find that

$$
\begin{aligned}
G^{\prime \prime}(t) & =\left(A_{2}-A_{1}\right) G^{\prime}(t)+C_{1} C_{2} e^{-A_{1}\left(t-t_{0}\right)} h(t) \\
& \leq\left(A_{2}-A_{1}\right) G^{\prime}(t)+C_{1} C_{2} G(t)
\end{aligned}
$$

Let

$$
\begin{equation*}
G(t)=e^{r\left(t-t_{0}\right)} H(t) \tag{4.13}
\end{equation*}
$$

Then using (4.12), we obtain

$$
H^{\prime \prime}(t)+\mathcal{R} H^{\prime}(t) \leq 0
$$

It follows that

$$
H^{\prime}(t) \leq H^{\prime}\left(t_{0}\right) e^{-\mathcal{R}\left(t-t_{0}\right)}
$$

and

$$
\begin{equation*}
H(t) \leq H\left(t_{0}\right)+H^{\prime}\left(t_{0}\right) \frac{1-e^{-\mathcal{R}\left(t-t_{0}\right)}}{\mathcal{R}} \tag{4.14}
\end{equation*}
$$

From (4.9) and (4.13), we find that

$$
\begin{equation*}
H\left(t_{0}\right)=G\left(t_{0}\right)=B_{1} . \tag{4.15}
\end{equation*}
$$

From (4.11), (4.13), and (4.15), we obtain

$$
\begin{equation*}
H^{\prime}\left(t_{0}\right)=G^{\prime}\left(t_{0}\right)-r H\left(t_{0}\right)=B_{2} C_{1}-B_{1} r . \tag{4.16}
\end{equation*}
$$

On the other hand, according to (4.10) and (4.13),

$$
\begin{equation*}
h(t) \leq e^{A_{1}\left(t-t_{0}\right)} G(t) \leq e^{\left(A_{1}+r\right)\left(t-t_{0}\right)} H(t) . \tag{4.17}
\end{equation*}
$$

Now (4.8) follows from (4.14), (4.15), (4.16), and (4.17).
Lemma 4.3. Suppose that $h_{1}$ and $h_{2}$ are continuous nonnegative functions on the closed interval $\left[t_{0}, t_{1}\right]$ such that for $t \in\left[t_{0}, t_{1}\right]$,

$$
\begin{aligned}
& h_{1}(t) \leq e^{-a_{1}\left(t-t_{0}\right)}\left\{b_{1}+c_{1} \int_{t_{0}}^{t} e^{a_{1}\left(s-t_{0}\right)}\left[h_{1}(s)+h_{2}(s)\right] d s\right\}, \\
& h_{2}(t) \leq e^{-a_{2}\left(t-t_{0}\right)}\left\{b_{2}+c_{2} \int_{t_{0}}^{t} e^{a_{2}\left(s-t_{0}\right)}\left[h_{1}(s)+h_{2}(s)\right] d s\right\},
\end{aligned}
$$

where $a_{i}, b_{i}$, and $c_{i}$ are real numbers and $c_{i} \geq 0$. Then for $t \in\left[t_{0}, t_{1}\right]$,

$$
\begin{align*}
& h_{1}(t) \leq e^{-R_{0}\left(t-t_{0}\right)}\left[b_{1}+\left(b_{2} c_{1}-b_{1} r_{1}\right) \frac{1-e^{-R\left(t-t_{0}\right)}}{R}\right]  \tag{4.18}\\
& h_{2}(t) \leq e^{-R_{0}\left(t-t_{0}\right)}\left[b_{2}+\left(b_{1} c_{2}-b_{2} r_{2}\right) \frac{1-e^{-R\left(t-t_{0}\right)}}{R}\right] \tag{4.19}
\end{align*}
$$

where

$$
\begin{aligned}
& R=\sqrt{\left[a_{1}-c_{1}-\left(a_{2}-c_{2}\right)\right]^{2}+4 c_{1} c_{2}}=\left|a_{1}-c_{1}-\left(a_{2}-c_{2}\right)\right|+2 \mathcal{I}_{0}, \\
& r_{1}=\frac{a_{1}-c_{1}-\left(a_{2}-c_{2}\right)+R}{2}=\frac{a_{1}-c_{1}-\left(a_{2}-c_{2}\right)+\left|a_{1}-c_{1}-\left(a_{2}-c_{2}\right)\right|}{2}+\mathcal{I}_{0}, \\
& r_{2}=\frac{a_{2}-c_{2}-\left(a_{1}-c_{1}\right)+R}{2}=\frac{a_{2}-c_{2}-\left(a_{1}-c_{1}\right)+\left|a_{1}-c_{1}-\left(a_{2}-c_{2}\right)\right|}{2}+\mathcal{I}_{0}, \\
& R_{0}=a_{1}-c_{1}-r_{1}=a_{2}-c_{2}-r_{2}=\min \left\{a_{1}-c_{1}, a_{2}-c_{2}\right\}-\mathcal{I}_{0}, \\
& \mathcal{I}_{0}=\int_{0}^{1} \frac{c_{1} c_{2} d s}{\sqrt{\left[a_{1}-c_{1}-\left(a_{2}-c_{2}\right)\right]^{2}+4 c_{1} c_{2} s}}
\end{aligned}
$$

Proof. It can easily be shown that $h_{1}$ and $h_{2}$ satisfy

$$
\begin{align*}
& h_{1}(t) \leq e^{-\left(a_{1}-c_{1}\right)\left(t-t_{0}\right)}\left[b_{1}+c_{1} \int_{t_{0}}^{t} e^{\left(a_{1}-c_{1}\right)\left(s-t_{0}\right)} h_{2}(s) d s\right]  \tag{4.20}\\
& h_{2}(t) \leq e^{-\left(a_{2}-c_{2}\right)\left(t-t_{0}\right)}\left[b_{2}+c_{2} \int_{t_{0}}^{t} e^{\left(a_{2}-c_{2}\right)\left(s-t_{0}\right)} h_{1}(s) d s\right] \tag{4.21}
\end{align*}
$$

Substituting (4.21) in (4.20), we obtain

$$
\begin{aligned}
& h_{1}(t) \leq e^{-\left(a_{1}-c_{1}\right)\left(t-t_{0}\right)}\left\{b_{1}+c_{1} \int_{t_{0}}^{t} e^{\left[a_{1}-c_{1}-\left(a_{2}-c_{2}\right)\right]\left(s-t_{0}\right)}\right. \\
&\left.\times\left[b_{2}+c_{2} \int_{t_{0}}^{s} e^{\left(a_{2}-c_{2}\right)\left(\tau-t_{0}\right)} h_{1}(\tau) d \tau\right] d s\right\}
\end{aligned}
$$

Set

$$
A_{i}=-\left(a_{i}-c_{i}\right), \quad B_{i}=b_{i}, \quad C_{i}=c_{i}, \quad i=1,2 .
$$

Now (4.18) follows from Lemma 4.2. A similar argument leads to (4.19).
We set

$$
\begin{align*}
& a_{1}=\beta_{1}-\lambda(\rho) \mu^{k}\left(2 \mu \Delta+1+\varepsilon_{0}\right) H, \quad b_{1}=K_{1}\left\|u^{\star}\right\|, \\
& c_{1}=K_{1}\left[\lambda_{1}(\rho)+\lambda(\rho) \mu^{k} \Delta\right],  \tag{4.22}\\
& a_{2}=\rho \mu \beta_{2}, \quad b_{2}=K_{2}\left\|v^{\star}\right\|, \\
& c_{2}=K_{2}\left[\lambda_{2}(\rho) \rho \mu+\lambda(\rho) \mu^{k} \Delta\right] .
\end{align*}
$$

Then for all sufficiently small $\rho>0, a_{1}-c_{1}-\left(a_{2}-c_{2}\right)$ is positive and bounded away from zero for all $\mu \in I$ uniformly. $R_{0}$ now becomes

$$
\begin{equation*}
R_{0}=a_{2}-c_{2}-c_{1} c_{2} \int_{0}^{1} \frac{d s}{\sqrt{\left[a_{1}-c_{1}-\left(a_{2}-c_{2}\right)\right]^{2}+4 c_{1} c_{2} s}} \tag{4.23}
\end{equation*}
$$

Since

$$
\begin{aligned}
a_{2}-c_{2} & =\rho \mu\left\{\beta_{2}-K_{2}\left[\lambda_{2}(\rho)+\frac{\lambda(\rho)}{\rho} \mu^{k-1} \Delta\right]\right\}, \\
c_{1} c_{2} & =\rho \mu K_{1} K_{2}\left[\lambda_{1}(\rho)+\lambda(\rho) \mu^{k} \Delta\right]\left[\lambda_{2}(\rho)+\frac{\lambda(\rho)}{\rho} \mu^{k-1} \Delta\right],
\end{aligned}
$$

and the integral in (4.23) is bounded, there is a $\alpha_{d}>0$ such that for all small $\rho>0$, $R_{0}$ defined by (4.22) and (4.23) satisfies

$$
\begin{equation*}
R_{0}>\rho \mu \alpha_{d} \tag{4.24}
\end{equation*}
$$

for all $\mu \in I$. On the other hand,

$$
\begin{aligned}
b_{1}+ & b_{2}+\left(b_{2} c_{1}-b_{1} r_{1}+b_{1} c_{2}-b_{2} r_{2}\right) \frac{1-e^{-R t}}{R} \\
& =b_{1}\left[1+\left(c_{2}-r_{1}\right) \frac{1-e^{-R t}}{R}\right]+b_{2}\left[1+\left(c_{1}-r_{2}\right) \frac{1-e^{-R t}}{R}\right] \\
& =\left\|u^{\star}\right\| K_{1}\left[1+\left(c_{2}-r_{1}\right) \frac{1-e^{-R t}}{R}\right]+\left\|v^{\star}\right\| K_{2}\left[1+\left(c_{1}-r_{2}\right) \frac{1-e^{-R t}}{R}\right] .
\end{aligned}
$$

It is easily seen that there is $L_{1}>0$ such that for all small $\rho>0$,
(4.25) $\max \left\{K_{1}\left[1+\left(c_{2}-r_{1}\right) \frac{1-e^{-R t}}{R}\right], K_{2}\left[1+\left(c_{1}-r_{2}\right) \frac{1-e^{-R t}}{R}\right]\right\} \leq L_{1}$
for all $\mu \in I$ and $t \geq 0$. It follows from Lemma 4.3 that

$$
\begin{align*}
\|u(t)\|+\|v(t)\| & \leq e^{-R_{0} t}\left[b_{1}+b_{2}+\left(b_{2} c_{1}-b_{1} r_{1}+b_{1} c_{2}-b_{2} r_{2}\right) \frac{1-e^{-R t}}{R}\right]  \tag{4.26}\\
& \leq L_{1}\left(\left\|u^{\star}\right\|+\left\|v^{\star}\right\|\right) e^{-\rho \mu \alpha_{d} t} .
\end{align*}
$$

For all sufficiently small $\rho>0$, if

$$
\begin{aligned}
\left(u^{\star}, v^{\star}\right) & \in S_{N_{1}+N_{2}}\left(0, \frac{\varepsilon_{0}}{L_{1}}\right), \\
(u(t), v(t)) & \in S_{N_{1}+N_{2}}\left(0, \varepsilon_{0}\right) \quad \text { for all } t \in\left[0, t_{1}\right) .
\end{aligned}
$$

For such $u^{\star}$ and $v^{\star}, \sigma(t), u(t)$, and $v(t)$ exist and (4.26) is valid for all $t \in[0, \infty)$ (cf. [10]). In particular $u(t)$ and $v(t)$ decay exponentially. We summarize this result in terms of solutions of (1.8) in Proposition 4.4.

## Proposition 4.4. Suppose that

$$
\begin{align*}
& \sigma=\sigma(t) \\
& w=\sigma\left(t, \sigma^{\star}, w^{\star}, z^{\star}, \mu, \rho\right),  \tag{4.27}\\
& z=z(t)=w\left(t, \sigma^{\star}, w^{\star}, z^{\star}, \mu, \rho\right) \\
& z\left(t, \sigma^{\star}, w^{\star}, z^{\star}, \mu, \rho\right)
\end{align*}
$$

is the solution of (1.8) with the initial value

$$
\begin{align*}
& \sigma\left(0, \sigma^{\star}, w^{\star}, z^{\star}, \mu, \rho\right)=\sigma^{\star}, \quad w\left(0, \sigma^{\star}, w^{\star}, z^{\star}, \mu, \rho\right)=w^{\star}  \tag{4.28}\\
& z\left(0, \sigma^{\star}, w^{\star}, z^{\star}, \mu, \rho\right)=z^{\star}
\end{align*}
$$

Then there are positive constants $\rho_{d}, \alpha_{d}, \varepsilon_{d}$, and $L_{1}$ such that for all $0<\rho<\rho_{d}$, if

$$
\left\|w^{\star}-q_{\rho}\left(\sigma^{\star}, \mu\right)\right\|+\left\|z^{\star}-r_{\rho}\left(\sigma^{\star}, \mu\right)\right\|<\varepsilon_{d}
$$

then (4.27) exists for all $t \geq 0$ and

$$
\begin{align*}
& \left\|w(t)-q_{\rho}(\sigma(t), \mu)\right\|+\left\|z(t)-r_{\rho}(\sigma(t), \mu)\right\|  \tag{4.29}\\
& \quad \leq L_{1}\left(\left\|w^{\star}-q_{\rho}\left(\sigma^{\star}, \mu\right)\right\|+\left\|z^{\star}-r_{\rho}\left(\sigma^{\star}, \mu\right)\right\|\right) e^{-\rho \mu \alpha_{d} t} .
\end{align*}
$$

Proposition 4.4 now enables us to determine the asymptotic behavior of solutions of (1.4) near the invariant torus defined by (2.14). Let $\mathcal{F}_{\delta}$ denote the set of all points $\left(x_{0}, x_{1}, \cdots, x_{N}\right)$ in $\mathbb{R}^{M+N_{2}}$ given by

$$
\begin{align*}
& x_{i}^{\star}=\eta_{i}\left(\omega_{i}^{-1} \sigma_{i}^{\star}\right)+\rho^{\kappa} \mu^{\nu} \Phi_{i}\left(\omega_{i}^{-1} \sigma_{i}^{\star}\right) w_{i}^{\star}, \quad i=1, \cdots, N, \\
& x_{0}^{\star}=z^{\star}+a\left(\Omega^{-1} \sigma^{\star}, \epsilon_{0} \rho \mu\right) \quad \text { for } 0 \leq \sigma_{i}^{\star}<2 \pi \text { and }\left\|y^{\star}\right\|+\left\|z^{\star}\right\|<\frac{\varepsilon_{d}}{2}, \tag{4.30}
\end{align*}
$$

where the relationship between $\delta, \rho, \mu, \kappa$, and $\nu$ is given by (2.9) and (2.11). Then $\mathcal{F}_{\delta}$ is a neighborhood of the unperturbed torus defined by (1.6). In view of (3.10) and (3.12), we may assume that for $\rho \in\left(0, \rho_{d}\right)$ and $\mu \in I$,

$$
\left\|q_{\rho}(\sigma, \mu)\right\|+\left\|r_{\rho}(\sigma, \mu)\right\|<\frac{\varepsilon_{d}}{2} \quad \text { for all } \sigma \in \mathbb{R}^{N}
$$

We will show that when $\delta>0$ is sufficiently small, the solution of (1.4) through any point in $\mathcal{F}_{\delta}$ is attracted to the invariant torus defined by (2.14). Let

$$
\begin{equation*}
x_{i}=\phi_{i}(t)=\phi_{i}\left(t, x_{0}^{\star}, x_{1}^{\star}, \cdots, x_{N}^{\star}, \delta\right), \quad i=0, \cdots, N \tag{4.31}
\end{equation*}
$$

be the solution of (1.4) with the initial value

$$
\begin{equation*}
\phi_{i}\left(0, x_{0}^{\star}, x_{1}^{\star}, \cdots, x_{N}^{\star}, \delta\right)=x_{i}^{\star}, \quad i=0, \cdots, N . \tag{4.32}
\end{equation*}
$$

Let

$$
L_{2}=\max _{1 \leq i \leq N} \sup _{0 \leq \theta_{i} \leq T_{i}}\left\{\left\|\Phi_{i}\left(\theta_{i}\right)\right\|\right\}
$$

If $x_{i}^{\star}, i=0, \cdots, N$, are given by (4.30), then

$$
\begin{aligned}
& \phi_{i}(t)=\eta_{i}\left(\omega_{i}^{-1} \sigma_{i}(t)\right)+\rho^{\kappa} \mu^{\nu} \Phi_{i}\left(\omega_{i}^{-1} \sigma_{i}(t)\right) w_{i}(t), \quad i=1, \cdots, N, \\
& \phi_{0}(t)=z(t)+a\left(\Omega^{-1} \sigma(t), \epsilon_{0} \rho \mu\right)
\end{aligned}
$$

where $\sigma=\sigma(t), w=w(t), z=z(t)$, defined in (4.27) and (4.28), is the solution of (2.12) with $\mu=\delta^{1-p} / \rho$. It follows that

$$
\begin{aligned}
& \sum_{i=1}^{N} \| \phi_{i}(t)-\left[\eta_{i}\left(\omega_{i}^{-1} \sigma_{i}(t)\right)+\rho^{\kappa} \mu^{\nu} \Phi_{i}\left(\omega_{i}^{-1} \sigma_{i}(t)\right) q_{\rho, i}(\sigma(t), \mu)\right] \| \\
&+\left\|\phi_{0}(t)-\left[r_{\rho}(\sigma(t), \mu)+a\left(\Omega^{-1} \sigma(t), \epsilon_{0} \rho \mu\right)\right]\right\| \\
& \leq \rho^{\kappa} \mu^{\nu} L_{2} \sum_{i=1}^{N}\left\|w_{i}(t)-q_{\rho, i}(\sigma(t), \mu)\right\|+\left\|z(t)-r_{\rho}(\sigma(t), \mu)\right\| \\
& \leq\left(\rho^{\kappa} \mu^{\nu} L_{2}+1\right)\left(\left\|w(t)-q_{\rho}(\sigma(t), \mu)\right\|+\left\|z(t)-r_{\rho}(\sigma(t), \mu)\right\|\right) \\
& \leq\left(\rho^{\kappa} \mu^{\nu} L_{2}+1\right) L_{1}\left(\left\|w^{\star}-q_{\rho}\left(\sigma^{\star}, \mu\right)\right\|+\left\|z^{\star}-r_{\rho}\left(\sigma^{\star}, \mu\right)\right\|\right) e^{-\rho \mu \alpha_{d} t}
\end{aligned}
$$

We summarize this result in Theorem 4.5.
Theorem 4.5. Under Assumption 1.1 with $1-1 / k \leq p<1$, there are positive numbers $\delta_{d}, \varepsilon_{d}, \alpha_{d}$, and $L_{d}$ with the following properties. We define a region $\mathcal{F}_{\delta}$ by (4.30). Then $\mathcal{F}_{\delta}$ is a neighborhood of the unperturbed torus defined by (1.7). For $0<\delta \leq \delta_{d}$ the solution of (1.4) through a point in $\mathcal{F}_{\delta}$ is attracted to the invariant torus defined by (2.14) in the following sense.

$$
\begin{align*}
& \sum_{i=1}^{N}\left\|\phi_{i}(t)-\left[\eta_{i}\left(\omega_{i}^{-1} \sigma_{i}(t)\right)+\rho^{\kappa} \mu^{\nu} \Phi_{i}\left(\omega_{i}^{-1} \sigma_{i}(t)\right) q_{\rho, i}(\sigma(t), \mu)\right]\right\| \\
& +\left\|\phi_{0}(t)-\left[r_{\rho}(\sigma(t), \mu)+a\left(\Omega^{-1} \sigma(t), \epsilon_{0} \rho \mu\right)\right]\right\|  \tag{4.33}\\
& \quad \leq L_{d}\left(\left\|w^{\star}-q_{\rho}\left(\sigma^{\star}, \mu\right)\right\|+\left\|z^{\star}-r_{\rho}\left(\sigma^{\star}, \mu\right)\right\|\right) e^{-\rho \mu \alpha_{d} t} .
\end{align*}
$$

In (4.33), $\phi_{i}(t), i=0, \cdots, N$, are the solutions of (1.4) defined in (4.31) and (4.32). $\sigma(t), w(t)$, and $z(t)$ are the solutions of (2.12) defined in (4.27) and (4.28). Here the relationship between $x_{i}^{\star}, i=0, \cdots, N$, and $\left(\sigma^{\star}, y^{\star}, z^{\star}\right)$ is given in (4.30). ( $q_{\rho}, r_{\rho}$ ) is an integral manifold of (2.12) that defines an invariant torus of (1.4) via (2.14).

Next we study the behavior of solutions of (1.9) near the integral manifold $w=$ $q_{\mu}(\sigma), z=r_{\mu}(\sigma)$. Let

$$
\begin{aligned}
& w=u+q_{\mu}(\sigma) \\
& z=v+r_{\mu}(\sigma)
\end{aligned}
$$

Then (1.9) becomes

$$
\begin{align*}
& \frac{d \sigma}{d t}=\omega+\mathcal{S}_{0}(\sigma, u, v, \mu) \\
& \frac{d u}{d t}=A\left(\Omega^{-1} \sigma\right) u+U_{1}(\sigma, u, v, \mu) u+U_{2}(\sigma, u, v, \mu) v  \tag{4.34}\\
& \frac{d v}{d t}=\mu Q v+V_{1}(\sigma, u, v, \mu) u+V_{2}(\sigma, u, v, \mu) v
\end{align*}
$$

where

$$
\begin{aligned}
\mathcal{S}_{0}(\sigma, u, v, \mu) & =\mathcal{S}\left(\sigma, u+q_{\mu}(\sigma), v+r_{\mu}(\sigma), \mu\right) \\
& =\Sigma(\sigma, \mu)+S_{1}(\sigma, u, v, \mu) u+S_{2}(\sigma, u, v, \mu) v \\
\Sigma(\sigma, \mu) & =\mathcal{S}\left(\sigma, q_{\mu}(\sigma), r_{\mu}(\sigma), \mu\right) \\
S_{1}(\sigma, u, v, \mu) & =\int_{0}^{1} \frac{\partial S}{\partial w}\left(\sigma, s u+q_{\mu}(\sigma), s v+r_{\mu}(\sigma), \mu\right) d s \\
S_{2}(\sigma, u, v, \mu) & =\int_{0}^{1} \frac{\partial S}{\partial z}\left(\sigma, s u+q_{\mu}(\sigma), s v+r_{\mu}(\sigma), \mu\right) d s
\end{aligned}
$$

and

$$
\begin{aligned}
& U_{1}(\sigma, u, v, \mu)=\int_{0}^{1} \frac{\partial \mathcal{W}}{\partial w}\left(\sigma, s u+q_{\mu}(\sigma), s v+r_{\mu}(\sigma), \mu\right) d s-\frac{\partial q_{\mu}}{\partial \sigma}(\sigma) S_{1}(\sigma, u, v, \mu) \\
& U_{2}(\sigma, u, v, \mu)=\int_{0}^{1} \frac{\partial \mathcal{W}}{\partial z}\left(\sigma, s u+q_{\mu}(\sigma), s v+r_{\mu}(\sigma), \mu\right) d s-\frac{\partial q_{\mu}}{\partial \sigma}(\sigma) S_{2}(\sigma, u, v, \mu) \\
& V_{1}(\sigma, u, v, \mu)=\mu \int_{0}^{1} \frac{\partial \mathcal{Z}}{\partial w}\left(\sigma, s u+q_{\mu}(\sigma), s v+r_{\mu}(\sigma), \mu\right) d s-\frac{\partial r_{\mu}}{\partial \sigma}(\sigma) S_{1}(\sigma, u, v, \mu) \\
& V_{2}(\sigma, u, v, \mu)=\mu \int_{0}^{1} \frac{\partial \mathcal{Z}}{\partial z}\left(\sigma, s u+q_{\mu}(\sigma), s v+r_{\mu}(\sigma), \mu\right) d s-\frac{\partial r_{\mu}}{\partial \sigma}(\sigma) S_{2}(\sigma, u, v, \mu)
\end{aligned}
$$

Choose a neighborhood of the origin $\mathcal{D}$ in $\mathbb{R}^{N_{1}+N_{2}}$ that satisfies (4.2). Then for $\mu \in I, \mathcal{S}_{0}, U_{1}, U_{2}, V_{1}$, and $V_{2}$ are defined and continuously differentiable in $\mathbb{R}^{N} \times \mathcal{D}$. Choose a positive number $\varepsilon_{0}$ that satisfies (4.3). For $\mu \in I$ and $(u, v) \in \overline{S_{N_{1}+N_{2}}\left(0, \varepsilon_{0}\right)}$,

$$
\begin{array}{rlr}
\left\|\mathcal{S}_{0}(\sigma, u, v, \mu)\right\| & \leq \lambda(\mu) \\
\left\|U_{i}(\sigma, u, v, \mu)\right\| & \leq \lambda_{1}(\mu)+\lambda(\mu) \Delta, & i=1,2  \tag{4.36}\\
\left\|V_{i}(\sigma, u, v, \mu)\right\| & \leq \lambda_{2}(\mu) \mu+\lambda(\mu) \Delta, & i=1,2
\end{array}
$$

Let

$$
\begin{aligned}
& \sigma=\sigma(t)=\sigma\left(t, \sigma^{\star}, u^{\star}, v^{\star}, \mu\right), \\
& u=u(t)=u\left(t, \sigma^{\star}, u^{\star}, v^{\star}, \mu\right), \\
& v=v(t)=v\left(t, \sigma^{\star}, u^{\star}, v^{\star}, \mu\right)
\end{aligned}
$$

be the solution of (4.34) with initial value

$$
\sigma\left(0, \sigma^{\star}, u^{\star}, v^{\star}, \mu\right)=\sigma^{\star}, \quad u\left(0, \sigma^{\star}, u^{\star}, v^{\star}, \mu\right)=u^{\star}, \quad v\left(0, \sigma^{\star}, u^{\star}, v^{\star}, \mu\right)=v^{\star} .
$$

If $\left(u^{\star}, v^{\star}\right) \in S_{N_{1}+N_{2}}\left(0, \varepsilon_{0}\right)$, there is $t_{1}>0$ such that (4.37) exists and $(u(t), v(t)) \in$ $S_{N_{1}+N_{2}}\left(0, \varepsilon_{0}\right)$ for $t \in\left[0, t_{1}\right)$. Let $u=\Xi\left(t, t_{0}\right)=\Xi\left(t, t_{0}, \sigma^{\star}, u^{\star}, v^{\star}, \mu\right)$ be the fundamental matrix solution of

$$
\begin{aligned}
& \frac{d u}{d t}=A\left(\Omega^{-1} \sigma\left(t, \sigma^{\star}, u^{\star}, v^{\star}, \mu\right)\right) u \\
& \Xi\left(t_{0}, t_{0}, \sigma^{\star}, u^{\star}, v^{\star}, \mu\right)=I_{N_{1} \times N_{1}}
\end{aligned}
$$

We may assume without loss of generality that for $\mu \in I$,

$$
\lambda(\mu)<\omega_{i}, \quad i=1, \cdots, N
$$

It is shown in Lemma 4.6 that $\Xi\left(t, t_{0}\right)$ decays exponentially as $t$ increases. Again its proof is similar to the one in Lemma 5.8 and is left to the reader.

Lemma 4.6.

$$
\left\|\Xi\left(t, t_{0}, \sigma^{\star}, u^{\star}, v^{\star}, \mu\right)\right\| \leq K_{1} e^{-\left[\beta_{1}-\lambda(\mu) H\right]\left(t-t_{0}\right)} \quad \text { for } t_{0} \leq t
$$

Write $u(t)$ and $v(t)$ in the form

$$
\begin{aligned}
u(t)=\Xi(t, 0) u^{\star}+\int_{0}^{t} \Xi(t, s)[ & U_{1}(\sigma(s), u(s), v(s), \mu) u(s) \\
& \left.+U_{2}(\sigma(s), u(s), v(s), \mu) v(s)\right] d s
\end{aligned} \quad \begin{aligned}
v(t)=e^{\mu Q t} v^{\star}+\int_{0}^{t} e^{\mu Q(t-s)} & {\left[V_{1}(\sigma(s), u(s), v(s), \mu) u(s)\right.} \\
& \left.+V_{2}(\sigma(s), u(s), v(s), \mu) v(s)\right] d s .
\end{aligned}
$$

Equations (4.36), (4.37), and Lemma 4.6 lead to

$$
\begin{aligned}
\|u(t)\| & \leq K_{1}\left\|u^{\star}\right\| e^{-\left[\beta_{1}-\lambda(\mu) H\right] t} \\
& +\int_{0}^{t} K_{1}\left[\lambda_{1}(\mu)+\lambda(\mu) \Delta\right] e^{-\left[\beta_{1}-\lambda(\mu) H\right](t-s)}(\|u(s)\|+\|v(s)\|) d s \\
\|v(t)\| & \leq K_{2}\left\|v^{\star}\right\| e^{-\mu \beta_{2} t}+\int_{0}^{t} K_{2}\left[\lambda_{2}(\mu) \mu+\lambda(\mu) \Delta\right] e^{-\mu \beta_{2}(t-s)}(\|u(s)\|+\|v(s)\|) d s .
\end{aligned}
$$

Now let

$$
\begin{aligned}
a_{1} & =\beta_{1}-\lambda(\mu) H, \quad b_{1}=K_{1}\left\|u^{\star}\right\|, \\
c_{1} & =K_{1}\left[\lambda_{1}(\mu)+\lambda(\mu) \Delta\right], \\
a_{2} & =\mu \beta_{2}, \quad b_{2}=K_{2}\left\|v^{\star}\right\|, \\
c_{2} & =K_{2}\left[\lambda_{2}(\mu) \mu+\lambda(\mu) \Delta\right] .
\end{aligned}
$$

Then using an argument similar to the one leading to (4.24) and (4.25), we conclude that there is a $\tilde{\alpha}_{d}>0$ such that for all small $\mu>0, R_{0}$ defined by (4.23) and (4.38) satisfies

$$
R_{0}>\mu \tilde{\alpha}_{d}
$$

for all $\mu \in I$, and that there is $\widetilde{L}_{1}>0$ such that for all small $\mu>0$,

$$
\max \left\{K_{1}\left[1+\left(c_{2}-r_{1}\right) \frac{1-e^{-R t}}{R}\right], K_{2}\left[1+\left(c_{1}-r_{2}\right) \frac{1-e^{-R t}}{R}\right]\right\} \leq \widetilde{L}_{1}
$$

for all $t \geq 0$. It follows from Lemma 4.3 that

$$
\begin{align*}
\|u(t)\|+\|v(t)\| & \leq e^{-R_{0} t}\left[b_{1}+b_{2}+\left(b_{2} c_{1}-b_{1} r_{1}+b_{1} c_{2}-b_{2} r_{2}\right) \frac{1-e^{-R t}}{R}\right]  \tag{4.39}\\
& \leq \widetilde{L}_{1}\left(\left\|u^{\star}\right\|+\left\|v^{\star}\right\|\right) e^{-\mu \tilde{\alpha}_{d} t}
\end{align*}
$$

For all sufficiently small $\rho>0$, if

$$
\begin{aligned}
\left(u^{\star}, v^{\star}\right) & \in S_{N_{1}+N_{2}}\left(0, \frac{\varepsilon_{0}}{\widetilde{L}_{1}}\right) \\
(u(t), v(t)) & \in S_{N_{1}+N_{2}}\left(0, \varepsilon_{0}\right) \quad \text { for all } t \in\left[0, t_{1}\right) .
\end{aligned}
$$

For such $u^{\star}$ and $v^{\star}, \sigma(t), u(t)$, and $v(t)$ exist and (4.39) is valid for all $t \in[0, \infty)$ (cf. [10]). In particular $u(t)$ and $v(t)$ decay exponentially. We summarize this result in Proposition 4.7.

Proposition 4.7. Suppose that

$$
\begin{align*}
& \sigma=\sigma(t) \\
& w=\sigma\left(t, \sigma^{\star}, w^{\star}, z^{\star}, \mu\right)  \tag{4.40}\\
& z=z(t)=w\left(t, \sigma^{\star}, w^{\star}, z^{\star}, \mu\right) \\
& z\left(t, \sigma^{\star}, w^{\star}, z^{\star}, \mu\right)
\end{align*}
$$

is the solution of (1.9) with the initial value

$$
\begin{align*}
& \sigma\left(0, \sigma^{\star}, w^{\star}, z^{\star}, \mu\right)=\sigma^{\star} \\
& w\left(0, \sigma^{\star}, w^{\star}, z^{\star}, \mu\right)=w^{\star}  \tag{4.41}\\
& z\left(0, \sigma^{\star}, w^{\star}, z^{\star}, \mu\right)=z^{\star}
\end{align*}
$$

Then there are positive constants $\mu_{d}, \tilde{\alpha}_{d}, \tilde{\varepsilon}_{d}$, and $\widetilde{L}_{1}$ such that for all $\mu \in \mu_{d}$, if

$$
\left\|w^{\star}-q_{\mu}\left(\sigma^{\star}\right)\right\|+\left\|z^{\star}-r_{\mu}\left(\sigma^{\star}\right)\right\|<\tilde{\varepsilon}_{d}
$$

then (4.40) exists for all $t \geq 0$ and

$$
\begin{aligned}
& \left\|w(t)-q_{\mu}(\sigma(t))\right\|+\left\|z(t)-r_{\mu}(\sigma(t))\right\| \\
& \quad \leq \widetilde{L}_{1}\left(\left\|w^{\star}-q_{\mu}\left(\sigma^{\star}\right)\right\|+\left\|z^{\star}-r_{\mu}\left(\sigma^{\star}\right)\right\|\right) e^{-\mu \tilde{\alpha}_{d} t}
\end{aligned}
$$

Next we study the behavior of solutions of (1.4) near the invariant torus defined by (2.15). Let $\widetilde{\mathcal{F}}_{\delta}$ denote the set of all points $\left(x_{0}, x_{1}, \cdots, x_{N}\right)$ in $\mathbb{R}^{M+N_{2}}$ given by

$$
\begin{align*}
& x_{i}^{\star}=\eta_{i}\left(\omega_{i}^{-1} \sigma_{i}^{\star}\right)+\mu^{\varsigma} \Phi_{i}\left(\omega_{i}^{-1} \sigma_{i}^{\star}\right) w_{i}^{\star}, \quad i=1, \cdots, N \\
& x_{0}^{\star}=z^{\star}+a\left(\Omega^{-1} \sigma^{\star}, \epsilon_{0} \mu\right) \quad \text { for } 0 \leq \sigma_{i}^{\star}<2 \pi \text { and }\left\|y^{\star}\right\|+\left\|z^{\star}\right\|<\frac{\tilde{\varepsilon}_{d}}{2} \tag{4.42}
\end{align*}
$$

where the relationship between $\delta, \mu, \zeta$, and $\nu$ is given by (2.10) and (2.11). Then $\widetilde{\mathcal{F}}_{\delta}$ is a neighborhood of the unperturbed torus defined by (1.6). In view of (3.10) and (3.12), we may assume that for a sufficiently small $\delta>0$,

$$
\left\|q_{\mu}(\sigma)\right\|+\left\|r_{\mu}(\sigma)\right\|<\frac{\tilde{\varepsilon}_{d}}{2} \quad \text { for all } \sigma \in \mathbb{R}^{N}
$$

We will show that the solution of (1.4) through any point in $\widetilde{\mathcal{F}}_{\delta}$ is attracted to the invariant torus. Consider the solution of (1.4) defined in (4.31) and (4.32). If $x_{i}^{\star}$, $i=0, \cdots, N$, are given by (4.42), then

$$
\begin{aligned}
& \phi_{i}(t)=\eta_{i}\left(\omega_{i}^{-1} \sigma_{i}(t)\right)+\mu^{\zeta} \Phi_{i}\left(\omega_{i}^{-1} \sigma_{i}(t)\right) w_{i}(t), \quad i=1, \cdots, N \\
& \phi_{0}(t)=z(t)+a\left(\Omega^{-1} \sigma(t), \epsilon_{0} \mu\right)
\end{aligned}
$$

and it follows that

$$
\begin{aligned}
& \sum_{i=1}^{N}\left\|\phi_{i}(t)-\left[\eta_{i}\left(\omega_{i}^{-1} \sigma_{i}(t)\right)+\mu^{\zeta} \Phi_{i}\left(\omega_{i}^{-1} \sigma_{i}(t)\right) q_{\mu, i}(\sigma(t))\right]\right\| \\
& \quad+\left\|\phi_{0}(t)-\left[r_{\mu}(\sigma(t))+a\left(\Omega^{-1} \sigma(t), \epsilon_{0} \mu\right)\right]\right\| \\
& \leq \mu^{\zeta} L_{2} \sum_{i=1}^{N}\left\|w_{i}(t)-q_{\mu, i}(\sigma(t))\right\|+\left\|z(t)-r_{\mu}(\sigma(t))\right\| \\
& \leq\left(\mu^{\zeta} L_{2}+1\right)\left(\left\|w(t)-q_{\mu}(\sigma(t))\right\|+\left\|z(t)-r_{\mu}(\sigma(t))\right\|\right) \\
& \leq\left(\mu^{\zeta} L_{2}+1\right) \widetilde{L}_{1}\left(\left\|w^{\star}-q_{\mu}\left(\sigma^{\star}\right)\right\|+\left\|z^{\star}-r_{\mu}\left(\sigma^{\star}\right)\right\|\right) e^{-\mu \tilde{\alpha}_{d} t}
\end{aligned}
$$

We summarize this result in Theorem 4.8.
Theorem 4.8. Under Assumption 1.1 with $0<p<1$, there are positive numbers $\tilde{\delta}_{d}, \tilde{\varepsilon}_{d}, \tilde{\alpha}_{d}$, and $\widetilde{L}_{d}$ with the following properties. We define a region $\widetilde{\mathcal{F}}_{\delta}$ by (4.42). Then $\widetilde{\mathcal{F}}_{\delta}$ is a neighborhood of the unperturbed torus defined by (1.7). For $0<\delta \leq \tilde{\delta}_{d}$ the solution of (1.4) through a point in $\widetilde{\mathcal{F}}_{\delta}$ is attracted to the invariant torus defined by (2.15) in the following sense.

$$
\begin{align*}
& \sum_{i=1}^{N}\left\|\phi_{i}(t)-\left[\eta_{i}\left(\omega_{i}^{-1} \sigma_{i}(t)\right)+\mu^{\zeta} \Phi_{i}\left(\omega_{i}^{-1} \sigma_{i}(t)\right) q_{\mu, i}(\sigma(t))\right]\right\| \\
& +\left\|\phi_{0}(t)-\left[r_{\mu}(\sigma(t))+a\left(\Omega^{-1} \sigma(t), \epsilon_{0} \mu\right)\right]\right\|  \tag{4.43}\\
& \quad \leq \widetilde{L}_{d}\left(\left\|w^{\star}-q_{\mu}\left(\sigma^{\star}\right)\right\|+\left\|z^{\star}-r_{\mu}\left(\sigma^{\star}\right)\right\|\right) e^{-\mu \tilde{\alpha}_{d} t}
\end{align*}
$$

In (4.43), $\phi_{i}(t), i=0, \cdots, N$, are the solutions of (1.4) defined in (4.31) and (4.32). $\sigma(t), w(t)$, and $z(t)$ are the solutions of (1.9) defined in (4.40) and (4.41). Here the relationship between $x_{i}^{\star}, i=0, \cdots, N$, and ( $\sigma^{\star}, y^{\star}, z^{\star}$ ) is given in (4.42). ( $q_{\mu}, r_{\mu}$ ) is an integral manifold of (2.13) that defines an invariant torus of (1.4) via (2.15).

## 5. Appendix.

5.1. Properties of flows along periodic surfaces. In this Appendix we will prove a number of technical lemmas that are used to prove the existence of integral manifolds in $\S 3$. Specifically, in Lemmas 5.1-5.11, we will develop several properties of $\phi\left(t, \sigma^{0}, \mu, q, r, \rho\right)$ and $\Lambda\left(t, t_{0}, \sigma^{0}, \mu, q, r, \rho\right)$, which are defined as solutions of (3.1) and (3.2), respectively, under Assumption 2.1(a)-(e). These properties are used in the existence proofs for (1.8). Similar results for $\phi\left(t, \sigma^{0}, q, r, \mu\right)$ and $\Lambda\left(t, t_{0}, \sigma^{0}, q, r, \mu\right)$, defined as solutions of (3.18) and (3.19), respectively, under Assumption 2.1(a-c) and (f) are stated in Property 5.13 and they will be applied to (1.9).

Choose $\Delta$ such that

$$
\overline{S_{N_{i}}(0, \Delta)} \subset F_{i}, \quad i=1,2 .
$$

Recall that $\phi\left(t, \sigma^{0}, \mu, q, r, \rho\right)$ is a solution of (3.1) where $\mathcal{S}$ satisfies Assumption 2.1(e) and $(q, r) \in B_{\Delta}^{k}\left(\mathbb{R}^{N} \times I, \mathbb{R}^{N_{1}}\right) \times B_{\Delta}^{k}\left(\mathbb{R}^{N} \times I, \mathbb{R}^{N_{2}}\right)$. For the following Lemmas 5.15.11 assume that $(q, r),\left(q_{1}, r_{1}\right),\left(q_{2}, r_{2}\right) \in B_{\Delta}^{k}\left(\mathbb{R}^{N} \times I, \mathbb{R}^{N_{1}}\right) \times B_{\Delta}^{k}\left(\mathbb{R}^{N} \times I, \mathbb{R}^{N_{2}}\right)$. The proof of Lemma 5.1 is left to the reader.

Lemma 5.1. For each $\rho \in I_{1}, \phi\left(t, \sigma^{0}, \mu, q, r, \rho\right)$ exists for all $t \in \mathbb{R}, \sigma^{0} \in \mathbb{R}^{N}$, and $\mu \in I$, and it is $k$-times continuously differentiable with respect to $t, \sigma^{0}$, and $\mu$. Moreover, for $i=1, \cdots, N$,

$$
\phi\left(t, \sigma^{0}+2 \pi e^{i}, \mu, q, r, \rho\right)=\phi\left(t, \sigma^{0}, \mu, q, r, \rho\right)+2 \pi e^{i} .
$$

Define

$$
\Upsilon\left(t, s, \sigma^{0}, \mu, q, r, \rho\right)=\frac{\partial \phi}{\partial \sigma^{0}}\left(t, \sigma^{0}, \mu, q, r, \rho\right) \frac{\partial \phi^{-1}}{\partial \sigma^{0}}\left(s, \sigma^{0}, \mu, q, r, \rho\right) .
$$

Lemma 5.2. For all $t, s \in \mathbb{R}$,

$$
\begin{equation*}
\left\|\Upsilon\left(t, s, \sigma^{0}, \mu, q, r, \rho\right)\right\| \leq e^{\lambda(\rho) \mu^{k}(1+2 \Delta)|t-s|} . \tag{5.1}
\end{equation*}
$$

In particular, for $t \leq 0$,

$$
\begin{equation*}
\left\|\frac{\partial \phi}{\partial \sigma^{0}}\left(t, \sigma^{0}, \mu, q, r, \rho\right)\right\| \leq e^{-\lambda(\rho) \mu^{k}(1+2 \Delta) t} . \tag{5.2}
\end{equation*}
$$

Proof. $x=\Upsilon\left(t, s, \sigma^{0}, \mu, q, r, \rho\right)$ satisfies the following linear system.

$$
\frac{d x}{d t}=R(t) x, \quad \Upsilon\left(s, s, \sigma^{0}, \mu, q, r, \rho\right)=I
$$

where

$$
\begin{align*}
R(t)= & \frac{\partial \mathcal{S}}{\partial \sigma}(\phi(t), q(\phi(t), \mu), r(\phi(t), \mu), \mu, \rho) \\
& +\frac{\partial \mathcal{S}}{\partial w}(\phi(t), q(\phi(t), \mu), r(\phi(t), \mu), \mu, \rho) \frac{\partial q}{\partial \sigma}(\phi(t), \mu) \\
& +\frac{\partial \mathcal{S}}{\partial z}(\phi(t), q(\phi(t), \mu), r(\phi(t), \mu), \mu, \rho) \frac{\partial r}{\partial \sigma}(\phi(t), \mu),  \tag{5.3}\\
\phi(t)= & \phi\left(t, \sigma^{0}, \mu, q, r, \rho\right)
\end{align*}
$$

Therefore

$$
\Upsilon\left(t, s, \sigma^{0}, \mu, q, r, \rho\right)=I+\int_{s}^{t} R(u) \Upsilon\left(u, s, \sigma^{0}, \mu, q, r, \rho\right) d u
$$

and it follows from Assumption 2.1(d) that

$$
\left\|\Upsilon\left(t, s, \sigma^{0}, \mu, q, r, \rho\right)\right\| \leq 1+\left|\int_{s}^{t} \lambda(\rho) \mu^{k}(1+2 \Delta)\left\|\Upsilon\left(u, s, \sigma^{0}, \mu, q, r, \rho\right)\right\| d u\right|
$$

Now (5.1) follows from Gronwall's inequality (cf. [1]) and (5.2) follows from (5.1) by setting $s=0$.

Lemma 5.3. For $2 \leq l+2 m$ and $l+m \leq k$ there is a positive constant $K_{l, m}$ such that for $t \leq 0$,

$$
\begin{align*}
& \left\|\frac{\partial^{l+m} \phi}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(t, \sigma^{0}, \mu, q, r, \rho\right)\right\| \\
& \quad \leq K_{l, m} \mu^{-m}\left\{\sum_{i=1}^{l+2 m-1}\left[\lambda(\rho) \mu^{k}(-t)\right]^{i}\right\} e^{-(l+m) \lambda(\rho) \mu^{k}(1+2 \Delta) t} . \tag{5.4}
\end{align*}
$$

Proof. It is easily shown inductively that for $2 \leq l+2 m$ and $l+m \leq k$

$$
x=\frac{\partial^{l+m} \phi}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(t, \sigma^{0}, \mu, q, r, \rho\right)
$$

satisfies the following nonhomogeneous linear system:

$$
\begin{align*}
& \frac{d x}{d t}=R(t) x+f_{\left(i_{1}, \cdots, i_{l}, m\right)}(t), \\
& \frac{\partial^{l+m} \phi}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(0, \sigma^{0}, \mu, q, r, \rho\right)=0 . \tag{5.5}
\end{align*}
$$

System (5.5) has the following properties.
Property 5.4. Matrix $R(t)$ is given by (5.3). $f_{\left(i_{1}, \cdots, i_{l}, m\right)}(t)$ is a (finite) sum of terms of the form

$$
\frac{\partial^{m_{1}+m_{2}+m_{3}+m_{4}} \mathcal{S}}{\partial \sigma^{m_{1}} \partial w^{m_{2}} \partial z^{m_{3}} \partial \mu^{m_{4}}} a_{1} \cdots a_{m_{1}} B_{1} \cdots B_{m_{2}} C_{1} \cdots C_{m_{3}}
$$

where

$$
\begin{aligned}
& \frac{\partial^{m_{1}+m_{2}+m_{3}+m_{4}} \mathcal{S}}{\partial \sigma^{m_{1}} \partial w^{m_{2}} \partial z^{m_{3}} \partial \mu^{m_{4}}}=\frac{\partial^{m_{1}+m_{2}+m_{3}+m_{4}} \mathcal{S}}{\partial \sigma^{m_{1}} \partial w^{m_{2}} \partial z^{m_{3}} \partial \mu^{m_{4}}}(\phi(t), q(\phi(t), \mu), r(\phi(t), \mu), \mu, \rho), \\
& a_{v}=\frac{\partial^{l_{1, v}+m_{1, v}} \phi}{\partial \sigma_{j_{v, 1}}^{0} \cdots \partial \sigma_{j_{v, l_{1, v}}^{0}} \partial \mu^{m_{1, v}}}(t), \quad v=1, \cdots, m_{1}, \\
& B_{u}=\frac{\partial^{\nu_{2, u}+\chi_{2, u}}}{\partial \sigma^{\nu_{2, u}} \mu^{\chi_{2, u}}}(\phi(t), \mu) b_{u, 1} \cdots b_{u, \nu_{2, u}}, \quad u=1, \cdots, m_{2}, \\
& b_{u, v}=\frac{\partial^{l_{2, u, v}+m_{2, u, v}} \phi}{\partial \sigma_{j_{2, u, v, 1}}^{0} \cdots \partial \sigma_{j_{2, u, v, l_{2, u, v}}^{0}}^{\partial \mu^{m_{2, u, v}}}(t), \quad v=1, \cdots, \nu_{2, u},} \\
& C_{u}=\frac{\partial^{\nu_{3, u}+\chi_{3, u}}}{\partial \sigma^{\nu_{3, u}} \mu^{\chi_{3, u}}}(\phi(t), \mu) c_{u, 1} \cdots c_{u, \nu_{3, u}}, \quad u=1, \cdots, m_{3}, \\
& c_{u, v}=\frac{\partial^{l_{3, u, v}+m_{3, u, v}} \phi}{\partial \sigma_{j_{3, u, v, 1}}^{0} \cdots \partial \sigma_{j_{3, u, v, l}}^{0}} \partial_{3, u, v} \partial \mu^{m_{3, u, v}}(t), \quad v=1, \cdots, \nu_{3, u}, \\
& 0 \leq m_{i} \leq l+m, i=1, \cdots, 4, \quad 1 \leq m_{1}+m_{2}+m_{3}+m_{4} \leq l+m, \\
& 1 \leq l_{1, v}+m_{1, v}, l_{2, u, v}+m_{2, u, v}, l_{3, u, v}+m_{3, u, v} \leq l+m-1, \\
& m_{1} \\
& \sum_{v=1} l_{1, v}+\sum_{u=1}^{m_{2}} \sum_{v=1}^{\nu_{2, u}} l_{2, u, v}+\sum_{u=1}^{m_{3}} \sum_{v=1}^{\nu_{3, u}} l_{3, u, v}=l, \\
& m_{4}+\sum_{v=1}^{m_{1}} m_{1, v}+\sum_{u=1}^{m_{2}}\left(\sum_{v=1}^{\nu_{2, u}} m_{2, u, v}+\chi_{2, u}\right)+\sum_{u=1}^{m_{3}}\left(\sum_{v=1}^{\nu_{3, u}} m_{3, u, v}+\chi_{3, u}\right)=m .
\end{aligned}
$$

Note that

$$
\begin{equation*}
\text { if } m_{4}+\sum_{u=1}^{m_{2}} \chi_{2, u}+\sum_{u=1}^{m_{3}} \chi_{3, u}=0 \quad \text { then } m_{1}+\sum_{u=1}^{m_{2}} \nu_{2, u}+\sum_{u=1}^{m_{3}} \nu_{3, u} \geq 2 \tag{5.6}
\end{equation*}
$$

By the variation of constants formula (cf. [7], [8]),

$$
\begin{equation*}
\frac{\partial^{l+m} \phi}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(t, \sigma^{0}, \mu, q, r, \rho\right)=\int_{0}^{t} \Upsilon\left(t, s, \sigma^{0}, \mu, q, r, \rho\right) f_{\left(i_{1}, \cdots, i_{l}, m\right)}(s) d s \tag{5.7}
\end{equation*}
$$

Now we prove (5.4) inductively. By Lemma 5.2, Property 5.4, and (5.6), there is $K_{2,0}>0$ such that for $t \leq 0$,

$$
\left\|f_{\left(i_{1}, i_{2}, 0\right)}(t)\right\| \leq K_{2,0} \lambda(\rho) \mu^{k} e^{-2 \lambda(\rho) \mu^{k}(1+2 \Delta) t}
$$

By Lemma 5.2 and (5.7)

$$
\begin{aligned}
\left\|\frac{\partial^{2} \phi}{\partial \sigma_{i_{1}}^{0} \partial \sigma_{i_{2}}^{0}}\left(t, \sigma^{0}, \mu, q, r, \rho\right)\right\| & \leq \int_{t}^{0}\left\|\Upsilon\left(t, s, \sigma^{0}, \mu, q, r, \rho\right)\right\|\left\|f_{\left(i_{1}, i_{l}, 0\right)}(s)\right\| d s \\
& \leq K_{2,0} \lambda(\rho) \mu^{k}(-t) e^{-2 \lambda(\rho) \mu^{k}(1+2 \Delta) t}
\end{aligned}
$$

Again by Property 5.4, there is $K_{0,1}>0$ such that

$$
\left\|f_{(1)}(t)\right\| \leq K_{0,1} \lambda(\rho) \mu^{k-1}
$$

and by Lemma 5.2 and (5.7),

$$
\begin{aligned}
\left\|\frac{\partial \phi}{\partial \mu}\left(t, \sigma^{0}, \mu, q, r, \rho\right)\right\| & \leq \int_{t}^{0}\left\|\Upsilon\left(t, s, \sigma^{0}, \mu, q, r, \rho\right)\right\|\left\|f_{(1)}(s)\right\| d s \\
& \leq \frac{K_{0,1} \lambda(\rho) \mu^{k-1}}{\lambda(\rho) \mu^{k}(1+2 \Delta)}\left(e^{-\lambda(\rho) \mu^{k}(1+2 \Delta) t}-1\right) \\
& \leq K_{0,1} \lambda(\rho) \mu^{k-1}(-t) e^{-\lambda(\rho) \mu^{k}(1+2 \Delta) t}
\end{aligned}
$$

Thus (5.4) holds for $l+2 m=2$.
Assume that (5.4) holds for all $\widehat{l}$ and $\widehat{m}$ such that $2 \leq \widehat{l}+2 \widehat{m}$ and $\hat{l}+\hat{m} \leq l+m-1$. By Lemma 5.2, Property 5.4, and (5.6) there is $K_{l, m}>0$ such that for $t \leq 0$,

$$
\left\|f_{\left(i_{1}, \cdots, i_{l}, m\right)}(t)\right\| \leq K_{l, m} \lambda(\rho) \mu^{k-m}\left\{\sum_{i=0}^{l+2 m-2}\left[\lambda(\rho) \mu^{k}(-t)\right]^{i}\right\} e^{-(l+m) \lambda(\rho) \mu^{k}(1+2 \Delta) t}
$$

Now (5.4) follows from (5.7).
Lemma 5.5. For $0 \leq l+m \leq k-1$ there is a positive constant $\widehat{K}_{l, m}$ such that for $t \leq 0$,

$$
\begin{align*}
& \left\|\frac{\partial^{l+m} \phi}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(t, \sigma^{0}, \mu, q_{1}, r_{1}, \rho\right)-\frac{\partial^{l+m} \phi}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(t, \sigma^{0}, \mu, q_{2}, r_{2}, \rho\right)\right\| \\
& \leq \widehat{K}_{l, m}\left(\left\|q_{1}-q_{2}\right\|_{l+m}+\left\|r_{1}-r_{2}\right\|_{l+m}\right)  \tag{5.8}\\
& \quad \times \mu^{-m}\left\{\sum_{i=1}^{l+2 m+1}\left[\lambda(\rho) \mu^{k}(-t)\right]^{i}\right\} e^{-(l+m+1) \lambda(\rho) \mu^{k}(1+2 \Delta) t} .
\end{align*}
$$

Proof. The proof is by induction. Let

$$
\phi_{1}(t)=\phi\left(t, \sigma^{0}, \mu, q_{1}, r_{1}, \rho\right), \quad \phi_{2}(t)=\phi\left(t, \sigma^{0}, \mu, q_{2}, r_{2}, \rho\right) .
$$

Since

$$
\phi_{1}(t)-\phi_{2}(t)=\int_{0}^{t}\left[\mathcal{S}_{1}-\mathcal{S}_{2}\right] d s
$$

where

$$
\begin{aligned}
& \mathcal{S}_{1}=\mathcal{S}\left(\phi_{1}(s), q_{1}\left(\phi_{1}(s), \mu\right), r_{1}\left(\phi_{1}(s), \mu\right), \mu, \rho\right), \\
& \mathcal{S}_{2}=\mathcal{S}\left(\phi_{2}(s), q_{2}\left(\phi_{2}(s), \mu\right), r_{2}\left(\phi_{2}(s), \mu\right), \mu, \rho\right),
\end{aligned}
$$

and

$$
\left\|\mathcal{S}_{1}-\mathcal{S}_{2}\right\| \leq \lambda(\rho) \mu^{k}\left[\left\|q_{1}-q_{2}\right\|_{0}+\left\|r_{1}-r_{2}\right\|_{0}+(1+2 \Delta)\left\|\phi_{1}(s)-\phi_{2}(s)\right\|\right]
$$

it follows that

$$
\begin{aligned}
\left\|\phi_{1}(t)-\phi_{2}(t)\right\| \leq & \lambda(\rho) \mu^{k}\left(\left\|q_{1}-q_{2}\right\|_{0}+\left\|r_{1}-r_{2}\right\|_{0}\right)(-t) \\
& +\int_{t}^{0} \lambda(\rho) \mu^{k}(1+2 \Delta)\left\|\phi_{1}(s)-\phi_{2}(s)\right\| d s
\end{aligned}
$$

By Gronwall's inequality

$$
\begin{aligned}
& \left\|\phi_{1}(t)-\phi_{2}(t)\right\| \\
& \quad \leq \frac{\lambda(\rho) \mu^{k}\left(\left\|q_{1}-q_{2}\right\|_{0}+\left\|r_{1}-r_{2}\right\|_{0}\right)}{\lambda(\rho) \mu^{k}(1+2 \Delta)}\left(e^{-\lambda(\rho) \mu^{k}(1+2 \Delta) t}-1\right) \\
& \quad \leq\left(\left\|q_{1}-q_{2}\right\|_{0}+\left\|r_{1}-r_{2}\right\|_{0}\right) \lambda(\rho) \mu^{k}(-t) e^{-\lambda(\rho) \mu^{k}(1+2 \Delta) t} .
\end{aligned}
$$

Therefore (5.8) holds for $l+m=0$.
It is easily shown that for $1 \leq l+m \leq k-1$,

$$
x=\frac{\partial^{l+m} \phi_{1}}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}(t)-\frac{\partial^{l+m} \phi_{2}}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}(t)
$$

satisfies the following nonhomogeneous linear system:

$$
\begin{align*}
& \frac{d x}{d t}=R_{1}(t) x+\widehat{f}_{\left(i_{1}, \cdots, i_{l}, m\right)}(t) \\
& \frac{\partial^{l+m} \phi_{1}}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}(0)-\frac{\partial^{l+m} \phi_{2}}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}(0)=0 \tag{5.9}
\end{align*}
$$

System (5.9) has the following properties.
Property 5.6.

$$
\begin{aligned}
R_{1}(t)= & \frac{\partial \mathcal{S}}{\partial \sigma}\left(\phi_{1}(t), q_{1}\left(\phi_{1}(t), \mu\right), r_{1}\left(\phi_{1}(t), \mu\right), \mu, \rho\right) \\
& +\frac{\partial \mathcal{S}}{\partial w}\left(\phi_{1}(t), q_{1}\left(\phi_{1}(t), \mu\right), r_{1}\left(\phi_{1}(t), \mu\right), \mu, \rho\right) \frac{\partial q_{1}}{\partial \sigma}\left(\phi_{1}(t), \mu\right) \\
& +\frac{\partial \mathcal{S}}{\partial z}\left(\phi_{1}(t), q_{1}\left(\phi_{1}(t), \mu\right), r_{1}\left(\phi_{1}(t), \mu\right), \mu, \rho\right) \frac{\partial r_{1}}{\partial \sigma}\left(\phi_{1}(t), \mu\right)
\end{aligned}
$$

and $\widehat{f}_{\left(i_{1}, \cdots, i_{l}, m\right)}(t)$ is a (finite) sum of terms of the forms
(5.10) $\quad \frac{\partial^{m_{1}+m_{2}+m_{3}+m_{4}} \mathcal{S}_{1}}{\partial \sigma^{m_{1}} \partial w^{m_{2}} \partial z^{m_{3}} \partial \mu^{m_{4}}} a_{1}^{1} \cdots a_{m_{1}}^{1} B_{1}^{1} \cdots B_{m_{2}}^{1} C_{1}^{2} \cdots C_{u-1}^{2}\left(C_{u}^{1}-C_{u}^{2}\right) C_{u+1}^{1} \cdots C_{m_{3}}^{1}$,

$$
\begin{equation*}
\frac{\partial^{m_{1}+m_{2}+m_{3}+m_{4}} \mathcal{S}_{1}}{\partial \sigma^{m_{1}} \partial w^{m_{2}} \partial z^{m_{3}} \partial \mu^{m_{4}}} a_{1}^{1} \cdots a_{m_{1}}^{1} B_{1}^{2} \cdots B_{u-1}^{2}\left(B_{u}^{1}-B_{u}^{2}\right) B_{u+1}^{1} \cdots B_{m_{2}}^{1} C_{1}^{2} \cdots C_{m_{3}}^{2} \tag{5.11}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial^{m_{1}+m_{2}+m_{3}+m_{4}} \mathcal{S}_{1}}{\partial \sigma^{m_{1}} \partial w^{m_{2}} \partial z^{m_{3}} \partial \mu^{m_{4}}} a_{1}^{2} \cdots a_{v-1}^{2}\left(a_{v}^{1}-a_{v}^{2}\right) a_{v+1}^{1} \cdots a_{m_{1}}^{1} B_{1}^{2} \cdots B_{m_{2}}^{2} C_{1}^{2} \cdots C_{m_{3}}^{2} \tag{5.12}
\end{equation*}
$$

$$
\begin{equation*}
\left(\frac{\partial^{m_{1}+m_{2}+m_{3}+m_{4}} \mathcal{S}_{1}}{\partial \sigma^{m_{1}} \partial w^{m_{2}} \partial z^{m_{3}} \partial \mu^{m_{4}}}-\frac{\partial^{m_{1}+m_{2}+m_{3}+m_{4}} \mathcal{S}_{2}}{\partial \sigma^{m_{1}} \partial w^{m_{2}} \partial z^{m_{3}} \partial \mu^{m_{4}}}\right) a_{1}^{2} \cdots a_{m_{1}}^{2} B_{1}^{2} \cdots B_{m_{2}}^{2} C_{1}^{2} \cdots C_{m_{3}}^{2} \tag{5.13}
\end{equation*}
$$

where for $i=1,2$,

$$
\begin{aligned}
& a_{v}^{i}=\frac{\partial^{l_{1, v}+m_{1, v}} \phi_{i}}{\partial \sigma_{j_{v, 1}}^{0} \cdots \partial \sigma_{j_{v, l_{1, v}}^{0}}^{\partial \mu^{m_{1, v}}}(t), \quad v=1, \cdots, m_{1},} \\
& B_{u}^{i}=\frac{\partial^{\nu_{2, u}}+\chi_{2, u}}{\partial \sigma_{i, u}^{\nu_{2, u}} \mu^{\chi_{2, u}}}\left(\phi_{i}(t), \mu\right) b_{u, 1}^{i} \cdots b_{u, \nu_{2, u}}^{i}, \quad u=1, \cdots, m_{2}, \\
& b_{u, v}^{i}=\frac{\partial^{l_{2, u, v}+m_{2, u, v}} \phi_{i}}{\partial \sigma_{j_{2, u, v, 1}}^{0} \cdots \partial \sigma_{j_{2, u, v, l_{2, u, v}}^{0}} \partial \mu^{m_{2, u, v}}}(t), \quad v=1, \cdots, \nu_{2, u}, \\
& C_{u}^{i}=\frac{\partial^{\nu_{3, u}+\chi_{3, u}}}{\partial \sigma^{z_{3, u}} \mu^{\chi_{3, u}}}\left(\phi_{i}(t), \mu\right) c_{u, 1}^{i} \cdots c_{u, \nu_{3, u}}^{i}, \quad u=1, \cdots, m_{3}, \\
& c_{u, v}^{i}=\frac{\partial^{l_{3, u, v}+m_{3, u, v}} \phi_{i}}{\partial \sigma_{j_{3, u}, v, 1}^{0} \cdots \partial \sigma_{j_{3, u, v, l_{3, u, v}}^{0}}^{\partial \mu^{m_{3, u, v}}}(t), \quad v=1, \cdots, \nu_{3, u},} \\
& 0 \leq m_{i} \leq l+m, \quad i=1, \cdots, 4, \quad 1 \leq m_{1}+m_{2}+m_{3}+m_{4} \leq l+m, \\
& m_{1} \\
& \sum_{v=1}^{m_{1, v}+\sum_{u=1}^{m_{2}} \sum_{v=1}^{\nu_{2, u}} l_{2, u, v}+\sum_{u=1}^{m_{3}} \sum_{v=1}^{\nu_{3, u}} l_{3, u, v}=l,} \\
& m_{4}+\sum_{v=1}^{m_{1}} m_{1, v}+\sum_{u=1}^{m_{2}}\left(\sum_{v=1}^{\nu_{2, u}} m_{2, u, v}+\chi_{2, u}\right)+\sum_{u=1}^{m_{3}}\left(\sum_{v=1}^{\nu_{3, u}} m_{3, u, v}+\chi_{3, u}\right)=m .
\end{aligned}
$$

In (5.10), (5.11), and (5.12)

$$
\begin{aligned}
& 1 \leq l_{1, v}+m_{1, v} \leq l+m-1, \quad v=1, \cdots, m_{1}, \\
& 1 \leq l_{2, u, v}+m_{2, u, v} \leq l+m-1, \quad u=1, \cdots, m_{2}, \quad v=1, \cdots, \nu_{2, u} \\
& 1 \leq l_{3, u, v}+m_{3, u, v} \leq l+m-1, \quad u=1, \cdots, m_{3}, \quad v=1, \cdots, \nu_{3, u}
\end{aligned}
$$

In (5.13)

$$
\begin{aligned}
& 1 \leq l_{1, v}+m_{1, v} \leq l+m, v=1, \cdots, m_{1} \\
& 1 \leq l_{2, u, v}+m_{2, u, v} \leq l+m, u=1, \cdots, m_{2}, v=1, \cdots, \nu_{2, u} \\
& 1 \leq l_{3, u, v}+m_{3, u, v} \leq l+m, u=1, \cdots, m_{3}, v=1, \cdots, \nu_{3, u}
\end{aligned}
$$

On the other hand, by the variation of constants formula,

$$
\begin{align*}
& \frac{\partial^{l+m} \phi}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(t, \sigma^{0}, \mu, q_{1}, r_{1}, \rho\right)-\frac{\partial^{l+m} \phi}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(t, \sigma^{0}, \mu, q_{2}, r_{2}, \rho\right)  \tag{5.14}\\
& \quad=\int_{0}^{t} \Upsilon\left(t, s, \sigma^{0}, \mu, q_{1}, r_{1}, \rho\right) \widehat{f}_{\left.i_{1}, \cdots, i_{l}, m\right)}(s) d s
\end{align*}
$$

Now assume that (5.8) holds for all $\hat{l}$ and $\widehat{m}$ such that $\hat{l}+\widehat{m} \leq l+m-1$. By Lemmas 5.2 and 5.3, and Property 5.6 there is $\widehat{K}_{l, m}>0$ such that for $t \leq 0$,

$$
\begin{aligned}
\left\|\widehat{f}_{\left(i_{1}, \cdots, i_{l}, m\right)}(t)\right\| \leq & \widehat{K}_{l, m}\left(\left\|q_{1}-q_{2}\right\|_{l+m}+\left\|r_{1}-r_{2}\right\|_{l+m}\right) \lambda(\rho) \mu^{k-m} \\
& \times\left\{\sum_{i=0}^{l+2 m}\left[\lambda(\rho) \mu^{k}(-t)\right]^{i}\right\} e^{-(l+m+1) \lambda(\rho) \mu^{k}(1+2 \Delta) t} .
\end{aligned}
$$

Now (5.8) follows from (5.14) and (5.15).
Next we will state and prove some properties of $\Lambda\left(t, t_{0}, \sigma^{0}, \mu, q, r, \rho\right)$, which is defined as the fundamental matrix solution of (3.2), where $A(\theta)$ satisfies Assumption 2.1(a). The proof of Lemma 5.7 is left to the reader.

Lemma 5.7. For each $\rho \in I_{1}, \Lambda\left(t, t_{0}, \sigma^{0}, \mu, q, r, \rho\right)$ exists for all $t, t_{0} \in \mathbb{R}, \sigma^{0} \in$ $\mathbb{R}^{N}$, and $\mu \in I$, and it is $k$-times continuously differentiable with respect to $t, t_{0}, \sigma^{0}$, and $\mu$, and $T_{i}$-periodic in $\sigma_{i}^{0}$ for $i=1, \cdots, N$.

Let

$$
K_{1}=\max _{1 \leq i \leq N}\left\{H_{i}\right\}, \quad \beta_{1}=\min _{1 \leq i \leq N}\left\{\alpha_{i}\right\}, \quad H=\max _{1 \leq i \leq N}\left\{\frac{\alpha_{i}+H_{i}\left\|A_{i}\right\|}{\omega_{i}}\right\}
$$

By Assumption 2.1(d), there is $\rho_{1}>0$ such that for $|\rho| \leq \rho_{1}$,

$$
\begin{equation*}
\lambda(\rho) \mu^{k} \leq \frac{\beta_{1}}{H} \quad \text { for all } \mu \in I \tag{5.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda(\rho)<\omega_{i}, \quad i=1, \cdots, N . \tag{5.17}
\end{equation*}
$$

In the remainder of this section we assume that $|\rho| \leq \rho_{1}$.
Lemma 5.8. For $t_{0} \leq t$,

$$
\begin{equation*}
\left\|\Lambda\left(t, t_{0}, \sigma^{0}, \mu, q, r, \rho\right)\right\| \leq K_{1} e^{-\left[\beta_{1}-H \lambda(\rho) \mu^{k}\right]\left(t-t_{0}\right)} \tag{5.18}
\end{equation*}
$$

Proof. Let $\Lambda_{i}\left(t, t_{0}, \sigma^{0}, \mu, q, r, \rho\right)$ be the fundamental matrix solution of

$$
\begin{align*}
& \frac{d w_{i}}{d t}=A_{i}\left(\omega_{i}^{-1} \phi_{i}\left(t, \sigma^{0}, \mu, q, r, \rho\right)\right) w_{i}  \tag{5.19}\\
& \Lambda_{i}\left(t_{0}, t_{0}, \sigma^{0}, \mu, q, r, \rho\right)=I
\end{align*}
$$

By (5.17)

$$
\frac{d \phi_{i}}{d t}\left(t, \sigma^{0}, \mu, q, r, \rho\right)>0
$$

Therefore we can take $\theta_{i}=\omega_{i}^{-1} \phi_{i}\left(t, \sigma^{0}, \mu, r, s, \rho\right)$ as an independent variable in (5.19) and obtain

$$
\begin{aligned}
\frac{d w_{i}}{d \theta_{i}} & =\frac{d t}{d \theta_{i}} \frac{d w_{i}}{d t} \\
& =\frac{\omega_{i}}{\omega_{i}+\mathcal{S}_{i}(\phi(t), q(\phi(t), \mu), r(\phi(t), \mu), \mu, \rho)} A_{i}\left(\theta_{i}\right) w_{i} \\
& =A_{i}\left(\theta_{i}\right) w_{i}-\frac{\mathcal{S}_{i}(\phi(t), q(\phi(t), \mu), r(\phi(t), \mu), \mu, \rho)}{\omega_{i}+\mathcal{S}_{i}(\phi(t), q(\phi(t), \mu), r(\phi(t), \mu), \mu, \rho)} A_{i}\left(\theta_{i}\right) w_{i}
\end{aligned}
$$

By the variation of constants formula, $\Lambda_{i}$, as a function of $\theta_{i}$, is given by

$$
\begin{aligned}
\Lambda_{i}\left(\theta_{i}\right)= & \Psi_{i}\left(\theta_{i}\right) \Psi_{i}^{-1}\left(\theta_{i}^{0}\right) \Lambda_{i}\left(\theta_{i}^{0}\right) \\
& -\int_{\theta_{i}^{0}}^{\theta_{i}} \Psi_{i}\left(\theta_{i}\right) \Psi_{i}^{-1}(s) \frac{\mathcal{S}_{i}(\phi(t), q(\phi(t), \mu), r(\phi(t), \mu), \mu, \rho)}{\omega_{i}+\mathcal{S}_{i}(\phi(t), q(\phi(t), \mu), r(\phi(t), \mu), \mu, \rho)} A_{i}(s) \Lambda_{i}(s) d s
\end{aligned}
$$

Suppose $\theta_{i}^{0}=\omega_{i}^{-1} \phi_{i}\left(t_{0}, \sigma^{0}, q, r, \mu, \rho\right)$. Then $\Lambda_{i}\left(\theta_{i}^{0}\right)=I$. Moreover for $t_{0} \leq t, \theta_{i}^{0} \leq \theta_{i}$. Therefore

$$
\begin{aligned}
\left\|\Lambda_{i}\left(\theta_{i}\right)\right\| \leq & H_{i} e^{-\alpha_{i}\left(\theta_{i}-\theta_{i}^{0}\right)} \\
& +\frac{H_{i}\left\|A_{i}\right\| \lambda(\rho) \mu^{k}}{\omega_{i}-\lambda(\rho) \mu^{k}} \int_{\theta_{i}^{0}}^{\theta_{i}} e^{-\alpha_{i}\left(\theta_{i}-s\right)}\left\|\Lambda_{i}(s)\right\| d s .
\end{aligned}
$$

By Gronwall's inequality we obtain

$$
\begin{aligned}
\left\|\Lambda_{i}\left(\theta_{i}\right)\right\| & \leq H_{i} e^{-\left[\alpha_{i}-H_{i}\left\|A_{i}\right\| \lambda(\rho) \mu^{k} /\left(\omega_{i}-\lambda(\rho) \mu^{k}\right)\right]\left(\theta_{i}-\theta_{i}^{0}\right)} \\
& =H_{i} e^{-\left[\alpha_{i} \omega_{i}-\left(\alpha_{i}+H_{i}\left\|A_{i}\right\|\right) \lambda(\rho) \mu^{k}\right]\left(\theta_{i}-\theta_{i}^{0}\right) /\left(\omega_{i}-\lambda(\rho) \mu^{k}\right)}
\end{aligned}
$$

Since

$$
\begin{aligned}
& \phi_{i}\left(t, \sigma^{0}, \mu, q, r, \rho\right)-\phi_{i}\left(t_{0}, \sigma^{0}, \mu, q, r, \rho\right) \\
& \quad=\omega_{i}\left(t-t_{0}\right)+\int_{t_{0}}^{t} \mathcal{S}_{i}(\phi(s), q(\phi(s), \mu), r(\phi(s), \mu), \mu, \rho) d s \\
& \quad \geq\left(\omega_{i}-\lambda(\rho) \mu^{k}\right)\left(t-t_{0}\right)
\end{aligned}
$$

it follows from (5.16) that for $t_{0} \leq t$,

$$
\begin{aligned}
\left\|\Lambda_{i}\left(t, t_{0}, \sigma^{0}, \mu, q, r, \rho\right)\right\| & \leq H_{i} e^{-\left[\alpha_{i}-\left(\alpha_{i}+H_{i}\left\|A_{i}\right\|\right) / \omega_{i} \lambda(\rho) \mu^{k}\right]\left(t-t_{0}\right)} \\
& \leq K_{1} e^{-\left[\beta_{1}-H \lambda(\rho) \mu^{k}\right]\left(t-t_{0}\right)} .
\end{aligned}
$$

Now (5.18) follows from the fact that

$$
\Lambda\left(t, t_{0}, \sigma^{0}, \mu, q, r, \rho\right)=\bigoplus_{i=1}^{N} \Lambda_{i}\left(t, t_{0}, \sigma^{0}, \mu, q, r, \rho\right)
$$

Lemma 5.9. For $1 \leq l+m \leq k$ there is a positive constant $C_{l, m}$ such that for $t_{0} \leq t \leq 0$,

$$
\begin{align*}
& \left\|\frac{\partial^{l+m} \Lambda}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(t, t_{0}, \sigma^{0}, \mu, q, r, \rho\right)\right\| \\
& \quad \leq C_{l, m}\left[\sum_{i=1}^{l+2 m}\left(-t_{0}\right)^{i}\right] e^{-\left[\beta_{1}-H \lambda(\rho) \mu^{k}\right]\left(t-t_{0}\right)-(l+m) \lambda(\rho) \mu^{k}(1+2 \Delta) t_{0}} . \tag{5.20}
\end{align*}
$$

Proof. It is easily shown inductively that for $1 \leq l+m \leq k$

$$
x=\frac{\partial^{l+m} \Lambda}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(t, t_{0}, \sigma^{0}, \mu, q, r, \rho\right)
$$

satisfies the following nonhomogeneous linear system:

$$
\begin{align*}
& \frac{d x}{d t}=A\left(\Omega^{-1} \phi\left(t, \sigma^{0}, \mu, q, r, \rho\right)\right) x+g_{\left(i_{1}, \cdots, i_{l}, m\right)}(t) \\
& \frac{\partial^{l+m} \Lambda}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(t_{0}, t_{0}, \sigma^{0}, \mu, q, r, \rho\right)=0 \tag{5.21}
\end{align*}
$$

System (5.21) has the following properties.
Property 5.10. $g_{\left(i_{1}, \cdots, i_{l}, m\right)}(t)$ is a (finite) sum of terms of the form

$$
\frac{\partial^{n} A}{\partial \theta^{n}}\left(\Omega^{-1} \phi(t)\right) a_{1} \cdots a_{n} b_{n+1}
$$

where

$$
\begin{aligned}
& a_{v}=\Omega^{-1} \frac{\partial^{l_{v}+m_{v}} \phi}{\partial \sigma_{j_{v, 1}}^{0} \cdots \partial \sigma_{j_{v, l_{1, v}}^{0}} \partial \mu^{m_{v}}}(t), \quad v=1, \cdots, n \\
& b_{n+1}=\frac{\partial^{l_{n+1}+m_{n+1}} \Lambda}{\partial \sigma_{j_{n+1,1}}^{0} \cdots \partial \sigma_{j_{n+1, l_{n+1}}^{0}} \partial \mu^{m_{n+1}}}\left(t, t_{0}, \sigma^{0}, \mu, q, r, \rho\right) \\
& 1 \leq n \leq l+m \\
& 1 \leq l_{v}+m_{v} \leq l+m, \quad v=1, \cdots, n \\
& 0 \leq l_{n+1}+m_{n+1} \leq l+m-1 \\
& \sum_{v=1}^{n+1} l_{v}=l, \quad \sum_{v=1}^{n+1} m_{v}=m
\end{aligned}
$$

By the variation of constants formula,

$$
\begin{equation*}
\frac{\partial^{l+m} \Lambda}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(t, t_{0}, \sigma^{0}, \mu, q, r, \rho\right)=\int_{0}^{t} \Lambda\left(t, s, \sigma^{0}, \mu, q, r, \rho\right) g_{\left(i_{1}, \cdots, i_{l}, m\right)}(s) d s \tag{5.22}
\end{equation*}
$$

Now we prove (5.20) inductively using Lemmas $5.2,5.3$, and 5.8 , Property 5.10, and (5.16) and (5.22).

Lemma 5.11. For $0 \leq l+m \leq k-1$ there is a positive constant $\widehat{C}_{l, m}$ such that for $t_{0} \leq t \leq 0$,

$$
\begin{align*}
& \left\|\frac{\partial^{l+m} \Lambda}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(t, t_{0}, \sigma^{0}, \mu, q_{1}, r_{1}, \rho\right)-\frac{\partial^{l+m} \Lambda}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(t, t_{0}, \sigma^{0}, \mu, q_{2}, r_{2}, \rho\right)\right\| \\
& \text { 23) } \leq \widehat{C}_{l, m}\left(\left\|q_{1}-q_{2}\right\|_{l+m}+\left\|r_{1}-r_{2}\right\|_{l+m}\right) \tag{5.23}
\end{align*}
$$

$$
\times\left[\sum_{i=2}^{l+2 m+2}\left(-t_{0}\right)^{i}\right] e^{-\left[\beta_{1}-H \lambda(\rho) \mu^{k}\right]\left(t-t_{0}\right)-(l+m+1) \lambda(\rho) \mu^{k}(1+2 \Delta) t_{0}}
$$

Proof. Let

$$
\Lambda_{1}\left(t, t_{0}\right)=\Lambda\left(t, t_{0}, \sigma^{0}, \mu, q_{1}, r_{1}, \rho\right), \quad \Lambda_{2}\left(t, t_{0}\right)=\Lambda\left(t, t_{0}, \sigma^{0}, \mu, q_{2}, r_{2}, \rho\right)
$$

We easily show that, for $0 \leq l+m \leq k-1$,

$$
x=\frac{\partial^{l+m} \Lambda_{1}}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(t, t_{0}\right)-\frac{\partial^{l+m} \Lambda_{2}}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(t, t_{0}\right)
$$

satisfies the following nonhomogeneous linear system:

$$
\begin{align*}
& \frac{d x}{d t}=A\left(\Omega^{-1} \phi_{1}(t)\right) x+\widehat{g}_{\left(i_{1}, \cdots, i_{l}, m\right)}(t) \\
& \frac{\partial^{l+m} \Lambda_{1}}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(t_{0}, t_{0}\right)-\frac{\partial^{l+m} \Lambda_{2}}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(t_{0}, t_{0}\right)=0 . \tag{5.24}
\end{align*}
$$

System (5.24) has the following properties.
Property 5.12. $\widehat{g}_{\left(i_{1}, \cdots, i_{l}, m\right)}(t)$ is a (finite) sum of terms of the forms

$$
\begin{equation*}
\frac{\partial^{n} A}{\partial \sigma^{n}}\left(\Omega^{-1} \phi_{1}(t)\right) a_{1}^{1} \cdots a_{n}^{1}\left(b_{n+1}^{1}-b_{n+1}^{2}\right) \tag{5.25}
\end{equation*}
$$

$$
\begin{gather*}
\frac{\partial^{n} A}{\partial \sigma^{n}}\left(\Omega^{-1} \phi_{1}(t)\right) a_{1}^{2} \cdots a_{v-1}^{2}\left(a_{v}^{1}-a_{v}^{2}\right) a_{v+1}^{1} \cdots a_{n}^{1} b_{n+1}^{2}  \tag{5.26}\\
{\left[\frac{\partial^{n} A}{\partial \sigma^{n}}\left(\Omega^{-1} \phi_{1}(t)\right)-\frac{\partial^{n} A}{\partial \sigma^{n}}\left(\Omega^{-1} \phi_{2}(t)\right)\right] a_{1}^{2} \cdots a_{n}^{2} b_{n+1}^{2}} \tag{5.27}
\end{gather*}
$$

where for $i=1,2$,

$$
\begin{aligned}
& a_{v}^{i}=\Omega^{-1} \frac{\partial^{l_{v}+m_{v}} \phi_{i}}{\partial \sigma_{j_{v, 1}}^{0} \cdots \partial \sigma_{j_{v, l}}^{0} \partial \mu^{m_{v}}}(t), \quad v=1, \cdots, n, \\
& b_{n+1}^{i}=\frac{\partial^{l_{n+1}+m_{n+1}} \Lambda_{i}}{\partial \sigma_{j_{n+1,1}}^{0} \cdots \partial \sigma_{j_{n+1, l_{n+1}}^{0}} \partial \mu^{m_{n+1}}}\left(t, t_{0}\right), \\
& \sum_{v=1}^{n+1} l_{v}=l, \quad \sum_{v=1}^{n+1} m_{v}=m .
\end{aligned}
$$

In (5.25) and (5.26)

$$
\begin{aligned}
& 1 \leq n \leq l+m \\
& 1 \leq l_{v}+m_{v} \leq l+m, \quad v=1, \cdots, n \\
& 0 \leq l_{n+1}+m_{n+1} \leq l+m-1
\end{aligned}
$$

In (5.27)

$$
\begin{aligned}
& 0 \leq n \leq l+m \\
& 1 \leq l_{v}+m_{v} \leq l+m, \quad v=1, \cdots, n, \\
& n=0 \quad \text { if and only if } l_{n+1}=l \text { and } m_{n+1}=m .
\end{aligned}
$$

By the variation of constants formula,

$$
\begin{align*}
& \frac{\partial^{l+m} \Lambda_{1}}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(t, t_{0}\right)-\frac{\partial^{l+m} \Lambda_{2}}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0} \partial \mu^{m}}\left(t, t_{0}\right)  \tag{5.28}\\
& \quad=\int_{0}^{t} \Lambda\left(t, s, \sigma^{0}, \mu, q_{1}, r_{1}, \rho\right) \widehat{g}_{\left(i_{1}, \cdots, i_{l}, m\right)}(s) d s
\end{align*}
$$

Now we prove (5.23) inductively using Lemmas $5.2,5.3,5.5,5.8$, and 5.9, Property 5.12 , and (5.16) and (5.28).

Recall that $\phi\left(t, \sigma^{0}, q, r, \mu\right)$ is a solution of (3.18) where $\mathcal{S}$ satisfies Assumption $2.1(\mathrm{f})$ and $(q, r) \in B_{\Delta}^{k}\left(\mathbb{R}^{N}, \mathbb{R}^{N_{1}}\right) \times B_{\Delta}^{k}\left(\mathbb{R}^{N}, \mathbb{R}^{N_{2}}\right)$, and $\Lambda\left(t, t_{0}, \sigma^{0}, q, r, \mu\right)$ is the fundamental matrix solution of (3.19) where $A(\theta)$ satisfies Assumption 2.1(a). Suppose that $(q, r),\left(q_{1}, r_{1}\right),\left(q_{2}, r_{2}\right) \in B_{\Delta}^{k}\left(\mathbb{R}^{N}, \mathbb{R}^{N_{1}}\right) \times B_{\Delta}^{k}\left(\mathbb{R}^{N}, \mathbb{R}^{N_{2}}\right)$. We only state the following properties of $\phi\left(t, \sigma^{0}, q, r, \mu\right)$ and $\Lambda\left(t, t_{0}, \sigma^{0}, q, r, \mu\right)$ because the proofs are similar to those of Lemmas 5.1-5.11 and even simpler.

Property 5.13. (a) For each $\mu \in I, \phi\left(t, \sigma^{0}, q, r, \mu\right)$ exists for all $t \in \mathbb{R}, \sigma^{0} \in \mathbb{R}^{N}$, and it is $k$-times continuously differentiable with respect to $t$ and $\sigma^{0}$. Moreover, for $i=1, \cdots, N$

$$
\phi\left(t, \sigma^{0}+2 \pi e^{i}, q, r, \mu\right)=\phi\left(t, \sigma^{0}, q, r, \mu\right)+2 \pi e^{i} .
$$

(b) If

$$
\Upsilon\left(t, s, \sigma^{0}, q, r, \mu\right)=\frac{\partial \phi}{\partial \sigma^{0}}\left(t, \sigma^{0}, q, r, \mu\right) \frac{\partial \phi^{-1}}{\partial \sigma^{0}}\left(s, \sigma^{0}, q, r, \mu\right)
$$

then for all $t, s \in \mathbb{R}$,

$$
\left\|\Upsilon\left(t, s, \sigma^{0}, q, r, \mu\right)\right\| \leq e^{\lambda(\mu)(1+2 \Delta)|t-s|}
$$

In particular, for $t \leq 0$,

$$
\left\|\frac{\partial \phi}{\partial \sigma^{0}}\left(t, \sigma^{0}, q, r, \mu\right)\right\| \leq e^{-\lambda(\mu)(1+2 \Delta) t}
$$

(c) For $2 \leq l \leq k$ there is a positive constant $K_{l}$ such that for $t \leq 0$,

$$
\left\|\frac{\partial^{l} \phi}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0}}\left(t, \sigma^{0}, q, r, \mu\right)\right\| \leq K_{l}\left\{\sum_{i=1}^{l-1}[\lambda(\mu)(-t)]^{i}\right\} e^{-l \lambda(\mu)(1+2 \Delta) t}
$$

(d) For $0 \leq l \leq k-1$ there is a positive constant $\widehat{K}_{l}$ such that for $t \leq 0$,

$$
\begin{aligned}
& \left\|\frac{\partial^{l} \phi}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0}}\left(t, \sigma^{0}, q_{1}, r_{1}, \mu\right)-\frac{\partial^{l} \phi}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0}}\left(t, \sigma^{0}, q_{2}, r_{2}, \mu\right)\right\| \\
& \quad \leq \widehat{K}_{l}\left(\left\|q_{1}-q_{2}\right\|_{l}+\left\|r_{1}-r_{2}\right\|_{l}\right)\left\{\sum_{i=1}^{l+1}[\lambda(\mu)(-t)]^{i}\right\} e^{-(l+1) \lambda(\mu)(1+2 \Delta) t} .
\end{aligned}
$$

(e) For each $\mu \in I, \Lambda\left(t, t_{0}, \sigma^{0}, q, r, \mu\right)$ exists for all $t$ and $t_{0} \in \mathbb{R}$, and $\sigma^{0} \in \mathbb{R}^{N}$. It is $k$-times continuously differentiable with respect to $t, t_{0}$, and $\sigma^{0}$, and $T_{i}$-periodic in $\sigma_{i}^{0}$ for $i=1, \cdots, N$.
(f) If

$$
\lambda(\mu) \leq \frac{\beta_{1}}{H}
$$

then for $t_{0} \leq t$

$$
\left\|\Lambda\left(t, t_{0}, \sigma^{0}, q, r, \mu\right)\right\| \leq H e^{-\left[\beta_{1}-H \lambda(\mu)\right]\left(t-t_{0}\right)}
$$

(g) For $1 \leq l \leq k$ there is a positive constant $C_{l}$ such that for $t_{0} \leq t \leq 0$,

$$
\begin{aligned}
& \left\|\frac{\partial^{l} \Lambda}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0}}\left(t, t_{0}, \sigma^{0}, q, r, \mu\right)\right\| \\
& \quad \leq C_{l}\left[\sum_{i=1}^{l}\left(-t_{0}\right)^{i}\right] e^{-\left[\beta_{1}-H \lambda(\mu)\right]\left(t-t_{0}\right)-l \lambda(\mu)(1+2 \Delta) t_{0}}
\end{aligned}
$$

(h) For $0 \leq l \leq k-1$ there is a positive constant $\widehat{C}_{l}$ such that for $t_{0} \leq t \leq 0$,

$$
\begin{aligned}
& \left\|\frac{\partial^{l} \Lambda}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0}}\left(t, t_{0}, \sigma^{0}, q_{1}, r_{1}, \mu\right)-\frac{\partial^{l} \Lambda}{\partial \sigma_{i_{1}}^{0} \cdots \partial \sigma_{i_{l}}^{0}}\left(t, t_{0}, \sigma^{0}, q_{2}, r_{2}, \mu\right)\right\| \\
& \quad \leq \widehat{C}_{l}\left(\left\|q_{1}-q_{2}\right\|_{l}+\left\|r_{1}-r_{2}\right\|_{l}\right)\left[\sum_{i=2}^{l+2}\left(-t_{0}\right)^{i}\right] e^{-\left[\beta_{1}-H \lambda(\mu)\right]\left(t-t_{0}\right)-(l+1) \lambda(\mu)(1+2 \Delta) t_{0}} .
\end{aligned}
$$

5.2. The proofs of Lemmas 3.1 and 3.2. In this section we prove the lemmas in $\S 3$ that lead to Theorem 3.4. Recall that $G_{1}(s, \sigma, \mu, q, r, \rho)$ and $G_{2}(s, \sigma, \mu, q, r, \rho)$ are defined by (3.4) where $\phi\left(t, \sigma^{0}, \mu, q, r, \rho\right)$ and $\Lambda\left(t, t_{0}, \sigma^{0}, \mu, q, r, \rho\right)$ are the solutions of (3.1) and (3.2), respectively.

Proof of Lemma 3.1.

$$
\frac{\partial^{l+m} G_{1}}{\partial \sigma_{i_{1}} \cdots \partial \sigma_{i_{l}} \partial \mu^{m}}(s, \sigma, \mu, q, r, \rho)
$$

is a (finite) sum of terms of the form

$$
\begin{align*}
& \frac{\partial^{l_{1}+j_{1}} \Lambda}{\partial \sigma_{i_{1,1}} \cdots \partial \sigma_{i_{1, l_{1}}} \partial \mu^{j_{1}}} \frac{\partial^{l_{2}+j_{2}} \mathcal{W}}{\partial \sigma_{i_{2,1}} \cdots \partial \sigma_{i_{2, l_{2}}} \partial \mu^{j_{2}}} \\
& l_{1}+l_{2}=l, \quad j_{1}+j_{2}=m  \tag{5.29}\\
& 0 \leq l_{1}, \quad l_{2} \leq l, \quad 0 \leq j_{1}, \quad j_{2} \leq m
\end{align*}
$$

where $\Lambda$ and $\mathcal{W}$ are as in (3.4). The second factor of (5.29) is in turn a (finite) sum of terms of the form

$$
\begin{equation*}
\frac{\partial^{m_{1}+m_{2}+m_{3}+m_{4}} \mathcal{W}}{\partial \sigma^{m_{1}} \partial w^{m_{2}} \partial z^{m_{3}} \partial \mu^{m_{4}}} a_{1} \cdots a_{m_{1}} B_{1} \cdots B_{m_{2}} C_{1} \cdots C_{m_{3}} \tag{5.30}
\end{equation*}
$$

where

$$
\begin{aligned}
& a_{v}=\frac{\partial^{l_{1, v}+m_{1, v}} \phi}{\partial \sigma_{j_{v, 1}} \cdots \partial \sigma_{j_{v, l}, v} \partial \mu^{m_{1, v}}}(s), \quad v=1, \cdots, m_{1}, \\
& B_{u}=\frac{\partial^{\nu_{2, u}+\chi_{2, u}}}{\partial \sigma^{\nu_{2, u}} \mu^{\chi_{2, u}}}(\phi(s), \mu) b_{u, 1} \cdots b_{u, \nu_{2, u}}, \quad u=1, \cdots, m_{2}, \\
& b_{u, v}=\frac{\partial^{l_{2, u, v}+m_{2, u, v}} \phi}{\partial \sigma_{j_{2, u, v, 1}} \cdots \partial \sigma_{j_{2, u, v, l_{2, u, v}}} \partial \mu^{m_{2, u, v}}}(s), \quad v=1, \cdots, \nu_{2, u}, \\
& C_{u}=\frac{\partial^{\nu_{3, u}+\chi_{3, u}}}{\partial \sigma^{\nu_{3, u}} \mu^{\chi_{3, u}}}(\phi(s), \mu) c_{u, 1} \cdots c_{u, \nu_{3, u}}, \quad u=1, \cdots, m_{3}, \\
& c_{u, v}=\frac{\partial^{l_{3, u, v}+m_{3, u, v}} \phi}{\partial \sigma_{j_{3, u, v, 1}} \cdots \partial \sigma_{j_{3, u, v, l_{3, u, v}}} \partial \mu^{m_{3, u, v}}}(s), \quad v=1, \cdots, \nu_{3, u}, \\
& 0 \leq m_{i} \leq l_{2}+j_{2}, \quad i=1, \cdots, 4, \quad 1 \leq m_{1}+m_{2}+m_{3}+m_{4} \leq l_{2}+j_{2}, \\
& \sum_{v=1}^{m_{1}} l_{1, v}+\sum_{u=1}^{m_{2}} \sum_{v=1}^{\nu_{2, u}} l_{2, u, v}+\sum_{u=1}^{m_{3}} \sum_{v=1}^{\nu_{3, u}} l_{3, u, v}=l_{2}, \quad \\
& m_{4}+\sum_{v=1}^{m_{1}} m_{1, v}+\sum_{u=1}^{m_{2}}\left(\sum_{v=1}^{\nu_{2, u}} m_{2, u, v}+\chi_{2, u}\right)+\sum_{u=1}^{m_{3}}\left(\sum_{v=1}^{\nu_{3, u}} m_{3, u, v}+\chi_{3, u}\right)=j_{2} .
\end{aligned}
$$

Now (3.6) follows from (5.29), (5.30), and Property 3.1(a)-(e).
Note that

$$
\frac{\partial^{l+m} G_{2}}{\partial \sigma_{i_{1}} \cdots \partial \sigma_{i_{l}} \partial \mu^{m}}(s, \sigma, \mu, q, r, \rho)
$$

is a (finite) sum of terms of the form

$$
\begin{aligned}
& \frac{\partial^{m_{1}}}{\partial \mu^{m_{1}}}\left(\rho \mu e^{-\rho \mu Q s}\right) \frac{\partial^{l+m_{2}} \mathcal{Z}}{\partial \sigma_{i_{1}} \cdots \partial \sigma_{i_{l}} \partial \mu^{m_{2}}}, \\
& m_{1}+m_{2}=m, \quad 0 \leq m_{1}, \quad m_{2} \leq m,
\end{aligned}
$$

where $\mathcal{Z}$ is as given in (3.4). Now we show inductively that, for $0 \leq m$,

$$
\frac{\partial^{m}}{\partial \mu^{m}}\left(\rho \mu e^{-\rho \mu Q s}\right)=(-1)^{m-1}\left[m \rho^{m}(Q s)^{m-1}-\rho^{m+1} \mu(Q s)^{m}\right] e^{-\rho \mu Q s}
$$

and it follows that there is $\widehat{H}_{m}>0$ such that for $s \leq 0$,

$$
\left\|\frac{\partial^{m}}{\partial \mu^{m}}\left(\rho \mu e^{-\rho \mu Q s}\right)\right\| \leq \begin{cases}K_{2} \rho \mu e^{\rho \mu \beta_{2} s}, & m=0  \tag{5.31}\\ \widehat{H}_{m}\left[\rho^{m}(-s)^{m-1}+\rho^{m+1} \mu(-s)^{m}\right] e^{\rho \mu \beta_{2} s}, & m>0\end{cases}
$$

On the other hand, using Property 3.1(a) and (b) and an analysis similar to the one in the first part of the proof, we obtain the estimate

$$
\begin{equation*}
\left\|\frac{\partial^{l+m_{2}} \mathcal{Z}}{\partial \sigma_{i_{1}} \cdots \partial \sigma_{i_{l}} \partial \mu^{m_{2}}}\right\| \leq \widehat{K} \lambda_{2}(\rho) \mu^{k-m_{2}}\left\{\sum_{i=0}^{l+2 m_{2}}\left[\lambda(\rho) \mu^{k}(-s)\right]^{i}\right\} e^{-\left(l+m_{2}\right) \lambda(\rho) \mu^{k}(1+2 \Delta) s} \tag{5.32}
\end{equation*}
$$

Now (3.7) follows from (3.5), (5.31), and (5.32).

## Proof of Lemma 3.3.

$$
\frac{\partial^{l+m} G_{1}}{\partial \sigma_{i_{1}} \cdots \partial \sigma_{i_{l}} \partial \mu^{m}}\left(s, \sigma, \mu, q_{1}, r_{1}, \rho\right)-\frac{\partial^{l+m} G_{1}}{\partial \sigma_{i_{1}} \cdots \partial \sigma_{i_{l}} \partial \mu^{m}}\left(s, \sigma, \mu, q_{2}, r_{2}, \rho\right)
$$

is a (finite) sum of terms of the form

$$
\begin{aligned}
& \frac{\partial^{l_{1}+j_{1}} \Lambda_{1}}{\partial \sigma_{i_{1,1}} \cdots \partial \sigma_{i_{1, l_{1}}} \partial \mu^{j_{1}}} \frac{\partial^{l_{2}+j_{2}} \mathcal{W}_{1}}{\partial \sigma_{i_{2,1}} \cdots \partial \sigma_{i_{2, l_{2}}} \partial \mu^{j_{2}}} \\
& \quad-\frac{\partial^{l_{1}+j_{1}} \Lambda_{2}}{\partial \sigma_{i_{1,1}} \cdots \partial \sigma_{i_{1, l_{1}}} \partial \mu^{j_{1}}} \frac{\partial^{l_{2}+j_{2}} \mathcal{W}_{2}}{\partial \sigma_{i_{2,1}} \cdots \partial \sigma_{i_{2, l_{2}}} \partial \mu^{j_{2}}} \\
& = \\
& \quad \frac{\partial^{l_{1}+j_{1}} \Lambda_{1}}{\partial \sigma_{i_{1,1}} \cdots \partial \sigma_{i_{1, l_{1}}} \partial \mu^{j_{1}}}\left(\frac{\partial^{l_{2}+j_{2}} \mathcal{W}_{1}}{\partial \sigma_{i_{2,1}} \cdots \partial \sigma_{i_{2, l_{2}}} \partial \mu^{j_{2}}}-\frac{\partial^{l_{2}+j_{2}} \mathcal{W}_{2}}{\partial \sigma_{i_{2,1}} \cdots \partial \sigma_{i_{2, l_{2}}} \partial \mu^{j_{2}}}\right) \\
& \\
& \quad+\left(\frac{\partial^{l_{1}+j_{1}} \Lambda_{1}}{\partial \sigma_{i_{1,1}} \cdots \partial \sigma_{i_{1, l_{1}}} \partial \mu^{j_{1}}}-\frac{\partial^{l_{1}+j_{1}} \Lambda_{2}}{\partial \sigma_{i_{1,1}} \cdots \partial \sigma_{i_{1, l_{1}}} \partial \mu^{j_{1}}}\right) \frac{\partial^{l_{2}+j_{2}} \mathcal{W}_{2}}{\partial \sigma_{i_{2,1}} \cdots \partial \sigma_{i_{2, l_{2}}} \partial \mu^{j_{2}}}, \\
& l_{1}+l_{2}= \\
& \quad l, \quad j_{1}+j_{2}=m, \\
& 0 \leq l_{1}, \quad l_{2} \leq l, \quad 0 \leq j_{1}, j_{2} \leq m,
\end{aligned}
$$

where for $i=1,2$,

$$
\Lambda_{i}=\Lambda\left(0, s, \sigma, \mu, q_{i}, r_{i}, \rho\right), \quad \mathcal{W}_{i}=\mathcal{W}\left(\tau_{i}(s), q_{i}\left(\tau_{i}(s), \mu\right), r_{i}\left(\tau_{i}(s), \mu\right), \mu, \rho\right)
$$

On the other hand,

$$
\frac{\partial^{l_{2}+j_{2}} \mathcal{W}_{1}}{\partial \sigma_{i_{2,1}} \cdots \partial \sigma_{i_{2, l_{2}}} \partial \mu^{j_{2}}}-\frac{\partial^{l_{2}+j_{2}} \mathcal{W}_{2}}{\partial \sigma_{i_{2,1}} \cdots \partial \sigma_{i_{2, l_{2}}} \partial \mu^{j_{2}}}
$$

is in turn a (finite) sum of terms of the forms

$$
\begin{aligned}
& \frac{\partial^{m_{1}+m_{2}+m_{3}+m_{4}} \mathcal{W}_{1}}{\partial \sigma^{m_{1}} \partial w^{m_{2}} \partial z^{m_{3}} \partial \mu^{m_{4}}} a_{1}^{1} \cdots a_{m_{1}}^{1} B_{1}^{1} \cdots B_{m_{2}}^{1} C_{1}^{2} \cdots C_{u-1}^{2}\left(C_{u}^{1}-C_{u}^{2}\right) C_{u+1}^{1} \cdots C_{m_{3}}^{1} \\
& \frac{\partial^{m_{1}+m_{2}+m_{3}+m_{4}} \mathcal{W}_{1}}{\partial \sigma^{m_{1}} \partial w^{m_{2}} \partial z^{m_{3}} \partial \mu^{m_{4}}} a_{1}^{1} \cdots a_{m_{1}}^{1} B_{1}^{2} \cdots B_{u-1}^{2}\left(B_{u}^{1}-B_{u}^{2}\right) B_{u+1}^{1} \cdots B_{m_{2}}^{1} C_{1}^{2} \cdots C_{m_{3}}^{2} \\
& \frac{\partial^{m_{1}+m_{2}+m_{3}+m_{4}} \mathcal{W}_{1}}{\partial \sigma^{m_{1}} \partial w^{m_{2}} \partial z^{m_{3}} \partial \mu^{m_{4}}} a_{1}^{2} \cdots a_{v-1}^{2}\left(a_{v}^{1}-a_{v}^{2}\right) a_{v+1}^{1} \cdots a_{m_{1}}^{1} B_{1}^{2} \cdots B_{m_{2}}^{2} C_{1}^{2} \cdots C_{m_{3}}^{2}, \\
& \left(\frac{\partial^{m_{1}+m_{2}+m_{3}+m_{4}} \mathcal{W}_{1}}{\partial \sigma^{m_{1}} \partial w^{m_{2}} \partial z^{m_{3}} \partial \mu^{m_{4}}}-\frac{\partial^{m_{1}+m_{2}+m_{3}+m_{4}} \mathcal{W}_{2}}{\partial \sigma^{m_{1}} \partial w^{m_{2}} \partial z^{m_{3}} \partial \mu^{m_{4}}}\right) a_{1}^{2} \cdots a_{m_{1}}^{2} B_{1}^{2} \cdots B_{m_{2}}^{2} C_{1}^{2} \cdots C_{m_{3}}^{2}
\end{aligned}
$$

where

$$
\begin{aligned}
& a_{v}^{i}=\frac{\partial^{l_{1, v}+m_{1, v}} \tau_{i}}{\partial \sigma_{j_{v, 1}} \cdots \partial \sigma_{j_{v, l_{1, v}}} \partial \mu^{m_{1, v}}}(s), \quad v=1, \cdots, m_{1}, \\
& B_{u}^{i}=\frac{\partial^{\nu_{2, u}+\chi_{2, u}} q_{i}}{\partial \sigma^{\nu_{2, u}} \mu^{\chi_{2, u}}}\left(\tau_{i}(s), \mu\right) b_{u, 1}^{i} \cdots b_{u, \nu_{2, u}}^{i}, \quad u=1, \cdots, m_{2}, \\
& b_{u, v}^{i}=\frac{\partial^{l_{2, u, v}+m_{2, u, v}} \tau_{i}}{\partial \sigma_{j_{2, u, v, 1}} \cdots \partial \sigma_{j_{2, u, v, l_{2, u, v}}} \partial \mu^{m_{2, u, v}}}(s), \quad v=1, \cdots, \nu_{2, u}, \\
& C_{u}^{i}=\frac{\partial^{\nu_{3, u}+\chi_{3, u}}}{\partial \sigma^{\nu_{3, u}} \mu^{\chi_{3, u}}}\left(\tau_{i}(s), \mu\right) c_{u, 1}^{i} \cdots c_{u, \nu_{3, u}}^{i}, \quad u=1, \cdots, m_{3}, \\
& c_{u, v}^{i}=\frac{\partial^{l_{3, u, v}+m_{3, u, v}} \tau_{i}}{\partial \sigma_{j_{3, u, v, 1}} \cdots \partial \sigma_{j_{3, u, v, l_{3, u, v}}} \partial \mu^{m_{3, u, v}}}(s), \quad v=1, \cdots, \nu_{3, u}, \\
& 0 \leq m_{i} \leq l_{2}+j_{2}, \quad i=1, \cdots, 4, \quad 1 \leq m_{1}+m_{2}+m_{3}+m_{4} \leq l_{2}+j_{2}, \\
& \sum_{v=1}^{m_{1}} l_{1, v}+\sum_{u=1}^{m_{2}} \sum_{v=1}^{\nu_{2, u}} l_{2, u, v}+\sum_{u=1}^{m_{3}} \sum_{v=1}^{\nu_{3, u}} l_{3, u, v}=l_{2}, \\
& m_{4}+\sum_{v=1}^{m_{1}} m_{1, v}+\sum_{u=1}^{m_{2}}\left(\sum_{v=1}^{\nu_{2, u}} m_{2, u, v}+\chi_{2, u}\right)+\sum_{u=1}^{m_{3}}\left(\sum_{v=1}^{\nu_{3, u}} m_{3, u, v}+\chi_{3, u}\right)=j_{2} .
\end{aligned}
$$

Now (3.8) follows from this fact and Property 3.1.
Observe that

$$
\frac{\partial^{l+m} G_{2}}{\partial \sigma_{i_{1}} \cdots \partial \sigma_{i_{l}} \partial \mu^{m}}\left(s, \sigma, \mu, q_{1}, r_{1}, \rho\right)-\frac{\partial^{l+m} G_{2}}{\partial \sigma_{i_{1}} \cdots \partial \sigma_{i_{l}} \partial \mu^{m}}\left(s, \sigma, \mu, q_{2}, r_{2}, \rho\right)
$$

is a (finite) sum of terms of the form

$$
\begin{aligned}
& \frac{\partial^{m_{1}}}{\partial \mu^{m_{1}}}\left(\rho \mu e^{-\rho \mu Q s}\right)\left(\frac{\partial^{l+m_{2}} \mathcal{Z}_{1}}{\partial \sigma_{i_{1}} \cdots \partial \sigma_{i_{l}} \partial \mu^{m_{2}}}-\frac{\partial^{l+m_{2}} \mathcal{Z}_{2}}{\partial \sigma_{i_{1}} \cdots \partial \sigma_{i_{l}} \partial \mu^{m_{2}}}\right) \\
& m_{1}+m_{2}=m, \quad 0 \leq m_{1}, m_{2} \leq m
\end{aligned}
$$

An analysis similar to the one in the first part of the proof leads to the estimate

$$
\begin{align*}
& \left\|\frac{\partial^{l+m_{2}} \mathcal{Z}_{1}}{\partial \sigma_{i_{1}} \cdots \partial \sigma_{i_{l}} \partial \mu^{m_{2}}}-\frac{\partial^{l+m_{2}} \mathcal{Z}_{2}}{\partial \sigma_{i_{1}} \cdots \partial \sigma_{i_{l}} \partial \mu^{m_{2}}}\right\| \\
& \quad \leq \widehat{K} \lambda_{2}(\rho) \mu^{k-m_{2}}\left(\left\|q_{1}-q_{2}\right\|_{l+m_{2}}+\left\|r_{1}-r_{2}\right\|_{l+m_{2}}\right)  \tag{5.33}\\
& \quad \times\left\{\sum_{i=0}^{l+2 m_{2}+2}\left[\lambda(\rho) \mu^{k}(-s)\right]^{i}\right\} e^{-\left(l+m_{2}+1\right) \lambda(\rho) \mu^{k}(1+2 \Delta) s} .
\end{align*}
$$

Now (3.9) follows from (3.5), (5.31), and (5.33).
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# THE EXISTENCE OF INFINITELY MANY TRAVELING FRONT AND BACK WAVES IN THE FITZHUGH-NAGUMO EQUATIONS* 

BO DENG ${ }^{\dagger}$


#### Abstract

Consideration is given to the FitzHugh-Nagumo equations of bistable type. The existence of traveling front and back waves with any finite number of pulses is proved. The speed of such a multiple pulse wave is characterized by its number of pulses: the more pulses it has, the slower it travels. Traveling impulse and traveling train solutions are also found. These traveling waves arise from the bifurcation of a doubly twisted front-back wave loop. The method is based on the theory of heteroclinic loop bifurcation, the geometric theory of singular perturbation and the Melnikov method.
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## 1. Introduction. Consider the FitzHugh-Nagumo equations

$$
\begin{equation*}
v_{t}=v_{x x}+f(v)-w, \quad w_{t}=\varepsilon(v-\gamma w), \tag{1.1}
\end{equation*}
$$

where $f(v)=v(v-a)(1-v)$ is a cubic polynomial and $0<a<\frac{1}{2}, \varepsilon>0$, and $\gamma>0$ are parameters. A solution $(v, w)(x, t)$ that is bounded over $x \in \mathbb{R}$ and $t \in \mathbb{R}$ is called a traveling wave if it is a function of one variable and there is a constant $c$ so that $(v, w)(x, t)=(v, w)(x+c t)$.

The simplest traveling waves might be constant, or steady-state solutions. Depending on the value of $\gamma$, there are one, two, or three steady states (cf. Fig. 1.1), which are the intersections of the nullclines $w=f(v)$ and $v=\gamma w$. In this paper, however, we are interested in the case when $\gamma$ is greater than the critical value $\gamma_{1}:=v_{\text {max }} / f_{\text {max }}$ and there are three steady states. We restrict our attention further to the leftmost and rightmost stable states, which we denote by $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$ in Fig. 1.1, respectively, and


FIG. 1.1. $\gamma_{0}$ is chosen so that $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$ are symmetric with respect to the inflection point ( $v_{\mathrm{inf}}, f_{\text {inf }}$ ) of the cubic curve $w=f(v)$. The thickly drawn segments $\mathscr{E}_{1}$ and $\mathscr{E}_{2}$ on $w=f(v)$ do not contain the extreme points but they are long enough so that $\mathscr{C}_{1}$ contains $\mathbf{a}_{1}=0$ and the intersect point $\left\{w=w_{2}\right\} \cap\{w=f(v)\}$ and $\mathscr{C}_{2}$ contains $\mathbf{a}_{2}$ and $(1,0)$ as interior points, respectively.

[^131]study nonconstant traveling waves connecting $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$. The various types of connecting waves considered here are as follows. A traveling wave $(v, w)(x+c t)$ is said to be a traveling front if
$$
\lim _{t \rightarrow-\infty}(v, w)(x+c t)=\mathbf{a}_{1} \quad \text { and } \quad \lim _{t \rightarrow+\infty}(v, w)(x+c t)=\mathbf{a}_{2},
$$
exist for all $x$. Likewise, by a traveling back wave we mean the same limits exist except that the first limit is $\mathbf{a}_{2}$ while the second limit is $\mathbf{a}_{1}$. A traveling wave solution is said to be an impulse of $\mathbf{a}_{1}$ if
$$
\lim _{\tau \rightarrow \pm \infty}(v, w)(\tau)=\mathbf{a}_{1}
$$

An impulse of $\mathbf{a}_{2}$ is analogously defined. Last, a traveling wave solution is said to be a traveling train if $(v, w)(\tau)$ is periodic in $\tau$.

We further characterize the waves of the same type according to their numbers of pulses contained. To be precise, choose and fix a neighborhood of each $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$ for the equations. A traveling wave has a pulse from $\mathbf{a}_{1}$ if there is a closed interval $\tau_{0} \leqq \tau \leqq \tau_{1}$ such that $(v, w)(\tau)$ arises from the chosen vicinity of $\mathbf{a}_{1}$, enters into the vicinity of $\mathbf{a}_{2}$, and only afterwards falls back to the vicinity of $\mathbf{a}_{1}$ as $\tau$ increases from $\tau_{0}$ to $\tau_{1}$ (cf. Fig. 1.2). A pulse from $\mathbf{a}_{2}$ is defined similarly. A front (back, respectively) wave is called $k$-front ( $k$-back, respectively) wave if it has $k$ pulses from $\mathbf{a}_{1}$. A front (back, respectively) without a pulse is referred to as a simple front (back, respectively). An impulse of $\mathbf{a}_{i}$ is called a $k$-impulse if it has $k$ pulses from $\mathbf{a}_{i}$. A traveling train is


Fig. 1.2. (a) One pulse (thickly drawn curve) forms when the traveling wave jumps from a given neighborhood of $\mathbf{a}_{1}$ into a given neighborhood of $\mathbf{a}_{2}$ and only afterwards drops into the neighborhood of $\mathbf{a}_{1}$ again over an interval $\tau \in\left[\tau_{0}, \tau_{1}\right]$.
(b) When the traveling speed $c>0, a 1$-front here moves to the left with time.
called a $k$-train if within the minimum period of the periodic traveling wave there are $k$ pulses. An impulse or a traveling train is simple if there is only one pulse. We emphasize that the comparison among fronts or other types of waves in terms of the number of pulses makes sense only if the neighborhoods of $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$ are fixed, but they are allowed to vary with parameters.

The profiles of a given traveling wave are simply the graphs of $v$ and $w$ over the real line (cf. Fig. 1.2). Thus, a traveling wave moves to the left with time if the traveling velocity $c$ is positive. Likewise, it travels to the right if $c<0$. Also, it is trivial to verify that if $(v, w)(x+c t)$ is a traveling wave then $(\bar{v}, \bar{w})(x+(-c) t):=(v, w)(-x+c t)$ is another traveling wave solution, traveling in the opposite direction. For this reason, we only consider the existence of leftward traveling waves (i.e., with $c>0$ ) from now on.

By smoothness in this paper we mean differentiability of as many times as needed. Our main result is the following theorem.

Theorem 1.1. Let $0<a<\frac{1}{2}$ be fixed in the FitzHugh-Nagumo equations (1.1). There exists a small $\varepsilon_{0}$ and two smooth functions $\gamma(\varepsilon)$ and $\delta(\varepsilon), 0 \leqq \varepsilon \leqq \varepsilon_{0}$, such that the following is satisfied for all $0<\varepsilon<\varepsilon_{0}$.
(a) On the relevant $(\gamma, c)$-parameter space there are two smooth curves $c=c_{i, 0}(\gamma)$ defined on the interval $|\gamma-\gamma(\varepsilon)|<\delta(\varepsilon)$ and $i=1,2$ ( $c_{i, 0}$ here and all other curves below are smoothly parametrized by $\varepsilon$ also, but $\varepsilon$ is usually suppressed for simplicity) such that (1.1) has a simple front wave of speed $c_{1,0}(\gamma)$ and a simple back wave of speed $c_{2,0}(\gamma)$.
(b) There is a sequence $\left\{c_{1, k}(\gamma)\right\}_{k=1}^{\infty}$ of smooth curves of the left half interval $0<\gamma(\varepsilon)-\gamma<\delta(\varepsilon)$ such that (1.1) has a $k$-front wave of speed $c_{1, k}(\gamma)$ for every $k=1$, $2, \cdots$ and $0<\gamma(\varepsilon)-\gamma<\delta(\varepsilon)$. Similarly, there is a sequence $\left\{c_{2, k}(\gamma)\right\}_{k=1}^{\infty}$ of smooth curves of the right half interval $0<\gamma-\gamma(\varepsilon)<\delta(\varepsilon)$ such that (1.1) has a $k$-back wave of speed $c_{2, k}(\gamma)$ for every $k=1,2, \cdots$ and $0<\gamma-\gamma(\varepsilon)<\delta(\varepsilon)$.
(c) There is a smooth curve $c_{1, \infty}(\gamma)$ of the left half interval $0<\gamma(\varepsilon)-\gamma<\delta(\varepsilon)$ such that (1.1) has a simple impulse wave of $\mathbf{a}_{1}$ with speed $c_{1, \infty}(\gamma)$ for every $0<\gamma(\varepsilon)-\gamma<\delta(\varepsilon)$. Similarly, there is a smooth curve $c_{2, \infty}(\gamma)$ of the right half interval $0<\gamma-\gamma(\varepsilon)<\delta(\varepsilon)$ such that (1.1) has a simple impulse wave of $\mathbf{a}_{2}$ with speed $c_{2, \infty}(\gamma)$ for every $0<\gamma-\gamma(\varepsilon)<$ $\delta(\varepsilon)$.
(d) The simple front and back wave curves $c_{i, 0}(\gamma)$ intersect transversely at $\gamma(\varepsilon)$. The intersection point, $(\gamma(\varepsilon), c(\varepsilon))$, is smooth in $\varepsilon$. At $\varepsilon=0,(\gamma(0), c(0))=(9 /(2-a)(1-2 a)$, $(1-2 a) / \sqrt{2}):=\left(\gamma_{0}, c_{0}\right)$. The slopes of $c_{i, 0}(\gamma)$ satisfy $c_{1,0}^{\prime}\left(\gamma_{0}\right)=0$ and $c_{2,0}^{\prime}\left(\gamma_{0}\right)<0$, respectively, at $\varepsilon=0$. Moreover, for fixed $\varepsilon>0, \gamma$ and $i=1,2$, the sequence $\left\{c_{i, k}(\gamma)\right\}$ is monotone decreasing in $k=0,1,2, \cdots$ and converges to the corresponding impulse curve $c_{i, \infty}(\gamma)$ as $k \rightarrow \infty$. Furthermore, every $c_{1, k}$ curve is asymptotically tangent to the $c_{1,0}$ curve from the left of $\gamma(\varepsilon)$ as $\gamma \rightarrow \gamma(\varepsilon)^{-}$and, similarly, every $c_{2, k}$ curve is asymptotically tangent to the $c_{2,0}$ curve from the right of $\gamma(\varepsilon)$ as $\gamma \rightarrow \gamma(\varepsilon)^{+}$.
(e) There is a neighborhood of $(\gamma(\varepsilon), c(\varepsilon))$ in the $(\gamma, c)$-parameter space for each $0<\varepsilon<\varepsilon_{0}$ such that (1.1) has a simple traveling train solution for some speed $c$ if and only if $(\gamma, c)$ is in this neighborhood and lies below the curve $c_{1, \infty} \cup c_{2, \infty} \cup(\gamma(\varepsilon), c(\varepsilon))$. See Fig. 1.3.

It would be of mathematical interest to assume that the recovering variable $w$ also diffuses slightly along the spatial line. This leads to the consideration of the following system of reaction diffusion equations:

$$
\begin{equation*}
v_{t}=v_{x x}+f(v)-w, \quad w_{t}=\kappa w_{x x}+\varepsilon(v-\gamma w) . \tag{1.2}
\end{equation*}
$$

This is the same as the FitzHugh-Nagumo equations (1.1) except for a small diffusion term $\kappa w_{x x}$ with $|\kappa| \ll 1$ in the $w$-equation. It is easy to see that the steady states of (1.2),


Fig. 1.3. The bifurcation diagram of Theorem 1.1. $Q_{1}$ and $Q_{2}$ here are the Melnikov functions associated with the simple front wave and the simple back wave, respectively. The simple front (back, respectively) wave curve $c_{1,0}$ ( $c_{2,0}$, respectively) is the level set of $Q_{1}=0\left(Q_{2}=0\right.$, respectively $)$.
in particular, the steady states $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$, are the same as those of (1.1) and all the definitions for traveling waves of different types considered above can be directly extended for (1.2). As we will see later, the following theorem is a direct consequence of Theorem 1.1 in the context of singular perturbation.

Theorem 1.2. Let $0<a<\frac{1}{2}$ be fixed in (1.2). There are small constants $\varepsilon_{0}$ and $\kappa_{0}$ and smooth functions $\gamma(\varepsilon, \kappa), c(\varepsilon, \kappa)$, and $\delta(\varepsilon, \kappa)$ of $0 \leqq \varepsilon \leqq \varepsilon_{0}$ and $|\kappa| \leqq \kappa_{0}$ such that for $0<\varepsilon<\varepsilon_{0}$ and $|\kappa| \leqq \kappa_{0}$ all the conclusions of Theorem 1.1 are satisfied when $\gamma(\varepsilon, \kappa)$, $c(\varepsilon, \kappa)$, and $\delta(\varepsilon, \kappa)$ are substituted for $\gamma(\varepsilon), c(\varepsilon)$, and $\delta(\varepsilon)$, respectively. Moreover, $\gamma(0, \kappa)=\gamma_{0}$ and $c(0, \kappa)=c_{0}$, the same constants as in Theorem 1.1. In this case, of course, all the curves $c_{i, k}$ depend smoothly on $\kappa$ as well.

The FitzHugh-Nagumo equations have been studied extensively for the last two decades. This system of reaction-diffusion equations is a qualitative model for several applications including nerve conduction (Hodgkin and Huxley (1952), FitzHugh (1961), and Nagumo, Arimoto, and Yoshizawa (1963)), neuronal interactions at the population level (Wilson and Cowan (1972)), chemical and biochemical reaction (Ortoleva and Ross (1975)), as well as electronic transmission lines (Nagumo, Arimoto, and Yoshizawa (1963)). The references quoted here only reflect the author's limited understanding on this subject. For the case when $\gamma=0$, Hastings (1974), (1976) and Casten, Cohen, and Lagerstrom (1975) have studied the existence of impulse and traveling train solutions. Rinzel and Keller (1973) have studied the same problem except that the function $f$ is replaced by a piecewise continuous function $f=$ $H(v-a)-v$ with $H$ to be the Heaviside step function. For the case when $\varepsilon, a, \gamma$ are all small, Hastings (1982) and Evans, Fenichel, and Feroe (1982) have studied the existence of impulse solutions of double pulses and traveling trains of multiple pulses. Their results are closely related to the saddle-focus homoclinic bifurcation theorem by Sil'nikov (1970). Feroe (1982) and, more recently, Wang (1988I) have also studied this type of phenomenon with the piecewise linear function $f$. For large $\gamma$, Carpenter (1977) has studied the existence of traveling front and back waves as well as impulse and traveling train solutions through a constructive singular perturbation approach. Rinzel and Terman (1982) have also considered the same problem for the piecewise
linear case. Indeed, as pointed out by one of the referees of this paper, the existence of traveling waves for (1.1) has been the subject of many other researchers including Aronson and Weinberger (1975), Conley (1975), Greenberg (1973), Keener (1980), Langer (1980), McKean (1970), Pauwelussen (1980), Rauch and Smoller (1978), and probably many more. With only a few exceptions, all the traveling wave solutions investigated so far can be characterized as simple wave solutions in our terminology. The multiple pulse front and back waves obtained here have not previously been proved to exist, nor investigated numerically.

The proof of the theorem is based on three important theories in dynamical systems, namely, the bifurcation theory of a doubly twisted heteroclinic loop by Deng (1991), the geometric singular perturbation theory by Fenichel (1979), and the Melnikov method. Although the idea of using the Melnikov integral together with singular perturbation theory can be found in Kokubu, Nishiura, and Oka (1988) and Lin (1989), our singular perturbation approach is quite different. Whereas other researchers emphasize the "singular" aspects of the problems which inevitably lead to techniques like asymptotic expansion, matching principle, etc., we only need to address the "regular" aspects of the singular perturbation problems. This point of view is taken from Fenichel (1979) which asserts that a singular perturbation problem is essentially a regular perturbation problem in terms of invariant manifold theory, in particular, the center manifold theory. Extending his idea via invariant manifold theory to connecting orbits, we naturally see some connections between the singular perturbation theory and the Melnikov method.

This paper is organized as follows. In § 2, we will state the heteroclinic loop bifurcation theory from Deng (1991) from which the proof of our main result Theorem 1.1 will be derived. The remaining sections are devoted to verifying all the conditions of that theorem. Specifically, we will introduce the Melnikov function (which was called the separation function by Kokubu, Nishiura, and Oka (1988)) in § 3. In §§ 4-8, all the nondegenerate conditions of Theorem 2.1 will be verified. At first sight, these conditions may appear next to impossible to check. However, since they are all generic with respect to the existence of a heteroclinic loop, it is not too surprising to see that the existence of the twisted loop, which only requires our extended Melnikov method, indeed contains enough information for its genericity. In $\S 9$, Theorem 1.2 will be proved based on the singular perturbation method and the proof of Theorem 1.1.

In Theorem 1.1(e) it appears that the neighborhood around $(\gamma(\varepsilon), c(\varepsilon))$ where the traveling train solutions may occur, as well as the lengths of those curves for traveling front, back and impulse waves, depend on the parameter $\varepsilon$. In fact, they can be made uniform for all small $\varepsilon>0$. Unfortunately, we cannot show this fact in this paper. It requires some nontrivial modification and generalization of our Theorem 2.1 to singularly perturbed systems. The same comment also applies to Theorem 1.2 with respect to $\varepsilon>0$ and $|\kappa| \ll 1$.

This paper was originally inspired by the work of Rinzel and Terman (1982). David Terman helped me understand their work correctly. This made it possible for me to find the twist structure of the front-back wave loop at the bifurcation point ( $\gamma_{0}, c_{0}$ ) through their numerical bifurcation diagram for the simple front, simple back, and simple impulse waves (cf. Fig. 1.3). Finally, let us mention the other equally important motivation that lies beyond the scope of this paper. We would like to eventually prove that all the multiple pulse front and back waves found here are stable with respect to the PDEs (1.1) and (1.2). The fact that the steady states $\mathbf{a}_{1}, \mathbf{a}_{2}$, the simple front, simple back, simple impulse, and simple train solutions near the bifurcation point ( $\gamma_{0}, c_{0}$ ) are all stable is well known. (See, e.g., Rinzel and Terman (1982)
and the references therein. See also Wang (1988II) for the stability problem of multiple pulse impulses for the piecewise linear case.)
2. The bifurcation of a twisted heteroclinic loop. Recall that a traveling wave ( $v, w)$ is a function of one variable $\tau$. Thus, if we let $u:=v^{\prime}$, where the prime denotes the derivative in $\tau$, then ( $v, u, w)$ satisfies the following system of first-order ordinary differential equations:

$$
\begin{equation*}
v^{\prime}=u, \quad u^{\prime}=c u-f(v)+w, \quad w^{\prime}=\frac{\varepsilon}{c}(v-\gamma w) . \tag{2.1}
\end{equation*}
$$

For $\varepsilon>0$, it is trivial to check that this system has three equilibrium points when $\gamma>\gamma_{1}$ (cf. Fig. 1.1). They are those points ( $v, u, w$ ) satisfying that $u=0$ and ( $v, w$ ) equals to the steady states of (1.1) discussed in the Introduction. For this reason and for simplicity, we will denote throughout the equilibria with $u=0,(v, w)=\mathbf{a}_{i}$ just by $\mathbf{a}_{i}$ alone. Also, as the counterpart of traveling front of (1.1), a solution of (2.1) is call a heteroclinic orbit from $\mathbf{a}_{1}$ to $\mathbf{a}_{2}$ if

$$
\lim _{\tau \rightarrow-\infty}(v, u, w)(\tau)=\mathbf{a}_{1} \quad \text { and } \quad \lim _{\tau \rightarrow+\infty}(v, u, w)(\tau)=\mathbf{a}_{2}
$$

A heteroclinic orbit from $\mathbf{a}_{2}$ to $\mathbf{a}_{1}$ is defined analogously. On the other hand, a solution of (2.1) is called a homoclinic orbit to $\mathbf{a}_{1}$ if

$$
\lim _{|\tau| \rightarrow \infty}(v, u, w)(\tau)=\mathbf{a}_{1} .
$$

A similar definition applies to a homoclinic orbit to $\mathbf{a}_{2}$. Note that a heteroclinic orbit of (2.1) from $\mathbf{a}_{1}$ to $\mathbf{a}_{2}$ (respectively, from $\mathbf{a}_{2}$ to $\mathbf{a}_{1}$ ) gives rise to a traveling front (respectively, back) wave of (1.1) while a homoclinic orbit of (2.1) gives rise to an impulse wave of (1.1). In a similar way as in the previous section, we can define $k$-heteroclinic, $k$-homoclinic, and $k$-periodic orbits with respect to some neighborhoods of $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$ for (2.1). We leave this to the reader. Therefore, our strategy to prove Theorem 1.1 is to prove the same theorem except that (1.1) is replaced by (2.1) and the traveling fronts, etc., are replaced by heteroclinic orbits, etc., respectively. To do this, we will apply a theorem on the bifurcations of a twisted heteroclinic loop from Deng (1991) (cf. Theorem B of Deng (1991)). Although that theorem as well as the result on singular perturbation by Fenichel and the method of Melnikov integral are available for any finite-dimensional system, we will treat them only in $\mathbb{R}^{3}$ here for simplicity. Also, we need to warn the reader in advance that the theorem we are about to state is the time-reversed version of Theorem B of Deng (1991). Note that upon time reversal, the stable manifold becomes the unstable manifold and vice versa. Also, a heteroclinic orbit from $\mathbf{a}_{1}$ to $\mathbf{a}_{2}$ becomes a heteroclinic orbit from $\mathbf{a}_{2}$ to $\mathbf{a}_{1}$, and so on. But a homoclinic orbit of $a_{1}$ remains the same.

To state the theorem we begin with its hypotheses (2.2a)-(2.2e). Since the bifurcation problem to be discussed is of codimension two, we will only include the so-called relevant parameter $\alpha(\alpha=(\gamma, c)$ in our case $)$ in a vector field $X^{\alpha}:=X^{\alpha}(x)$, where $x \in \mathbb{R}^{3}$ and $\alpha \in \mathbb{R}^{2}$. We certainly allow other parameters (say $\varepsilon$ in our case) to be included in the vector field but we will usually suppress them unless otherwise indicated.
(2.2a) The relative expansion of $\mathbf{a}_{i}$. Let $X^{\alpha}$ denote a family of vector fields in $\mathbb{R}^{3}$ parametrized by a relevant parameter $\alpha$ in $\mathbb{R}^{2}$. Suppose $\mathbf{a}_{i}=\mathbf{a}_{i}(\alpha), i=1,2$ are hyperbolic equilibrium points of $X^{\alpha}$ for all $\alpha$ and are relatively expansive in the sense that the eigenvalues $\lambda_{j}$ of the linearization $D X^{\alpha}\left(\mathbf{a}_{i}\right)$ satisfy

$$
\lambda_{1}<\lambda_{2}<0<\lambda_{3} \quad \text { and } \quad \lambda_{3}+\lambda_{2}>0 .
$$

Of course, $\lambda_{j}$ here also depends on $\mathbf{a}_{i}$ for $i=1,2$. The eigenvalues $\lambda_{2}$ and $\lambda_{3}$ are called the principal stable and the principal unstable eigenvalues, respectively. Their eigenvectors are thus referred to as the principal stable and the principal unstable eigenvectors, respectively (see (1.2) of Deng (1991)).
(2.2b) The nondegeneracy of a heteroclinic loop. There is a parameter value $\alpha_{0}$ so that the equation $x^{\prime}=X^{\alpha}(x)$ has a nondegenerate heteroclinic loop. Specifically, there exists a simple heteroclinic orbit $\mathbf{z}_{1}^{*}$ from $\mathbf{a}_{1}$ to $\mathbf{a}_{2}$ and a simple heteroclinic orbit $\mathbf{z}_{2}^{*}$ from $\mathbf{a}_{2}$ to $\mathbf{a}_{1}$ at the same parameter $\alpha_{0}$. Moreover, by nondegeneracy we mean that the following two conditions are satisfied. First, $\mathbf{z}_{i}^{*}(\tau)$ is asymptotically tangent to the principal stable eigenvector of $\mathbf{a}_{j}, j \neq i$ as $\tau \rightarrow+\infty$ and the principal unstable eigenvector of $\mathbf{a}_{i}$ as $\tau \rightarrow-\infty$, respectively. Second, the following strong inclination conditions hold:

$$
\lim _{\tau \rightarrow-\infty} T_{\mathbf{z}_{i}^{*}(\tau)} W_{j}^{s}=T_{\mathbf{a}_{i}} W_{i}^{u}+T_{\mathbf{a}_{i}} W_{i}^{s s},
$$

where $i, j=1,2$ and $i \neq j, T_{\mathrm{p}} W$ means the tangent space of a given manifold $W$ at a base point $\mathbf{p} \in W$. Also, $W_{i}^{s}, W_{i}^{u}, W_{i}^{s s}$ is the standard notation for the stable, unstable, and strong stable manifolds of $\mathbf{a}_{i}$, respectively. They are two-dimensional, one-dimensional, and one-dimensional, respectively, in this case (see (1.5) and (1.7) of Deng (1991)).
(2.2c) The double twist of a nondegenerate heteroclinic loop. Let $\mathbf{z}_{1}^{*}$ and $\mathbf{z}_{2}^{*}$ form a nondegenerate heteroclinic loop. Let

$$
\mathbf{e}_{i}^{-}=\lim _{\tau \rightarrow-\infty} \frac{\mathbf{z}_{i}^{*}(\tau)-\mathbf{a}_{i}}{\left\|\mathbf{z}_{i}^{*}(\tau)-\mathbf{a}_{i}\right\|}, \quad \mathbf{e}_{j}^{+}=\lim _{\tau \rightarrow+\infty} \frac{\mathbf{z}_{i}^{*}(\tau)-\mathbf{a}_{j}}{\left\|\mathbf{z}_{i}^{*}(\tau)-\mathbf{a}_{j}\right\|}
$$

be the unit principal unstable and stable eigenvectors along which the heteroclinic orbit $\mathbf{z}_{i}^{*}$ comes from $\mathbf{a}_{i}$ and goes towards $\mathbf{a}_{j}$, respectively, then $\mathbf{e}_{i}^{+}$and $\mathbf{e}_{j}^{-}$point to opposite sides of $T_{\mathbf{z}_{i}^{*}(\tau)} W_{j}^{s}$ at $\tau \rightarrow-\infty$ and $\tau \rightarrow+\infty$, respectively. Here, $i, j=1,2, i \neq j$ (cf. Fig. 2.1 and see (1.9) and Definition 1.1 of Deng (1991)).

Remark. The definition of twisted heteroclinic orbit has much in common with that of twisted homoclinic orbit. The geometric notion of twisted homoclinic orbit was given by Deng (1989) and Chow, Deng, and Fiedler (1990), based on the author's strong $\lambda$-lemma. It was inspired by a work of Yanagida (1987).


Fig. 2.1. A nondegenerate and doubly twisted heteroclinic loop in $\mathbb{R}^{3} . \mathbf{e}_{i}^{-}$and $\mathbf{e}_{j}^{+}$point to the opposite sides of $W_{i}^{s}$.
(2.2d) The continuation of $\mathbf{z}_{i}^{*}$. There exist two curves 0 -het ${ }_{1}$ and 0 -het ${ }_{2}$ in the parameter space $\alpha \in \mathbb{R}^{2}$ which intersect at $\alpha_{0}$ transversely so that when $\alpha \in 0$-het ${ }_{i}$ there is a simple heteroclinic orbit $\mathbf{z}_{i, \alpha}$ from $\mathbf{a}_{i}$ to $\mathbf{a}_{j}$ and $\mathbf{z}_{i, \alpha}$ is the continuation of $\mathbf{z}_{i}^{*}$ in the sense that $\mathbf{z}_{i, \alpha_{0}}=\mathbf{z}_{i}^{*}$ and $\mathbf{z}_{i, \alpha}(\tau)$ are continuous in $\tau$ and $\alpha$ (see (1.1a) of Deng (1991)).
(2.2e) The transverse crossing of the stable and unstable manifolds along $\mathbf{z}_{i}^{*}$. Let $Q_{i}(\alpha)$ be the Melnikov function defined in the next section; then the gradient vectors $\nabla Q_{1}\left(\alpha_{0}\right)$ and $\nabla Q_{2}\left(\alpha_{0}\right)$ are linearly independent (see (1.10b) of Deng (1991)). We remark that since the discussions of Melnikov functions in § 3 is independent of what follows, we may certainly find out the precise definition before continuing.

Theorem 2.1. Suppose conditions (2.2a)-(2.2e) are satisfied. Then the following holds.
(a) There is a sequence $\{k \text {-het }\}_{k=1}^{\infty}$ of smooth curves in $\mathbb{R}^{2}$ such that for every $k=1$, $2, \cdots$ the equation $x^{\prime}=X^{\alpha}(x)$ has a $k$-heteroclinic orbit from $\mathbf{a}_{1}$ to $\mathbf{a}_{2}$ if and only if $\alpha \in k$-het ${ }_{1}$. Similarly, there is a sequence $\left.\{k \text {-het }\}_{2}\right\}_{k=1}^{\infty}$ of smooth curves in $\mathbb{R}^{2}$ such that for every $k=1,2, \cdots$ there is a $k$-heteroclinic orbit from $\mathbf{a}_{2}$ to $\mathbf{a}_{1}$ if and only if $\alpha \in k$-het ${ }_{2}$.
(b) There is a smooth curve $\operatorname{hom}_{i}$ for each $i=1,2$ such that there is a simple homoclinic orbit of $\mathbf{a}_{i}$ if and only if $\alpha \in$ hom $_{i}$.
(c) The curve 0 -het ${ }_{i}$ is simply the level set of $Q_{i}=0$, and it is divided by the other 0 -het ${ }_{j}$ curve into two parts. Let 0 -het ${ }_{i}^{+}$be the half of the 0 -het ${ }_{i}$ curve that points to the gradient direction of $\nabla Q_{j}$ (cf. Fig. 2.2). Then all the curves $\left\{k \text { - } \text { het }_{1}\right\}_{k=1}^{\infty}$ together with


Fig. 2.2. The bifurcation diagram of Theorem 2.1. The doubly twisted heteroclinic loop is drawn in $\mathbb{R}^{2}$. $\nabla Q_{i}$ and 0 -het ${ }_{j}^{+}$point to the same side of the 0 -het ${ }_{i}$ curve which is the level set $Q_{i}=0$ and $Q_{i}$ is the Melnikov function for the primary connection from $\mathbf{a}_{i}$ to $\mathbf{a}_{j}$ when $\alpha=\alpha_{0}$.
hom $_{1}$ are in the sector bounded by 0 -het $_{1}^{+}$and $0-$ het $_{2}^{+}$and converge to $\alpha_{0}$ asymptotically tangent to 0 -het ${ }_{1}^{+}$. Moreover, $\left\{k-\mathrm{ket}_{1}\right\}_{k=1}^{\infty}$ lies between the 0 -het ${ }_{1}^{+}$and hom $_{1}$ curves and converges to the hom $_{1}$ curve monotonely in $k=1,2, \cdots$ (cf. Fig. 2.2). Analogous result holds for the sequence $\left.\{h \text {-het }\}_{2}\right\}_{k=1}^{\infty}$ and the hom $_{2}$ curve.
(d) Let $\Lambda$ be the sector bounded by the homoclinic curves hom $_{1}$ and hom $_{2}$. Then there is a simple periodic solution of the vector field $X^{\alpha}$ if and only if $\alpha \in \Lambda$.

Proof. The theorem is the same as Theorem B of Deng (1991) provided that the vector field $X^{\alpha}$ is replaced by its time-reversed vector field $-X^{\alpha}$. Thus the proof is complete. What follows is meant to help the reader pin down the parallel comparisons between the Melnikov functions from condition (2.2e) and from that theorem, respectively. First, the Melnikov function $Q_{j}$ here is essentially a positive constant multiple of $Q_{i \alpha}^{(1)}$ there. Second, the condition (1.10b) of Theorem B is replaced by $\partial Q_{j \alpha}^{(1)} / \partial \alpha_{j}>0$ which was really what we used in the proof of Theorem B of Deng (1991). Note that the 0 -het ${ }_{i}$ curve here is the $\alpha_{i}$-axis there, which is the level set $Q_{j \alpha}^{(1)}=0$, and that the positive direction of $\alpha_{i}$ in Theorem B, which is the same as 0 -het ${ }_{i}^{+}$here, was chosen in correspondence with $\partial Q_{i \alpha}^{(1)} / \partial \alpha_{i}>0$. This positive derivative in turn is equivalent to that $\nabla Q_{i \alpha}^{(1)}$ and 0 -het ${ }_{i}^{+}$point to the same side of the level set $Q_{i \alpha}^{(1)}=0$. Also, the linear independence of $\nabla Q_{1 \alpha}^{(1)}$ and $\nabla Q_{2 \alpha}^{(1)}$ is equivalent to the transverse intersection of 0 -het ${ }_{1}$ and 0 -het ${ }_{2}$ at $\alpha_{0}$.
3. The Melnikov method. Let $X^{\alpha}(x)$ be a sufficiently smooth vector field in $\mathbb{R}^{3}$ with parameter $\alpha$. Let $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$ be two equilibrium points having a two-dimensional stable manifold $W^{s}\left(\mathbf{a}_{i}, \alpha\right)$ and a one-dimensional unstable manifold $W^{u}\left(\mathbf{a}_{i}, \alpha\right)$, respectively. In what follows we will write $W^{s}$, or $W^{s}\left(\mathbf{a}_{i}\right)$ interchangeably for the stable manifold and so on for simplicity, provided that there is no confusion involved. Suppose at some $\alpha_{0}$ there is a heteroclinic orbit $\mathbf{z}^{*}$ from $\mathbf{a}_{1}$ to $\mathbf{a}_{2}$ (an identical consideration can also be given to $\mathbf{a}_{2}$ to $\mathbf{a}_{1}$ connections). Then it must be $\mathbf{z}^{*} \subset W^{u}\left(\mathbf{a}_{1}\right) \cap W^{s}\left(\mathbf{a}_{2}\right)$ at $\alpha_{0}$. We would like to know how the heteroclinic connection $\mathbf{z}^{*}$ changes with the parameter. In many applications, the Melnikov method presented below is very useful for attacking this problem.

Naturally, we would like to examine how the "signed distance" between the stable and unstable manifolds changes with the parameter. To implement this intuitive idea, we choose and fix a point $\mathbf{z}_{0}^{*} \in \mathbf{z}^{*}$ from the orbit and a two-dimensional plane $\Sigma$ which is perpendicular to $\mathbf{z}^{* \prime}$ and through $\mathbf{z}_{0}^{*}$. The intersection $\Sigma \cap W^{s}$ is necessarily a curve, whereas $\Sigma \cap W^{u}$ is just a point for every $\alpha$ near $\alpha_{0}$. Choose and fix a vector e on $\Sigma$ that is perpendicular to the curve $\Sigma \cap W^{s}$ at $\mathbf{z}_{0}^{*}$ and $\alpha_{0}$. Let $l$ be a straight line that goes through the point $\mathbf{p}^{u}(\alpha):=\Sigma \cap W^{u}\left(\mathbf{a}_{1}, \alpha\right)$ and that is of the direction of $\mathbf{e}$. Then $l$ must intersect the stable manifold $\Sigma \cap W^{s}\left(\mathbf{a}_{2}, \alpha\right)$ at a unique point $\mathbf{p}^{s}(\alpha)$ for $\alpha$ sufficiently close to $\alpha_{0} \cdot \mathbf{p}^{u}(\alpha)$ and $\mathbf{p}^{s}(\alpha)$ can be chosen differentiable and satisfying $\mathbf{p}^{s}\left(\alpha_{0}\right)=\mathbf{p}^{u}\left(\alpha_{0}\right)=\mathbf{z}_{0}^{*}$. Now, there must be a smooth function $Q(\alpha)$ such that

$$
\begin{equation*}
\mathbf{p}^{s}(\alpha)-\mathbf{p}^{u}(\alpha)=Q(\alpha) \mathbf{e} \quad \text { or } \quad Q(\alpha)=\left(\mathbf{p}^{s}(\alpha)-\mathbf{p}^{u}(\alpha)\right) \cdot \mathbf{e} /\|\mathbf{e}\|^{2} . \tag{3.1}
\end{equation*}
$$

See Fig. 3.1. The function $Q(\alpha)$ serves what we called the "signed distance" between $W^{s}\left(\mathbf{a}_{2}\right)$ and $W^{u}\left(\mathbf{a}_{1}\right)$ above. We will call it the Melnikov function (or the separation function by Kokubu, Nishiura, and Oka (1988)). We are interested in the solutions of $Q(\alpha)=0$ since that precisely gives rise to those parameters at which there is a heteroclinic orbit from $\mathbf{a}_{1}$ to $\mathbf{a}_{2}$.

Several modifications can be made in the construction of $Q(\alpha)$ above. The requirements that $\Sigma$ be perpendicular to $\mathbf{z}^{*}$ and that $\mathbf{e}$ be perpendicular to $\Sigma \cap W^{s}$ are not necessary. For instance, take the case where $\Sigma$ is the same as above but $\mathbf{e}$ is replaced


Fig. 3.1. The long dashed curve represents the intersection curve of the stable manifold of $\mathbf{a}_{2}$ at the bifurcation point $\alpha=\alpha_{0}$ and the plane $\Sigma$. The Melnikov function $Q(\alpha)$ is defined as $Q(\alpha)=$ $\left(\mathbf{p}^{s}(\alpha)-\mathbf{p}^{u}(\alpha)\right) \mathbf{e} /\|\mathbf{e}\|^{2}$.
by another vector $\tilde{\mathbf{e}}$ that is just transverse to the stable manifold curve $\Sigma \cap W^{s}\left(\mathbf{a}_{2}, \alpha_{0}\right)$ at $\mathbf{z}_{0}^{*}$. Similarly, let $\tilde{l}$ be the line through $\mathbf{p}^{u}(\alpha)$ that is parallel to $\tilde{\mathbf{e}}$, let $\tilde{\mathbf{p}}^{s}(\alpha)$ be the corresponding intersection point $\tilde{l} \cap \Sigma \cap W^{s}\left(\mathbf{a}_{2}, \alpha\right)$, and let $\tilde{Q}(\alpha)=$ $\left(\tilde{\mathbf{p}}^{s}(\alpha)-\mathbf{p}^{u}(\alpha)\right) \cdot \tilde{\mathbf{e}} /\|\tilde{\mathbf{e}}\|^{2}$ be the Melnikov function. Then it is easy to see from Fig. 3.1 that there is a nonzero constant $\beta$ independent of $\alpha$ so that

$$
\tilde{Q}(\alpha)=\beta Q(\alpha)+o\left(\left|\tilde{\mathbf{p}}^{s}(\alpha)-\mathbf{p}^{s}(\alpha)\right|\right) .
$$

In fact, $\beta=\|\mathbf{e}\| \cos \theta /\|\tilde{\mathbf{e}}\|$ and $\beta$ is positive (respectively, negative) if $\mathbf{e}$ and $\tilde{\mathbf{e}}$ point to the same (respectively, opposite) side of $W^{s}\left(\mathbf{a}_{2}\right) \cap \Sigma$, where $\theta$ is the angle between e and $\tilde{\mathbf{e}}$ (cf. Fig. 3.1). It is clear that if we want to solve the equation $Q(\alpha)=0$ by the implicit function theorem it is important to know the behavior of the partial derivatives of $Q$ at the bifurcation point $\alpha=\alpha_{0}$. But, this alternative definition $\hat{Q}$ simply says that both functions are essentially the same in the sense that

$$
\begin{equation*}
\frac{\partial \tilde{Q}\left(\alpha_{0}\right)}{\partial \alpha}=\beta \frac{\partial Q\left(\alpha_{0}\right)}{\partial \alpha} . \tag{3.2}
\end{equation*}
$$

The same conclusion also holds true if we relax the choice of $\Sigma$ to be a plane transverse, instead of perpendicular, to the heteroclinic orbit $\mathbf{z}^{*}$. We also remark that the definition of the Melnikov function above is not necessarily just restricted to vector fields in $\mathbb{R}^{3}$. It can be easily extended to stable and unstable manifolds of any finite dimensions under the condition that they are in general position along $\mathbf{z}_{0}^{*}$. Moreover, in the case of nonhyperbolic equilibrium points, we can analogously define the Melnikov function between $W^{u}\left(\mathbf{a}_{1}, \alpha\right)$ and $W^{\text {cs }}\left(\mathbf{a}_{2}, \alpha\right)$. Another extension we will need later is the "signed distance" between points of a center unstable manifold $W^{\text {cu }}\left(\mathbf{a}_{1}, \alpha\right)$ and a center stable manifold $W^{\text {cs }}\left(\mathbf{a}_{2}, \alpha\right)$ whose dimensions satisfy, for our consideration only, dim $W^{\text {cs }}=$ $\operatorname{dim} W^{\mathrm{cu}}=2$ and $\operatorname{dim} W^{c}=1$. Let $\Sigma$ and e be the same as above. Then $\Sigma \cap W^{\mathrm{cu}}\left(\mathbf{a}_{1}, \alpha\right)$ is a curve too. Suppose this curve is parametrized by $w \in[-1,1]$ so that $w=0$ always corresponds to the intersection point $\Sigma \cap W^{u}\left(\mathbf{a}_{1}, \alpha\right)$. Let $\mathbf{p}^{\text {cu }}(\alpha, w)$ be a given point from $\Sigma \cap W^{\text {cu }}$ and $\mathbf{p}^{\text {cs }}(\alpha, w)$ be the corresponding point of $l \cap \Sigma \cap W^{\text {cs }}$, where $l$ is the line through $\mathbf{p}^{\text {cu }}(\alpha, w)$ with direction e. Define

$$
\begin{equation*}
q(\alpha, w)=\left(\mathbf{p}^{\mathrm{cs}}(\alpha, w)-\mathbf{p}^{\mathrm{cu}}(\alpha, w)\right) \cdot \mathbf{e} /\|\mathbf{e}\|^{2}, \tag{3.3}
\end{equation*}
$$

which represents a differential along the e direction from $W^{\text {cu }}$ to $W^{\text {cs }}$. Of course, we have $q(\alpha, 0)=Q(\alpha)$, where $Q(\alpha)$ is the Melnikov function between $W^{u}\left(\mathbf{a}_{1}\right)$ and $W^{\text {cs }}\left(\mathbf{a}_{2}\right)$. The purpose to introduce this function $q(\alpha, s)$ is to relate the condition

$$
\frac{\partial q\left(\alpha_{0}, 0\right)}{\partial w} \neq 0
$$

to the transverse intersection of $W^{\text {cu }}\left(\mathbf{a}_{1}, \alpha_{0}\right)$ and $W^{\text {cs }}\left(\mathbf{a}_{2}, \alpha_{0}\right)$ along the connection $\mathbf{z}^{*}$ at $\alpha_{0}$. The other useful property is

$$
\begin{equation*}
\frac{\partial Q\left(\alpha_{0}\right)}{\partial \alpha}=\frac{\partial q\left(\alpha_{0}, 0\right)}{\partial \alpha} \tag{3.4}
\end{equation*}
$$

which will be used later in computing the derivative of $q(\cdot, 0)$.
Now, let us return to Theorem 2.1, in particular, the choice of the Melnikov functions $Q_{1}(\alpha)$ and $Q_{2}(\alpha)$ from the hypothesis (2.2e). Note that we explicitly talked about the directions $\nabla Q_{i}(\alpha)$ which determine the bifurcation directions of those multiple pulse heteroclinic orbits in our main theorem. But, on the other hand, we have the freedom of choosing either $\mathbf{e}$ or $-\mathbf{e}$, which is also transverse to $W^{s}\left(\mathbf{a}_{2}, \alpha_{0}\right) \cap \Sigma$, in the definition of the Melnikov function $Q(\alpha)$. Thus, from now on we will specify the direction e. To this end, recall the strong inclination limit (2.2b'). From that condition, we can easily conclude that the principal stable unit eigenvector $\mathbf{e}_{1}^{+}$is transverse to the stable manifold $W^{s}\left(\mathbf{a}_{2}, \alpha_{0}\right)$ near $\mathbf{a}_{1}$. Thus, $\mathbf{e}_{1}^{+}$defines an orientation for $W^{s}\left(\mathbf{a}_{2}, \alpha_{0}\right)$. Now, in the definition of $Q_{1}(\alpha)$, choose a vector $\mathbf{e}$ which points to the same side of $W^{s}\left(\mathbf{a}_{2}\right)$ at $\mathbf{z}_{0}^{*}$ as $\mathbf{e}_{1}^{+}$does up to the flow homotopy. Indeed, when $\mathbf{z}_{0}^{*}$ is sufficiently close to $\mathbf{a}_{1}$, we can simply let $\mathbf{e}=\mathbf{e}_{1}^{+}$. And, as mentioned earlier, $Q_{1}(\alpha)$ can be chosen to be (or essentially to be) a positive constant multiple of $Q_{2 \alpha}^{(1)}$ in the proof of Theorem B of Deng (1991), or (5.41), (5.43) of Chow, Deng, and Terman (1990).

So much for the theoretical aspect of the Melnikov function $Q(\alpha)$. When an application comes, what really matters is the so-called Melnikov integral which provides us with a computable formula for the derivative $\partial Q\left(\alpha_{0}\right) / \partial \alpha$. We introduce this integral below.

Without loss of generality, let $\Sigma$ and e be perpendicular to $\mathbf{z}^{*}$ and $\Sigma \cap W^{s}$, respectively. Let the orbit $\mathbf{z}^{*}(\tau)$ be parametrized so that $\mathbf{z}^{*}(0)=\mathbf{z}_{0}^{*}$ and $\mathbf{z}^{*}(\tau)$ satisfies the equation $x^{\prime}=X^{\alpha_{o}}(x)$. Consider the variational equation $y^{\prime}=D X^{\alpha_{0}}\left(\mathbf{z}^{*}(\tau)\right) y$ along $\mathbf{z}^{*}$ and its adjoint equation $y^{\prime}=-\left(D X^{\alpha_{o}}\left(\mathbf{z}^{*}(\tau)\right)^{T} y\right.$. Then there is a unique bounded solution $\varphi(\tau), \tau \in \mathbb{R}$, of the adjoint equation with the initial condition $\varphi(0)=\mathbf{e}$ (see, e.g., Palmer (1984)). It is well known that

$$
\frac{\partial Q}{\partial \alpha}\left(\alpha_{0}\right)=-\int_{-\infty}^{\infty} \varphi(\tau) \cdot \frac{\partial X^{\alpha_{0}}\left(\mathbf{z}^{*}(\tau)\right)}{\partial \alpha} d \tau
$$

where $Q(\alpha)=\left(\mathbf{p}^{s}(\alpha)-\mathbf{p}^{u}(\alpha)\right) \cdot \mathbf{e} /\|\mathbf{e}\|^{2}$ (see Holmes (1980), Palmer (1984), or Guckenheimer and Holmes (1983)). In particular, when the vector field is two-dimensional and $\mathbf{e}$ is chosen to be of the orthogonal vector $\left(-z_{2}^{* \prime}(0), z_{1}^{* \prime}(0)\right)$ of $\mathbf{z}^{* \prime}(0)$ where $\mathbf{z}^{* \prime}(0):=\left(z_{1}^{* \prime}(0), z_{2}^{* \prime}(0)\right)$ is the component form, it can be directly checked that

$$
\varphi(\tau)=\exp \left[-\int_{0}^{\tau} \operatorname{tr} D X^{\alpha_{0}}\left(\mathbf{z}^{*}(s)\right) d s\right]\left(-z_{2}^{* \prime}(\tau), z_{1}^{* \prime}(\tau)\right)
$$

where $\operatorname{tr} A$ means the trace of a given square matrix $A$. See, e.g., Melnikov (1964), Holmes (1980), and Palmer (1984). Note that $\mathbf{e}$ here is uniquely determined (cf. Fig. 3.2). In summary, we have

$$
\begin{equation*}
\frac{\partial Q\left(\alpha_{0}\right)}{\partial \alpha}=-\int_{-\infty}^{\infty} \exp \left[-\int_{0}^{\tau} \operatorname{tr} D X^{\alpha_{0}}\left(\mathbf{z}^{*}(s)\right) d s\right]\left(-z_{2}^{* \prime}(\tau), z_{1}^{* \prime}(\tau)\right) \cdot \frac{\partial X^{\alpha_{0}}\left(\mathbf{z}^{*}(\tau)\right)}{\partial \alpha} d \tau \tag{3.5}
\end{equation*}
$$



Fig. 3.2. The unique choice of the vector $\mathbf{e}$.
which is referred to as the Melnikov integral. Last, let us remark that in light of (3.2) we will sometimes slightly abuse the notation by writing $\partial \tilde{Q}\left(\alpha_{0}\right) / \partial \alpha$ as the same Melnikov integral as above provided that the directions $\mathbf{e}$ and $\tilde{\mathbf{e}}$ point to the same side of the stable manifold. A justification for this is based on the statement of Theorem 2.1 that only the signs of the derivatives of a Melnikov function really count.
4. Proof of conditions (2.2a, d). Beginning with this section, we will show that the hypotheses (2.2a-e) of Theorem 2.1 are satisfied for the reduced FitzHugh-Nagumo equation (2.1). It is straightforward to see that the condition (2.2d) for the continuation of the simple heteroclinic orbits is superfluous. Indeed, it is implied by the existence of the simple heteroclinic orbits $\mathbf{z}_{i}^{*}$ at $\alpha_{0}$ from condition (2.2b) and the linear independence of $\nabla Q_{1}\left(\alpha_{0}\right)$ and $\nabla Q_{2}\left(\alpha_{0}\right)$. The reason to include it in the statement of Theorem 2.1 is simply for a convenient parallel comparison between that theorem and Theorem B of Deng (1991). Thus, the condition (2.2d) may now be removed from our checklist.

To show condition (2.2a), recall the equilibria $\mathbf{a}_{i}=\left(v_{i}, 0, w_{i}\right)$ from § 1 and consider the linearization of (2.1) at $\mathbf{a}_{i}$

$$
V^{\prime}=U, \quad U^{\prime}=c U-f^{\prime}\left(v_{i}\right) V+W, \quad W^{\prime}=\frac{\varepsilon}{c}(V-\gamma W)
$$

The corresponding characteristic equation is

$$
\Delta(\lambda, \varepsilon)=\lambda(c-\lambda)\left(\frac{\varepsilon \gamma}{c}+\lambda\right)-f^{\prime}\left(v_{i}\right)\left(\frac{\varepsilon \gamma}{c}+\lambda\right)+\frac{\varepsilon}{c}=0 .
$$

When $\varepsilon=0$, it is straightforward to check that since $f^{\prime}\left(v_{i}\right)<0$ for $i=1,2$ (cf. Fig. 1.1), $\Delta(\lambda, 0)=0$ has roots

$$
\begin{equation*}
\lambda_{1}=\frac{c-\sqrt{c^{2}-4 f^{\prime}\left(v_{i}\right)}}{2}<\lambda_{2}=0<\lambda_{3}=\frac{c+\sqrt{c^{2}-4 f^{\prime}\left(v_{i}\right)}}{2} . \tag{4.1}
\end{equation*}
$$

Since $\Delta(0, \varepsilon)=-f^{\prime}\left(v_{i}\right) \varepsilon \gamma / c+\varepsilon / c>0$ for $\varepsilon>0$ and $\partial \Delta(0,0) / \partial \lambda=-f^{\prime}\left(v_{i}\right)>0$, the second root $\lambda_{2}$ must move to the left of the origin while $\lambda_{1}$ and $\lambda_{3}$ stay uniformly away from the origin for small $\varepsilon>0$. Hence $\lambda_{1}(\varepsilon)<\lambda_{2}(\varepsilon)<0<\lambda_{3}(\varepsilon)$ and $\lambda_{3}(\varepsilon)+\lambda_{2}(\varepsilon)>0$ for small $\varepsilon>0$ by continuity. This proves condition (2.2a) that the equilibrium points are relatively expansive by definition.
5. Proof of condition (2.2b). The methods used in this section include the geometric theory of singular perturbations by Fenichel (1979) and the Melnikov method discussed above. It is a rather long section but it contains all the information we will need for verifying the remaining conditions ( $2.2 \mathrm{c}-\mathrm{e}$ ).

Let us begin with the singular perturbation. The singular parameter for (2.1) is $\varepsilon$. When $\varepsilon=0$, it becomes

$$
\begin{equation*}
v^{\prime}=u, \quad u^{\prime}=c u-f(v)+w, \quad w^{\prime}=0 . \tag{5.1a}
\end{equation*}
$$

Note that the variable $w$ can be regarded as a parameter and the entire cubic curve $w=f(v)$ on the plane $u=0$ consists of equilibrium points of (5.1a). Let $\mathscr{E}_{i}$ be a bounded, connected and closed segment on the cubic curve $w=f(v)$ which contains $\mathbf{a}_{i}$ and the intersection point $\left\{w=w_{j}\right\} \cap\{w=f(v)\}$ but does not contain any of the extreme points of the cubic curve (cf. Fig. 1.1). It is easy to check that the linearization at $\mathscr{E}_{i}$ is

$$
V^{\prime}=U, \quad U^{\prime}=c U-f^{\prime}(v) V+W, \quad W^{\prime}=0,
$$

where $v$ are those points that $\{w=f(v)\} \subset \mathscr{E}_{i}$, and thus $f^{\prime}(v)<0$ since $\mathscr{E}_{i}$ does not contain any extreme point. Similar to (4.1), the roots for the characteristic equation are the same as $\lambda_{j}$ in (4.1) except that $f^{\prime}\left(v_{i}\right)$ there is now replaced by $f^{\prime}(v)$. It is also straightforward to check that the corresponding eigenvectors are

$$
\mathbf{v}_{1}=\left(\begin{array}{c}
1  \tag{5.1b}\\
\lambda_{1} \\
0
\end{array}\right), \quad \mathbf{v}_{2}=\left(\begin{array}{c}
-1 \\
0 \\
-f^{\prime}(v)
\end{array}\right), \quad \mathbf{v}_{3}=\left(\begin{array}{c}
1 \\
\lambda_{3} \\
0
\end{array}\right) .
$$

See Fig. 5.1. Since $\lambda_{1}$ and $\lambda_{3}$ are strictly nonzero, the eigendirections $\mathbf{v}_{1}$ and $\mathbf{v}_{3}$ are normal to $\mathscr{E}_{i}$. Therefore, $\mathscr{E}_{i}$ is normally hyperbolic according to Fenichel (1979). Thus, by Theorem 9.1 of Fenichel (1979), there exists a global center-stable manifold $W_{\varepsilon}^{\text {cs }}\left(\mathscr{E}_{i}\right)$ and a global center-unstable manifold $W_{\varepsilon}^{\mathrm{cu}}\left(\mathscr{E}_{i}\right)$. These manifolds are smooth in $\varepsilon$ for $|\varepsilon| \ll 1$. Moreover, when $\varepsilon>0, W_{\varepsilon}^{\text {cs }}$ is precisely the stable manifold $W^{s}\left(\mathbf{a}_{i}, \varepsilon\right)$ of $\mathbf{a}_{i}$ while the unstable manifold $W^{u}\left(\mathbf{a}_{i}, \varepsilon\right)$ of $\mathbf{a}_{i}$ is the unstable fiber, called $\mathscr{F}_{\varepsilon}^{u}$ by Fenichel (1979), through $\mathbf{a}_{i} . W^{u}\left(a_{i}, \varepsilon\right)$ is also smooth in $\varepsilon$ for $|\varepsilon| \ll 1$. Furthermore, all the invariant manifolds above depend smoothly on all other parameters. Thus, our strategy now becomes to show the existence of a connection, i.e., $W^{u}\left(\mathbf{a}_{i}, \varepsilon\right) \cap W_{\varepsilon}^{\text {cs }}\left(\mathscr{E}_{j}\right) \neq \emptyset$, when $\varepsilon=0$ and to show the continuation of that connection for $\varepsilon>0$ by the Melnikov method.


Fig. 5.1. The strange loop at $\varepsilon=0$. The two vertical heavy curves are $\mathscr{E}_{1}$ and $\mathscr{E}_{2}$, respectively. At the critical parameter $(\gamma, c)=\left(\gamma_{0}, c_{0}\right), \mathbf{z}_{1}^{*}$ lies on the plane $\{w=0\}$ while $\mathbf{z}_{2}^{*}$ lies on the plane $\left\{w=w_{2}\right\}$, connecting $\mathscr{E}_{1}$ and $\mathscr{C}_{2}$. At the appropriately perturbed point $(\gamma, c)=(\gamma(\varepsilon), c(\varepsilon))$ with $\varepsilon>0, \mathbf{z}_{1}^{*}$ becomes a connection from $\mathbf{a}_{1}$ to $\mathbf{a}_{2}$, and it connects opposite sides of $W^{\mathrm{cs}}\left(\mathscr{E}_{1}\right)$, which is the stable manifold of $\mathbf{a}_{1}$ after the perturbation $\varepsilon>0$. Similarly, $\mathbf{z}_{2}^{*}$ connects opposite sides of $W^{\mathrm{cs}}\left(\mathscr{E}_{2}\right)$ when $(\gamma, c)=(\gamma(\varepsilon), c(\varepsilon))$ and $\varepsilon>0$.

The existence of the desired connections when $\varepsilon=0$ is given in the Appendix. The useful properties are summarized as follows. There is a connection $\mathbf{z}_{1}^{*}=\left(v_{1}^{*}, u_{1}^{*}, 0\right)$ from $\mathbf{a}_{1}=0$ to the intersection point $\{w=0\} \cap \mathscr{E}_{2}=(1,0,0)$ for (5.1a) when $c=c_{0}=$ $(1-2 a) / \sqrt{2}$ for all $\gamma$ and $v_{1}^{*}>0, u_{1}^{*}>0$. For the same $c_{0}$, when $\gamma=\gamma_{0}=9 /(2-1)(1-2 a)$ there is a connection $\mathbf{z}_{2}^{*}=\left(v_{2}^{*}, u_{2}^{*}, w_{2}\right)$ from $\mathbf{a}_{2}=\left(v_{2}, 0, w_{2}\right)$ back to the intersection point $\left\{w=w_{2}\right\} \cap \mathscr{E}_{1}$ for (5.1a) with $u_{2}^{*}<0$, where $v_{2}=\gamma_{0} w_{2}, w_{2}=f\left(v_{2}\right)$ and $\left(\gamma_{0}, c_{0}\right)$ is the same as in Theorem 1.1(d).

Next, let us show that these two connections can be continued for parameters near $(\varepsilon, \gamma, c)=\left(0, \gamma_{0}, c_{0}\right)$ via the Melnikov method. We consider this question for the $\mathbf{z}_{1}^{*}$ connection first. Let $\mathbf{z}_{0}^{*}$ be an arbitrarily chosen point from $\mathbf{z}_{1}^{*}$, and let $\Sigma$ be the corresponding plane perpendicular to $\mathbf{z}_{1}^{*}$ at $\mathbf{z}_{0}^{*}$. Without loss of generality, let $\mathbf{z}_{1}^{*}(0)=\mathbf{z}_{0}^{*}$ and $\mathbf{z}_{1}^{*}(\tau)=\left(v_{1}^{*}, u_{1}^{*}, 0\right)(\tau)$ up to time translation along the solution. Since $w$ in (5.1a) can be regarded as a parameter, the center-stable manifold $W_{0}^{\text {cs }}\left(\mathscr{E}_{2}\right) \cap \Sigma$ of $\mathscr{E}_{2}$ on $\Sigma$ can be parametrized by $w$. Let $\mathbf{e}$ be the vector $\left(-u_{1}^{* \prime}(0), v_{1}^{* \prime}(0), 0\right)$ (which is labeled as $\mathbf{e}_{1}$ in Fig. 5.1) on $\{w=0\}$ as discussed in the last section for vector field in $\mathbb{R}^{2}$; then $\mathbf{e}$ must be transverse to $W_{0}^{\text {cs }}\left(\mathscr{E}_{2}\right)$ near $\mathbf{z}_{0}^{*}$ since it points forwards (cf. Fig. 5.1). Let $Q_{1}(\varepsilon, \gamma, c)$ be the corresponding Melnikov function for $W^{u}\left(\mathbf{a}_{1}, \varepsilon\right)$ and $W_{\varepsilon}^{\text {cs }}\left(\mathscr{E}_{2}\right)$ (we will see later in $\S 7$ that the direction $\mathbf{e}$ is indeed consistent with the requirement of $\S 3$ that it points to the same side of $W^{s}\left(\mathbf{a}_{2}\right)$ as $\mathbf{e}_{1}^{+}$does). On the other hand, as mentioned earlier, since $w$ can be viewed as a parameter for the two-dimensional system

$$
\begin{equation*}
v^{\prime}=u, \quad u^{\prime}=c u-f(v)+w, \tag{5.2}
\end{equation*}
$$

we can define a Melnikov function $Q(c, w)$ for the connection ( $v_{1}^{*}, u_{1}^{*}$ ) at the parameters $w=0$ and $c=c_{0}$ with respect to the corresponding straight line $\Sigma \cap\{w=0\}$ and the same direction $\mathbf{e}$ on $\{w=0\}$. It is easy to see that $(\partial / \partial c) Q_{1}\left(0, \gamma_{0}, c_{0}\right)=(\partial / \partial c) Q\left(c_{0}, 0\right)$. Thus, by (3.2) and the Melnikov integral (3.5) we have, up to a positive constant multiple,

$$
\begin{align*}
\frac{\partial Q_{1}}{\partial c}\left(0, \gamma_{0}, c_{0}\right) & =-\int_{-\infty}^{\infty} \exp (-c \tau)\left(-u_{1}^{* \prime}(\tau), v_{1}^{* \prime}(\tau)\right) \cdot\left(0, u_{1}^{*}(\tau)\right) d \tau \\
& =-\int_{-\infty}^{\infty} \exp (-c \tau) u_{1}^{*}(\tau)^{2} d \tau<0 . \tag{5.3a}
\end{align*}
$$

Therefore, by the implicit function theorem, the solutions of $Q_{1}=0$ can be expressed as a function of $c=c_{1,0}(\gamma, \varepsilon)$, or $c=c_{1,0}(\gamma)$ for short, near ( $0, \gamma_{0}, c_{0}$ ). Moreover, an identical argument yields

$$
\begin{equation*}
\frac{\partial Q_{1}}{\partial \gamma}\left(0, \gamma_{0}, c_{0}\right)=0 . \tag{5.3b}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\frac{\partial c_{1,0}\left(\gamma_{0}, 0\right)}{\partial \gamma}=0 \quad \text { or } \quad c_{1,0}^{\prime}\left(\gamma_{0}\right)=0 \tag{5.3c}
\end{equation*}
$$

by the implicit function theorem. Similarly, define the other Melnikov function $Q_{2}(\varepsilon, \gamma, c)$ for $W^{u}\left(\mathbf{a}_{2}, \varepsilon\right)$ and $W_{\varepsilon}^{\text {cs }}\left(\mathscr{E}_{1}\right)$ with the same kind of choices of $\Sigma$ and e except that $\left(v_{1}^{*}, u_{1}^{*}, 0\right)$ above is replaced by $\left(v_{2}^{*}, u_{2}^{*}, w_{2}\right)$, where $w_{2}$ is a constant satisfying $v_{2}=\gamma_{0} w_{2}, w_{2}=f\left(v_{2}\right)$. By the same argument,

$$
\begin{equation*}
\frac{\partial Q_{2}}{\partial c}\left(0, \gamma_{0}, c_{0}\right)=-\int_{-\infty}^{\infty} \exp (-c \tau) u_{2}^{*}(\tau)^{2} d \tau<0 \tag{5.4a}
\end{equation*}
$$

The only difference is that $\partial Q_{2} / \partial \gamma\left(0, \gamma_{0}, c_{0}\right)=\partial Q / \partial w\left(c_{0}, w_{2}\right) \cdot \partial w_{2} / \partial \gamma<0$. Indeed, since $w_{2}$ is strictly decreasing in $\gamma$ (cf. Fig. 1.1) and, by the Melnikov integral (3.5),

$$
\begin{aligned}
\frac{\partial Q}{\partial w}\left(c_{0}, w_{2}\right) & =-\int_{-\infty}^{\infty} \exp (-c \tau)\left(-u_{2}^{* \prime}(\tau), v_{2}^{* \prime}(\tau)\right) \cdot(0,1) d \tau \\
& =-\int_{-\infty}^{\infty} \exp (-c \tau) u_{2}^{*}(\tau) d \tau>0
\end{aligned}
$$

for $u_{2}^{*}<0$, we have

$$
\begin{equation*}
\frac{\partial Q_{2}}{\partial \gamma}\left(0, \gamma_{0}, c_{0}\right)<0 . \tag{5.4b}
\end{equation*}
$$

Thus, by the implicit function theorem the solution function $c=c_{2,0}(\gamma, \varepsilon)$, or $c_{2,0}(\gamma)$, of $Q_{2}=0$ satisfies

$$
\begin{equation*}
\frac{\partial c_{2,0}\left(\gamma_{0}, 0\right)}{\partial \gamma}<0 \quad \text { or } \quad c_{2,0}^{\prime}\left(\gamma_{0}\right)<0 . \tag{5.4c}
\end{equation*}
$$

This and ( 5.3 c ) show that $c_{1,0}$ and $c_{2,0}$ intersect transversely near ( $\gamma_{0}, c_{0}$ ) for small $\varepsilon$. More precisely, the $c_{2,0}$ curve crosses the $c_{1,0}$ curve transversely from above into below as $\gamma$ increases through $\gamma_{0}$. Let the intersection be $(\gamma(\varepsilon), c(\varepsilon))$. Then at $(\gamma(\varepsilon), c(\varepsilon))$ with $\varepsilon>0$ there exists a heteroclinic loop connecting $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$.

Next, to show the heteroclinic orbit $\mathbf{z}_{1}^{*}$ of (5.1a) converges to $\mathbf{a}_{2}$ along the principal stable eigenvector of $\mathbf{a}_{2}$ we only need to show that $\mathbf{z}_{1}^{*}$ is not contained in the strong stable manifold $W^{\text {ss }}\left(\mathbf{a}_{2}, \varepsilon\right)$ of $\mathbf{a}_{2}$ which is the stable fiber, $\mathscr{F}_{\varepsilon}^{s}$, through $\mathbf{a}_{2}$ on the center-stable manifold of $\mathscr{E}_{2}$. Since in limit $\varepsilon=0 \mathscr{F}_{\varepsilon}^{s}$ lies on $\left\{w=w_{2}\right\}$ while $\mathbf{z}_{1}^{*}$ lies on $\{w=0\}$ and $w_{2}>0$ because $\gamma_{0}=9 /(2-a)(1-2 a) \neq 0$ for $0<a<\frac{1}{2}$ and $w_{2}=f\left(v_{2}\right), v_{2}=$ $\gamma_{0} w_{2} \neq 0, \mathscr{F}_{\varepsilon}^{s}$ still stays away from $\mathbf{z}_{1}^{*}$ uniformly for small $\varepsilon>0$ by continuity. Similar arguments apply to the $\mathbf{z}_{2}^{*}$ connection.

Last, to show the strong inclination property ( $2.2 b^{\prime}$ ) along $\mathbf{z}_{1}^{*}$ we show first that the center-stable and the center-unstable manifolds of (5.1a) intersect transversely along $\mathbf{z}_{1}^{*}$ at the limit $\varepsilon=0$ and then we will relate this transverse intersection to the strong inclination property for $\varepsilon>0$. Recall that $\mathscr{E}_{1}$ and $\mathscr{E}_{2}$ lie on $\{u=0\}$ and can be parametrized by $w$ so that when $w=0, c=c_{0}$ there is the connection $\mathbf{z}_{1}^{*}$ from $\mathbf{a}_{1}$ to $\mathscr{E}_{2} \cap\{w=0\}$. Recall the definition of the differential function $q(\varepsilon, \gamma, c, w)$ along the forward pointing direction $\mathbf{e}$ from $\S 3$, where $\mathbf{e}$ is the same as in the definition of the Melnikov function $Q_{1}$ above in this section (cf. Fig. 5.1). As mentioned earlier in § 3, we need to show

$$
\frac{\partial q\left(0, \gamma, c_{0}, 0\right)}{\partial w} \neq 0
$$

in order to prove the transverse intersection of $W^{\mathrm{cs}}\left(\mathscr{C}_{2}\right)$ and $W^{\mathrm{cu}}\left(\mathscr{C}_{1}\right)$ along $\mathbf{z}_{1}^{*}$. However, by treating (5.1a) as a two-dimensional system (5.2) again, it is easy to see that the differential $q$ between $W^{\text {cs }}$ and $W^{\text {cu }}$ for the three-dimensional system (5.1a) at $\varepsilon=0$ is precisely the Melnikov function $Q(c, w)$ of (5.2). Thus, $\partial q\left(0, \gamma, c_{0}, 0\right) / \partial w=$ $\partial Q\left(c_{0}, 0\right) / \partial w$. Hence, by (3.2) and the Melnikov integral (3.5) we have

$$
\begin{align*}
\frac{\partial q\left(0, \gamma, c_{0}, 0\right)}{\partial w} & =-\int_{-\infty}^{\infty} \exp (-c \tau)\left(-u_{1}^{* \prime}(\tau), v_{1}^{* \prime}(\tau)\right) \cdot(0,1) d \tau \\
& =-\int_{-\infty}^{\infty} \exp (-c \tau) u_{1}^{*}(\tau) d \tau<0 \tag{5.5a}
\end{align*}
$$

since $u_{1}^{*}(\tau)>0$. Similarly, for the other connection $\mathbf{z}_{2}^{*}$ from $\mathbf{a}_{2}$ back to $\mathscr{E}_{1}$, we can show

$$
\begin{equation*}
\frac{\partial q\left(0, \gamma, c_{0}, w_{2}\right)}{\partial w}=-\int_{-\infty}^{\infty} \exp (-c \tau) u_{2}^{*}(\tau) d \tau>0 \tag{5.5b}
\end{equation*}
$$

since $u_{2}^{*}(\tau)<0$. This shows that by definition $W^{\text {cu }}\left(\mathscr{C}_{i}\right)$ and $W^{\text {cs }}\left(\mathscr{C}_{j}\right)$ intersect transversely and the corresponding strong inclination property is satisfied by the strong $\lambda$-lemma of Deng (1989), (1990). By "strong inclination property" for nonhyperbolic system we mean that the same limit as ( $2.2 \mathrm{~b}^{\prime}$ ) exists except that $W_{j}^{s}, W_{i}^{u}$, and $W_{i}^{\text {ss }}$ in the formula are understood as $W^{\text {cs }}\left(\mathbf{a}_{j}\right), \mathscr{F}_{0}^{u}\left(\mathbf{a}_{i}\right)$, and $\mathscr{F}_{0}^{s}\left(\mathbf{a}_{i}\right)$, respectively. Because the strong inclination property is generic, that is, it persists for those small perturbations of the vector field along which there exists the continuation of the connection $\mathbf{z}_{i}^{*}$, the strong inclination property ( $2.2 \mathrm{~b}^{\prime}$ ) also holds true for sufficiently small $\varepsilon>0$. This completes the proof for condition (2.2b).

Remark. The nonzeroness of the Melnikov integrals in (5.3a), (5.4a), (5.5a), and (5.5b) have also been derived by Lin (1989).
6. Proof of condition (2.2c). Recall that the connection $\mathbf{z}_{1}^{*}$ is twisted if the principal eigenvectors $\mathbf{e}_{2}^{-}$and $\mathbf{e}_{1}^{+}$along which the other connection $\mathbf{z}_{2}^{*}$ comes from $\mathbf{a}_{2}$ and goes to $\mathbf{a}_{1}$, respectively, point to opposite sides of the stable manifold $W^{s}\left(\mathbf{a}_{2}\right)$ of $\mathbf{a}_{2}$ along $\mathbf{z}_{1}^{*}$. Using the same strategy as above, let us examine the limiting case $\varepsilon=0$ first. Note that in limit $\varepsilon=0, \mathbf{e}_{1}^{+}$is of the direction of the center eigenvector $\mathbf{v}_{2}$ of $\mathbf{a}_{1}$ and $\mathbf{e}_{2}^{-}$is of the direction of the unstable tangent fiber $-\mathbf{v}_{3}$ of $\mathbf{a}_{2}$ (cf. Fig. 5.1). Thus, it suffices to show $\mathbf{v}_{2}$ of $\mathbf{a}_{1}$ and $-\mathbf{v}_{3}$ of $\mathbf{a}_{2}$ point to opposite sides of the center stable manifold $W^{\text {cs }}\left(\mathscr{E}_{2}\right)$ of $\mathscr{E}_{2}$. To show this, recall the differential function $q$ from the previous section and the property $(5.5 \mathrm{a}) . \partial q / \partial w<0$ implies that $W^{\mathrm{cu}}\left(\mathscr{E}_{1}\right)$ and $W^{\mathrm{cs}}\left(\mathscr{E}_{2}\right)$ must split in such a way that when $w>0, W^{\text {cs }}\left(\mathscr{E}_{2}\right)$ lies behind $W^{\text {cu }}\left(\mathscr{E}_{1}\right)$ near $\mathbf{z}_{1}^{*}$ (cf. Fig. 5.1). Thus, $\mathbf{v}_{2}$ of $\mathbf{a}_{1}$ and $\mathbf{v}_{3}$ of the intersection point $\mathscr{E}_{2} \cap\{w=0\}$ point to the same side of $W^{\text {cs }}\left(\mathscr{E}_{2}\right)$. Since $\mathbf{v}_{3}$ of $\mathscr{E}_{2} \cap\{w=0\}$ and $-\mathbf{v}_{3}$ of $\mathbf{a}_{2}$ point to opposite sides of $W^{\text {cs }}\left(\mathscr{E}_{2}\right)$, the desired result is proved. Similar arguments show that $\mathbf{z}_{2}^{*}$ is twisted. This proves condition (2.2c).
7. Proof of condition (2.2e). Recall from (5.3a, b) that when $(\varepsilon, \gamma, c)=\left(0, \gamma_{0}, c_{0}\right)$, $\partial Q_{1} / \partial c<0, \partial Q_{1} / \partial \gamma=0$. Also recall from (5.4a, b) that $\partial Q_{2} / \partial c<0, \partial Q_{2} / \partial \gamma<0$. It obviously follows that $\nabla Q_{1}$ and $\nabla Q_{2}$ are linearly independent for small $\varepsilon>0$, where the gradient operator $\nabla$ is taken with respect to the relevant parameters $\gamma$ and $c$. Last, from the proof of the twist of $\mathbf{z}_{i}^{*}$ above, it is easy to see that the vectors $\mathbf{e}_{i}$ and $\mathbf{e}_{i}^{+}$do point to the same side of $W^{s}\left(\mathbf{a}_{j}\right)$ (cf. Fig. 5.1). Hence, the Melnikov function $Q_{i}, i=1$, 2 , satisfies the specific requirement with respect to the direction $\mathbf{e}_{i}$ in § 3. This proves condition (2.2e).

Remark. Back in 1980, Langer proved that the stable and unstable manifolds cross transversely with the velocity parameter $c$ for small $\varepsilon>0$. This is also implied by the nonzeroness of $\partial Q_{i} / \partial c$, which also indicates the direction in which the transversal crossing takes place.
8. Proof of Theorem 1.1. As discussed in § 2, to prove Theorem 1.1 we only need to show that Theorem 2.1 is applicable to the reduced FitzHugh-Nagumo equation (2.1). We have shown in $\S \S 4-7$ above that the hypotheses of Theorem 2.1 are all satisfied. Thus, it is only left to determine the bifurcation directions for the curves of the multiple pulse front and back waves by Theorem 2.1(c). Again, recall from (5.3a, b) and (5.4a, b), or from the previous section, that $\partial Q_{1} / \partial c<0, \partial Q_{1} / \partial \gamma=0$, and $\partial Q_{2} / \partial c<0$,
$\partial Q_{2} / \partial \gamma<0$ at $(\varepsilon, \gamma, c)=\left(0, \gamma_{0}, c_{0}\right)$. That is, $\nabla Q_{1}$ and $\nabla Q_{2}$ point downward at $(\gamma, c)=$ $(\gamma(\varepsilon), c(\varepsilon))$ on the ( $\gamma, c)$-plane for small $\varepsilon \geqq 0$. Therefore, all the interesting bifurcations take place in the southwest sector bounded by $Q_{1}=0$ and $Q_{2}=0$ in the ( $\gamma, c$ )-plane. This completes the proof.
9. Proof of Theorem 1.2. To prove this theorem it suffices to show that the reduced traveling wave equations when restricted to the center manifold with respect to the singular parameter $\kappa$ are "almost" the same as the FitzHugh-Nagumo equations (1.1). To begin with, recast (1.2) into the traveling wave equations with $\tau=x+c t$ :

$$
\begin{equation*}
v^{\prime}=u, \quad u^{\prime}=c u-f(v)+w, \quad w^{\prime}=x, \quad \kappa x^{\prime}=c x-\varepsilon(v-\gamma w) . \tag{9.1}
\end{equation*}
$$

Treating $\kappa$ as a singular parameter and writing this equation in terms of the fast time $t:=\tau / \kappa$ variable, we have

$$
\begin{equation*}
\dot{v}=\kappa u, \quad \dot{u}=\kappa(c u-f(v)+w), \quad \dot{w}=\kappa x, \quad \dot{x}=c x-\varepsilon(v-\gamma w), \tag{9.2}
\end{equation*}
$$

where the dot means the derivative in $t$. Note that when $\kappa=0$ the equilibrium points of (9.2) consist of the entire three-dimensional manifold:

$$
\mathscr{C}_{0}:=\left\{x=\frac{\varepsilon}{c}(v-\gamma w)\right\} .
$$

The linearization of (9.2) at $\mathscr{E}_{0}$ when $\kappa=0$ is $\dot{V}=\dot{U}=\dot{W}=0$ and $\dot{X}=c X$. It has only one nonzero eigenvalue $c>0$ and the corresponding eigenvector ( $0,0,0,1$ ) is normal to the manifold $\mathscr{E}_{0}$. For simplicity, let $\mathscr{E}_{0}$ also denote a sufficiently large, connected, and compact set in what follows. Therefore, in the context of Fenichel (1979) the invariant manifold $\mathscr{E}_{0}$ is normally hyperbolic. Also by Theorem 9.1 of Fenichel (1979) again there is a center manifold

$$
\mathscr{E}_{\kappa}:=\{x=h(v, u, w, \kappa)\}
$$

in a neighborhood of $\mathscr{E}_{0}$ for all $|\kappa| \ll 1$, and it is a smooth continuation of $\mathscr{E}_{0}$, namely,

$$
h(v, u, w, 0)=\frac{\varepsilon}{c}(v-\gamma w) .
$$

Here, the other parameters are suppressed from the expression of $h$ for simplicity. It is very important to note from (9.2) that when $\varepsilon=0,\{x=0\}$ is always an invariant manifold regardless of the parameter $\kappa$. This implies that the function $h$ can be chosen so that

$$
\begin{equation*}
h(v, u, w, \kappa)=\frac{\varepsilon}{c}(v-\gamma w)+O(\varepsilon \kappa) \tag{9.3}
\end{equation*}
$$

According to the singular perturbation theory of Fenichel (1979) this manifold $\mathscr{E}_{\kappa}$ is invariant for both the slow and fast equations (9.1) and (9.2) for all $|\kappa| \ll 1$. Now, recasting (9.1) on the center manifold $\mathscr{E}_{\kappa}$ yields

$$
\begin{equation*}
v^{\prime}=u, \quad u^{\prime}=c u-f(v)+w, \quad w^{\prime}=\frac{\varepsilon}{c}(v-\gamma w)+O(\varepsilon \kappa) \tag{9.4}
\end{equation*}
$$

because of $w^{\prime}=w=h(v, u, w, \kappa)$ and the estimate (9.3). Note that this is exactly the same FitzHugh-Nagumo equation (1.1) except for a perturbation term $O(\varepsilon \kappa)$ to the $w$ equation. Now, it is easy to see that all the analysis for (2.1) in the previous sections applies to (9.4) as well. More specifically, $\varepsilon$ is the singular parameter, $\gamma$ and $c$ are the relevant parameters. The additional parameter $\kappa$ represents a trivial direction of
perturbation. That is to say, it will not change any qualitative structure of the system with respect to the heteroclinic loop bifurcation of Theorem 2.1, neither the singular perturbation structure in terms of $\varepsilon$ nor the Melnikov method. This completes the proof.

Appendix. The result presented below is taken from McKean (1970) and Casten, Cohen, and Lagerstrom (1975). Consider (5.1a). Since $w^{\prime}=0$, we can treat $w$ as a parameter. For $f_{\text {min }}<w_{0}<f_{\text {max }}$, there are three roots for $-f(v)+w_{0}=0$. Denote them by $\beta_{1}<\beta_{2}<\beta_{3}$ which implicitly depend on $w_{0}$ (cf. Fig. A). Then (5.1a) is equivalent to

$$
u \frac{d u}{d v}=c u+\left(v-\beta_{1}\right)\left(v-\beta_{2}\right)\left(v-\beta_{3}\right)
$$

since $d \tau=d v / u$. Now, it is straightforward to check that $u=\lambda\left(v-\beta_{1}\right)\left(\beta_{3}-v\right)$ with $\lambda= \pm 1 / \sqrt{2}, c=\lambda\left(\beta_{1}+\beta_{3}-2 \beta_{2}\right)$ is a polynomial solution going through $\beta_{1}$ and $\beta_{3}$. In particular, when $w_{0}=0, \beta_{1}=0, \beta_{2}=a, \beta_{3}=1$, and $\lambda=1 / \sqrt{2}$ we obtain a connection with a positive speed $c_{1,0}=(1-2 a) / \sqrt{2}$. Denote the corresponding solution by $\left(v_{1}^{*}, u_{1}^{*}\right)$; then $1>v_{1}^{*}>0, u_{1}^{*}>0$. This implies that the connection is from $\mathbf{a}_{1}$ to $\mathscr{E}_{2} \cap\{w=0\}$ since $v_{1}^{* \prime}=u_{1}^{*}>0$. On the other hand, choosing $\lambda=-1 / \sqrt{2}$, we obtain another connecting orbit $\left(v_{2}^{*}, u_{2}^{*}\right)$ for $c_{2,0}=\lambda\left(\beta_{1}+\beta_{3}-2 \beta_{2}\right)$. But, in this case $u_{2}^{*}<0$ since $\beta_{1}<v_{2}^{*}<\beta_{3}$; thus $v_{2}^{* \prime}<0$. This implies that the connection is from $\mathscr{E}_{2} \cap\left\{w=w_{0}\right\}$ back to $\mathscr{E}_{1} \cap$ $\left\{w=w_{0}\right\}$. Thus, it is only left to determine whether the corresponding speed $c$ is positive and equal to $c_{1,0}$ at some $\gamma$ in order to obtain a "loop." Because the cubic curve $w=f(v)$ is symmetric with respect to the inflection point ( $\left.v_{\text {inf }}, f_{\text {inf }}\right):=((1+a) / 3$, $(1+a)(1-2 a)(2-1) / 27)$ of $w=f(v)$, we can choose $\left(v_{2}, w_{2}\right)$ from the curve $w=f(v)$ to be the point that is symmetric to the origin $(0,0)$ with respect to the inflection point. Because of this symmetry $c_{2,0}=-\left(\beta_{1}+\beta_{3}-2 \beta_{2}\right) / \sqrt{2}=(1-2 a) / \sqrt{2}=c_{1,0}$ at $w_{0}=w_{2}$. A direct computation yields $\gamma_{0}:=v_{2} / w_{2}=9 /(2-a)(1-2 a)$, which is the same as in Theorem 1.1(d). Certainly, for this parameter $\gamma_{0}$, the connection ( $v_{2}^{*}, u_{2}^{*}$ ) is from $\mathbf{a}_{2}$ back to $\mathscr{E}_{1} \cap\left\{w=w_{2}\right\}$.


Fig. A. $\beta_{1}<\beta_{2}<\beta_{3}$ are the roots of $w_{0}-f(v)=0$.
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# STABILITY ANALYSIS OF STATIONARY SOLUTIONS OF BISTABLE REACTION-VARIABLE DIFFUSION SYSTEMS* 

HIDEO IKEDA $\dagger$ AND MASAYASU MIMURA $\ddagger$

Abstract. From a wave-blocking viewpoint, a bistable reaction-variable diffusion system is considered:

$$
\begin{aligned}
& u_{t}=\left(D(z) u_{z}\right)_{z}+\frac{1}{\sigma} f(u, v), \\
& v_{t}=\left(D(z) v_{z}\right)_{z}+\sigma g(u, v), \quad t>0 .
\end{aligned}
$$

Depending on $\sigma$ and $D(z)$, there exist stationary solutions that connect two stable states at $z= \pm \infty$. By using the linearized stability criterion, the role of these solutions in wave-blocking phenomena is discussed.

Key words. stability, variable diffusion, singular perturbation, wave-blocking
AMS(MOS) subject classifications. 35B25, 35B40, 35K57

1. Introduction. In this paper, we consider the following reaction-diffusion system:

$$
\begin{align*}
& u_{t}=\left(D(z) u_{z}\right)_{z}+\frac{1}{\sigma} f(u, v),  \tag{1.1}\\
& v_{t}=\left(D(z) v_{z}\right)_{z}+\sigma g(u, v)
\end{align*}
$$

where $D(z)$ is the variable diffusion rates of $u$ and $v$. For the nonlinearities $f$ and $g$, we assume that there exist three constant steady states as in Fig. 1: Two of them ( $u_{ \pm}, v_{ \pm}$) are stable, while the other ( $u_{0}, v_{0}$ ) is unstable. $1 / \sigma^{2}$ is the ratio of the reaction rates of $u$ and $v$. If $\sigma$ is small, $u$ reacts faster than does $v$. Conversely, if $\sigma$ is large, the situation is vice versa. In chemical terms, (1.1) describes the situation where two ion components $u$ and $v$ diffuse in one-dimensional heterogeneous medium and react with each other in bistable dynamics.


Fig. 1 Functional forms of $f=0$ and $g=0$.

[^133]In studying the influence of variable diffusion on qualitative properties of solutions, there are many works on scalar equations. The main concerns are with the existence, stability, and bifurcation properties of nonconstant stationary solutions. Along these lines, $[\mathrm{M}],[\mathrm{Y}],[\mathrm{CH}],[\mathrm{FH}]$, and [FP] treat these problems in a finite interval or on the whole line. From an application viewpoint, in [P] and [K] wave-blocking phenomena due to the effect of a change in geometry of a nerve axon on the propagation of potential waves are studied.

Here we are interested in these problems for a system of equations (1.1), when the variable diffusion rate $D(z)=d(z / \varepsilon)$, where $d(\xi)$ is a strictly monotone $C^{1}(\mathbf{R})$ function satisfying

$$
d(\xi)= \begin{cases}d & \text { as } \xi \rightarrow-\infty  \tag{1.2}\\ 1 & \text { as } \xi \rightarrow+\infty\end{cases}
$$

and $\varepsilon$ is a small positive constant. That is, this situation indicates that the diffusion rate $D(z)$ has an abrupt change at $z=0$. Let

$$
x=\tau(z) \equiv \int_{0}^{z} d s / d\left(\frac{s}{\varepsilon}\right) .
$$

Clearly, $\tau$ maps $\mathbf{R}$ into $\mathbf{R}$ and its inverse $\tau^{-1}$ is well defined. Introducing $x$ as the independent variable into (1.1), we have

$$
u_{t}=\delta_{\varepsilon}(x) u_{x x}+\frac{1}{\sigma} f(u, v)
$$

$$
\begin{equation*}
x \in \mathbf{R}, \quad t>0 \tag{1.3}
\end{equation*}
$$

$$
v_{t}=\delta_{\varepsilon}(x) v_{x x}+\sigma g(u, v)
$$

where $\delta_{\varepsilon}(x)=1 / d\left(\tau^{-1}(x) / \varepsilon\right)$. Set $\varepsilon=0$. Then (1.3) reduces to the following limiting system:

$$
u_{t}=\delta_{0}(x) u_{x x}+\frac{1}{\sigma} f(u, v)
$$

$$
\begin{equation*}
x \in \mathbf{R}, \quad t>0 \tag{1.4}
\end{equation*}
$$

$$
v_{t}=\delta_{0}(x) v_{x x}+\sigma g(u, v)
$$

where

$$
\delta_{0}(x)= \begin{cases}1 / d, & x<0 \\ 1, & x>0\end{cases}
$$

When $\varepsilon>0$ is sufficiently small, perturbation techniques suggest that (1.4) becomes a nice approximation to (1.3) in some sense. So we study the above limiting system (1.4).

When $d=1$ or $\delta_{0}(x)=1$ (homogeneous medium), (1.4) reduces to a usual reactiondiffusion system

$$
u_{t}=u_{x x}+\frac{1}{\sigma} f(u, v)
$$

$$
\begin{equation*}
x \in \mathbf{R}, \quad t>0 . \tag{1.5}
\end{equation*}
$$

$$
v_{t}=v_{x x}+\sigma g(u, v)
$$

For (1.5), we could expect that there are traveling wave solutions connecting one stable state $\left(u_{-}, v_{-}\right)$at $x=-\infty$ and the other $\left(u_{+}, v_{+}\right)$at $x=+\infty$. In fact, when $f$ and $g$ are specified as

$$
\begin{align*}
& f(u, v)=u(1-u)(u-a)-v, \\
& g(u, v)=u-\gamma v, \tag{1.6}
\end{align*}
$$

there are three constant steady states $(0,0),\left(\bar{u}_{+}, \bar{u}_{+} / \gamma\right)$, and $\left(\bar{u}_{-}, \bar{u}_{-} / \gamma\right)$ for some values of $a$ and $\gamma$, where $\bar{u}_{-}$and $\bar{u}_{+}\left(\bar{u}_{-}<\bar{u}_{+}\right)$are two solutions of $(1-u)(u-a)=1 / \gamma$. Numerical simulations show that two different types of traveling wave solutions connecting $(0,0)$ at $x=-\infty$ and $\left(\bar{u}_{+}, \bar{u}_{+} / \gamma\right)$ at $x=+\infty$ coexist: one is a front wave that propagates to the left direction, and the other is a back wave that goes in the opposite direction (see Fig. 2). We state briefly the results obtained in [IM2]. Suppose that $f$ and $g$ take the form (1.6) for simplicity and $\gamma_{0}, \gamma_{1}$, and $\gamma_{2}$ are the critical values as shown in Fig. 4. The qualitative property of traveling waves depends on the value of $\sigma$. When $\sigma$ is sufficiently large, there is a unique stable traveling wave solution for fixed $\gamma>\gamma_{0}$ as in Fig. 5(i). On the other hand, when $\sigma$ is sufficiently small, there are three solutions for fixed $\gamma \in\left(\gamma_{0}, \gamma_{2}\right)$ as in Fig. 5(ii); two of them are stable, whereas the other is unstable.

What happens in the case when $d \neq 1$ (heterogeneous medium)? As in Fig. 3, numerical simulations show three typical behaviours when $\sigma$ is sufficiently small, where $a, \sigma$, and $\gamma$ are the same values as in Fig. 2: (i) When $d$ is close to 1 , we could expect that the front and back waves pass through the point of discontinuity $x=0$ and propagate to the left and right directions, respectively (see Fig. 3(i)). (ii) When $d$ is


FIG. 2. (i) Traveling front wave. (ii) Traveling back wave ( $a=0.25, \sigma=0.1$ and $\gamma=10.5$ ).


Fig. 3. Numerical computations for wave-blocking phenomena: (i) When $d$ is close to 1 , the front and back waves pass through; (ii) When d is large, the front wave is blocked, whereas the back wave passes through; (iii) When d is small, the front wave passes through, whereas the back wave is blocked.
large, the back wave passes through the point $x=0$ and propagates to the right direction, while the front wave is blocked at $x=0$ (see Fig. 3 (ii)). (iii) When $d$ is small, the situation is opposite to that in (ii) (see Fig. 3(iii)). The last two cases (ii) and (iii) indicate that the traveling waves are blocked and there appear new stationary solutions. These evidences clearly show that such wave-blocking phenomena are caused by the heterogeneity of $\delta_{0}(x)$.

For the problem of wave-blocking phenomena in a heterogeneous medium, the dependency on $d$ of stationary solutions is considered in [IM1] when $\sigma$ is sufficiently


Fig. 4. Critical values of $\gamma$.
(i)



Fig. 5. The global diagrams of traveling waves with respect to $\gamma$. The symbols $S F, S B, U F$, and $U B$ stand for a stable front branch, a stable back branch, an unstable front branch, and an unstable back branch, respectively: (i) $\sigma$ is sufficiently large; (ii) $\sigma$ is sufficiently small.
large or small. Suppose that $\sigma$ is sufficiently large. If $\gamma$ is fixed to satisfy $\gamma \in\left(\gamma_{1}, \infty\right)$, there exist two stationary solutions for large $d$ (see Fig. 6(i)) and if $\gamma$ is fixed to satisfy $\gamma \in\left(\gamma_{0}, \gamma_{1}\right)$, there exist two solutions for small $d$ (see Fig. 6(ii)). On the other hand, if $\sigma$ is sufficiently small, then the situation is different from the above. If $\gamma$ is fixed to satisfy $\gamma \in\left(\gamma_{2}, \infty\right)$, then there exist two stationary solutions for large $d$ (see Fig. 7(i)). However, if $\gamma$ is fixed to satisfy $\gamma \in\left(\gamma_{0}, \gamma_{2}\right)$, there exist two solutions for large as well as small $d$ (see Figs. 7(ii) and 7(iii)). This evidence shows that the qualitative property of stationary solutions depends on the value of $\sigma$ as well as $d$.

Integrating these and using complementary numerical results, we arrive at the following conjecture. For simplicity, we consider the case when $\sigma$ is sufficiently small and $\gamma$ satisfies $\gamma \in\left(\gamma_{1}, \gamma_{2}\right)$. Under this situation, there are one front wave and one back wave, which are stable, in a homogeneous medium. For large fixed $d$, the front wave is blocked at $x=0$ and one of the stationary solutions $\left(\underline{U}^{*}, \underline{V}^{*}\right)$ acts as its barrier, while the other ( $\bar{U}^{*}, \bar{V}^{*}$ ) acts as a separator between the barrier and the traveling like front wave (in a heterogeneous medium) as in Fig. 3(ii), whereas the back wave passes through. On the other hand, for small fixed $d$, the back wave is blocked and one of the stationary solutions $\left(\bar{U}_{*}, \bar{V}_{*}\right)$ acts as its barrier, while the other $\left(\underline{U}_{*}, \underline{V}_{*}\right)$ acts as


Fig. 6. The schematic global diagrams of stationary solutions of (1.1) with (1.4) when $\sigma$ is sufficiently large: (i) $\gamma>\gamma_{1}$; (ii) $\gamma_{0}<\gamma<\gamma_{1}$.




Fig. 7. The schematic global diagrams of stationary solutions of (1.1) with (1.4) when $\sigma$ is sufficiently small: (i) $\gamma>\gamma_{2}$; (ii) $\gamma_{1}<\gamma<\gamma_{2}$; (iii) $\gamma_{0}<\gamma<\gamma_{1}$.
a separator between the barrier and the traveling like back wave as in Fig. 3(iii), whereas the front wave passes through. For intermediate fixed $d$, there are no stationary solutions and two waves pass through the discontinuous point $x=0$ as in Fig. 3(i).

Motivated by this evidence, we study the stability of the stationary solutions constructed in [IM1]. When $\sigma$ is sufficiently small and $\gamma$ satisfies $\gamma \in\left(\gamma_{1}, \gamma_{2}\right)$, for instance, the result is stated as follows. For large $d$, the ( $\underline{U}^{*}, \underline{V}^{*}$ )-branch is stable and the ( $\bar{U}^{*}, \bar{V}^{*}$ )-branch is unstable, while for small $d$, the ( $\left.\bar{U}_{*}, \bar{V}_{*}\right)$-branch is stable and the ( $\underline{U}_{*}, \underline{V}_{*}$ )-branch is unstable (see Fig. 7(ii)). The details will be discussed in §3.

Since $\delta_{0}(x)$ is discontinuous at $x=0$, let us define weak solutions $(u, v)(t, x)$ of (1.4) by ( $u, v$ ), which satisfies the following equations:

$$
\begin{aligned}
& u_{t}=\delta_{0}(x) u_{x x}+\frac{1}{\sigma} f(u, v), \\
& v_{t}=\delta_{0}(x) v_{x x}+\sigma g(u, v),
\end{aligned}
$$

with boundary conditions

$$
\begin{equation*}
(u, v)(t, \pm \infty)=\left(u_{ \pm}, v_{ \pm}\right) \tag{1.7}
\end{equation*}
$$

and compatibility conditions

$$
\begin{array}{ll}
(u, v)(t,-0)=(u, v)(t,+0), & \\
& t>0 .  \tag{1.7}\\
\left(u_{x}, v_{x}\right)(t,-0)=\left(u_{x}, v_{x}\right)(t,+0),
\end{array}
$$

We now study the spectral analysis for the linearized equations of (1.7) ${ }_{a}$ around the specified stationary solution obtained in [IM1]. The spectrum of the linearized operator consists of essential spectrum and isolated eigenvalues. Since the essential spectrum is strictly bounded away from the imaginary axis to the left (see the Appendix), it is sufficient for the stability argument to study the distribution of isolated eigenvalues only. Our assertion is that there is only one eigenvalue that essentially determines the stability and its sign corresponds, in a one-to-one manner, to that of the Jacobian of the matching condition which is defined in constructing solutions by use of singular perturbation methods (see (2.14)). Here we discuss only the case where $\sigma$ is sufficiently small. The case where $\sigma$ is sufficiently large is briefly stated in the final section.

We first state the following assumptions on the nonlinearities $f$ and $g$ (see Fig. 1):
(A1) $\quad f=0$ is S-shaped and consists of three branches $u=h_{-}(v), h_{0}(v)$, and $h_{+}(v)$ $\left(h_{-}(v) \leqq h_{0}(v) \leqq h_{+}(v)\right)$, and $g=0$ intersects each branch once. That is, there is only one intersection point on each branch $u=h_{-}(v)$ (respectively, $u=h_{0}(v)$ or $u=h_{+}(v)$ ), which is denoted by ( $u_{-}, v_{-}$) (respectively, ( $u_{0}, v_{0}$ ) or $\left.\left(u_{+}, v_{+}\right)\right)\left(v_{-}<v_{0}<v_{+}\right)$. The signs of $f$ and $g$ are both negative in the region above the curves $f=0$ and $g=0$.
(A3) $\quad f_{u}\left(h_{ \pm}(v), v\right)<0 \quad$ for $v \in\left[v_{-}, v_{+}\right], \quad g\left(h_{-}(v), v\right)<0<g\left(h_{+}(v), v\right)$ for $v \in$ $\left(v_{-}, v_{+}\right)$, and $g_{u}\left(h_{ \pm}(v), v\right) h_{ \pm}^{\prime}(v)+g_{v}\left(h_{ \pm}(v), v\right)<0 \quad$ at $v=v_{ \pm}$.
$f_{v}(u, v)<0 \quad$ for $(u, v) \in\left\{(u, v) \mid h_{-}(v) \leqq u \leqq h_{+}(v), \quad v_{-} \leqq v \leqq v_{+}\right\}, \quad g_{u}(u, v)>$ 0 and $g_{v}(u, v)<0 \quad$ at $(u, v)=\left(u_{ \pm}, v_{ \pm}\right)$.
$g_{v}(u, v)<0 \quad$ for $(u, v) \in\left\{(u, v) \mid g(u, v)=0, v_{-} \leqq v \leqq v_{+}\right\}$.

Throughout this paper, we shall use the following function spaces. For $I=\mathbf{R}_{-}$, $\mathbf{R}_{+}$, or $\mathbf{R}$, positive numbers $\sigma$ and $\mu$, and an integer $n$, let

$$
\begin{aligned}
X_{\mu, \sigma}^{n}(I)= & \left\{\left.u \in C^{n}(I)\left|\|u\|_{X_{\mu, \sigma}^{n}(I)} \equiv \sum_{i=0}^{n} \sup _{x \in I}\right| e^{\mu|x|}\left(\sigma \frac{d}{d x}\right)^{i} u(x) \right\rvert\,<+\infty\right\}, \\
\dot{X}_{\mu, \sigma}^{n}(I)= & \left\{u \in X_{\mu, \sigma}^{n}(I) \mid u(0)=0\right\}, \\
B C^{n}(I)= & \{\text { the set of functions all of whose derivatives of } \\
& \quad \text { order } \leqq n \text { are bounded and uniformly continuous on } I\} .
\end{aligned}
$$

2. Construction of stationary solutions. We assume that $\sigma$ is sufficiently small. First, we shall summarize the existence result for stationary solutions of (1.7) which is stated in [IM1]. Putting $y=\sqrt{\sigma} x$, we rewrite the stationary problem of (1.7) as

$$
\begin{align*}
& (u, v) \in \mathscr{D} \times \mathscr{D}, \\
& \sigma^{2} \delta_{0}(y) u_{y y}+f(u, v)=0, \\
& \delta_{0}(y) v_{y y}+g(u, v)=0,  \tag{2.1}\\
& u( \pm \infty)=u_{ \pm}, \quad v( \pm \infty)=v_{ \pm},
\end{align*}
$$

where $\mathscr{D} \equiv\left\{u \in B C^{1}(\mathbf{R}) \cap B C^{2}((-\infty, 0]) \cap B C^{2}([0, \infty)) \mid \delta_{0}(y) u_{y y} \in B C(\mathbf{R})\right\}$. Let us seek a solution of $(2.1)(u, v)(y ; \sigma ; d) \in \mathscr{D} \times \mathscr{D}$ under (A1)-(A4). Since $\delta_{0}(y)(d \neq 1)$ has a discontinuity at $y=0$, we separate the problem (2.1) into the following two parts:

$$
\begin{align*}
& \sigma^{2} \delta_{0}(y) u_{y y}^{ \pm}+f\left(u^{ \pm}, v^{ \pm}\right)=0, \\
& \delta_{0}(y) v_{y y}^{ \pm}+g\left(u^{ \pm}, v^{ \pm}\right)=0,  \tag{2.2}\\
& u^{ \pm}( \pm \infty)=u_{ \pm}, \quad u^{ \pm}(0)=\alpha, \\
& v^{ \pm}( \pm \infty)=\mathbf{R}_{ \pm}, \quad v^{ \pm}(0)=\beta,
\end{align*}
$$

where $\alpha$ and $\beta$ are constants that will be specified later. Using classical singular perturbation techniques, we construct solutions of $(2.2)_{ \pm}$in each subinterval $\mathbf{R}_{ \pm}$, and then determine $\alpha$ and $\beta$ so as to match these solutions in the $C^{1}$-sense at $y=0$. In $\S 2.1$, we construct outer solutions that are approximate solutions to $(2.2)_{ \pm}$outside a layer region, and in $\S 2.2$, we construct inner solutions that are approximations to (2.2) in a boundary layer region. In § 2.3, using these approximate solutions, we construct singular limit solutions as $\sigma \downarrow 0$, which become nice approximations to (2.1) uniformly on R. Finally, in § 2.4, by using the singular limit solutions we prove the existence of solutions of (2.1) for a sufficiently small (but not zero) $\sigma$ and draw the global picture of solution structures with respect to $d$. We emphasize that it is inherited from that of the singular limit solutions as $\sigma \downarrow 0$.
2.1. Outer solutions. We consider the reduced problems, by putting $\sigma=0$ in $(2.2)_{ \pm}$. These are described by

$$
f\left(u^{ \pm}, v^{ \pm}\right)=0,
$$

$$
y \in \mathbf{R}_{ \pm}
$$

$$
\begin{align*}
& \delta_{0}(y) v_{y y}^{ \pm}+g\left(u^{ \pm}, v^{ \pm}\right)=0,  \tag{2.3}\\
& v^{ \pm}( \pm \infty)=v_{ \pm}, \quad v^{ \pm}(0)=\beta .
\end{align*}
$$

Since $f\left(u^{ \pm}, v^{ \pm}\right)=0$ are reduced to $u^{ \pm}=h_{ \pm}\left(v^{ \pm}\right)$by the conditions $v^{ \pm}( \pm \infty)=v_{ \pm},(2.3)_{ \pm}$ can be rewritten as

$$
\begin{align*}
& \delta_{0}(y) v_{y y}^{ \pm}+g\left(h_{ \pm}\left(v^{ \pm}\right), v^{ \pm}\right)=0, \quad y \in \mathbf{R}_{ \pm},  \tag{2.4}\\
& v^{ \pm}( \pm \infty)=v_{ \pm}, \quad v^{ \pm}(0)=\beta .
\end{align*}
$$

Here $\beta$ is arbitrarily fixed to satisfy $\beta \in\left(v_{-}, v_{+}\right)$.
Lemma 2.1. Equations (2.4) $)_{ \pm}$have unique strictly monotone increasing solutions $V_{0}^{+}(y ; \beta)\left(y \in \mathbf{R}_{+}\right)$and $V_{0}^{-}(y ; \beta ; d)\left(y \in \mathbf{R}_{-}\right)$satisfying

$$
\left|V_{0}^{+}(y ; \beta)-v_{+}\right| \in X_{\mu_{+}, 1}^{2}\left(\mathbf{R}_{+}\right),\left|V_{0}^{-}(y ; \beta ; d)-v_{-}\right| \in X_{\mu_{-}(d), 1}^{2}\left(\mathbf{R}_{-}\right),
$$

where $\mu_{+}=\sqrt{-D_{+}\left(v_{+}\right)}$and $\mu_{-}(d)=\sqrt{-d D_{-}\left(v_{-}\right)}$with $D_{ \pm}(v)=g_{u}\left(h_{ \pm}(v), v\right) h_{ \pm}^{\prime}(v)+$ $g_{v}\left(h_{ \pm}(v), v\right)$. Moreover, $V_{0}^{+}(y ; \beta)$ (respectively, $\left.V_{0}^{-}(y ; \beta ; d)\right)$ is continuous with respect to $\beta$ in the $X_{\mu_{+}, 1}^{2}\left(\mathbf{R}_{+}\right)\left(\right.$respectively, $\left.X_{\mu_{-}(d), 1}^{2}\left(\mathbf{R}_{-}\right)\right)$-topology and satisfies

$$
\begin{aligned}
& \frac{d}{d y} V_{0}^{+}(0 ; \beta)=\sqrt{2 \int_{\beta}^{v_{+}} g\left(h_{+}(v), v\right) d v} \\
& \left(r e s p ., \frac{d}{d y} V_{0}^{-}(0 ; \beta ; d)=\sqrt{2 d \int_{\beta}^{v_{-}} g\left(h_{-}(v), v\right) d v}\right) .
\end{aligned}
$$

Using $V_{0}^{+}(y ; \beta)$ and $V_{0}^{-}(y ; \beta ; d)$, we define $U_{0}^{+}(y ; \beta)$ and $U_{0}^{-}(y ; \beta ; d)$ by

$$
U_{0}^{+}(y ; \beta) \equiv h_{+}\left(V_{0}^{+}(y ; \beta)\right), \quad y \in \mathbf{R}_{+}
$$

and

$$
U_{0}^{-}(y ; \beta ; d) \equiv h_{-}\left(V_{0}^{-}(y ; \beta ; d)\right), \quad y \in \mathbf{R}_{-},
$$

respectively. Although $U_{0}^{+}(y ; \beta)$ and $U_{0}^{-}(y ; \beta ; d)$ do not satisfy the boundary conditions at $y=0$, we expect that when $\sigma$ is small, ( $U_{0}^{ \pm}, V_{0}^{ \pm}$) become nice approximations to solutions of $(2.2)_{ \pm}$outside a neighborhood of $y=0$, which are called the outer solutions of $(2.2)_{ \pm}$.
2.2. Inner solutions. We introduce $W_{0}^{ \pm}(\xi)$ with the stretched variable $\xi=y / \sigma$ such that ( $U_{0}^{ \pm}+W_{0}^{ \pm}, V_{0}^{ \pm}$) become approximations to (2.2) $)_{ \pm}$in a neighborhood of $y=0$. Substituting ( $U_{0}^{ \pm}+W_{0}^{ \pm}, V_{0}^{ \pm}$) into (2.2) $)_{ \pm}$and then setting $\sigma=0$, we have the following problems with respect to $W_{0}^{ \pm}$:

$$
\begin{align*}
& \delta_{0}(\xi)\left(W_{0}^{ \pm}\right)_{\xi \xi}+f\left(h_{ \pm}(\beta)+W_{0}^{ \pm}, \beta\right)=0, \quad \xi \in \mathbf{R}_{ \pm},  \tag{2.5}\\
& W_{0}^{ \pm}( \pm \infty)=0, \quad W_{0}^{ \pm}(0)=\alpha-h_{ \pm}(\beta) .
\end{align*}
$$

When $v^{*}<v_{+}, \omega_{0}(\beta)$ is uniquely determined for any $\beta \in\left[v^{*}, v_{+}\right]$by $\int_{\omega_{0}(\beta)}^{h_{+}(\beta)} f(u, \beta) d u=$ 0 . When $v_{-}<v^{*}, \omega_{1}(\beta)$ is uniquely determined for any $\beta \in\left[v_{-}, v^{*}\right]$ by $\int_{h_{-}(\beta)}^{\omega_{1}(\beta)} f(u, \beta) d u=0$. Using $\omega_{0}(\beta)$ and $\omega_{1}(\beta)$, we define $\Sigma_{1}, \Sigma_{2}$, and $\Sigma_{3}$ in $(\alpha, \beta)$-space in $\mathbf{R}^{2}$ as follows. For $v_{-}<v^{*}<v_{+}$,

$$
\Sigma_{1} \equiv\left\{(\alpha, \beta) \in \mathbf{R}^{2} \mid v^{*} \leqq \beta \leqq v_{+}, \omega_{0}(\beta)<\alpha<h_{+}(\beta) \text { or } v_{-} \leqq \beta \leqq v^{*}, h_{-}(\beta)<\alpha<\omega_{1}(\beta)\right\} ;
$$

for $v^{*} \leqq v_{-}$,

$$
\Sigma_{2} \equiv\left\{(\alpha, \beta) \in \mathbf{R}^{2} \mid v_{-} \leqq \beta \leqq v_{+}, \omega_{0}(\beta)<\alpha<h_{+}(\beta)\right\} ;
$$

for $v_{+} \leqq v^{*}$,

$$
\Sigma_{3} \equiv\left\{(\alpha, \beta) \in \mathbf{R}^{2} \mid v_{-} \leqq \beta \leqq v_{+}, h_{-}(\beta)<\alpha<\omega_{1}(\beta)\right\} .
$$

Lemma 2.2. For any $(\alpha, \beta) \in \Sigma_{i}(i=1,2,3)$, the $(2.5)_{ \pm}$have unique strictly monotone increasing solutions $W_{0}^{+}(\xi ; \alpha, \beta)\left(\xi \in \mathbf{R}_{+}\right)$and $W_{0}^{-}(\xi ; \alpha, \beta ; d)\left(\xi \in \mathbf{R}_{-}\right)$ satisfying

$$
\left|W_{0}^{+}(\xi ; \alpha, \beta)\right| \in X_{\tau_{+}(\beta), 1}^{2}\left(\mathbf{R}_{+}\right), \quad\left|W_{0}^{-}(\xi ; \alpha, \beta ; d)\right| \in X_{\tau_{-}(\beta ; d), 1}^{2}\left(\mathbf{R}_{-}\right),
$$

where $\tau_{+}(\beta)=\sqrt{-f_{u}\left(h_{+}(\beta), \beta\right)}$ and $\tau_{-}(\beta ; d)=\sqrt{-d f_{u}\left(h_{-}(\beta), \beta\right)}$. Moreover, $W_{0}^{+}(\xi ; \alpha, \beta)$ (respectively, $\left.W_{0}^{\nabla}(\xi ; \alpha, \beta ; d)\right)$ is continuous with respect to $(\alpha, \beta)$ in the $X_{\tau_{+}(\beta), 1}^{2}\left(\mathbf{R}_{+}\right)$ (respectively, $\left.X_{\tau_{-}(\beta ; d), 1}^{2}\left(\mathbf{R}_{-}\right)\right)$-topology and satisfies

$$
\begin{aligned}
& \frac{d}{d \xi} W_{0}^{+}(0 ; \alpha, \beta)=\sqrt{2 \int_{\alpha}^{h_{+}(\beta)} f(u, \beta) d u} \\
& \left(\text { resp., } \frac{d}{d \xi} W_{0}^{-}(0 ; \alpha, \beta ; d)=\sqrt{\left.2 d \int_{\alpha}^{h_{-}(\beta)} f(u, \beta) d u\right)} .\right.
\end{aligned}
$$

2.3. Singular limit solutions. In the previous sections, we constructed the lowestorder approximations $\left(U_{0}^{+}(y ; \beta)+W_{0}^{+}(y / \sigma ; \alpha, \beta), V_{0}^{+}(y ; \beta)\right)$ and $\left(U_{0}^{-}(y ; \beta ; d)+\right.$ $\left.W_{0}^{-}(y / \sigma ; \alpha, \beta ; d), V_{0}^{-}(y ; \beta ; d)\right)$ to the problems $(2.2)_{ \pm}$, respectively. In order to construct an approximate solution to (2.1), which belongs to $\mathscr{D} \times \mathscr{D}$, we choose $\alpha$ and $\beta$ such that $\left(U_{0}^{+}(y ; \beta)+W_{0}^{+}(y / \sigma ; \alpha, \beta), V_{0}^{+}(y ; \beta)\right)$ and $\left(U_{0}^{-}(y ; \beta ; d)+W_{0}^{-}(y / \sigma ; \alpha, \beta ; d)\right.$, $\left.V_{0}^{-}(y ; \beta ; d)\right)$ are matched to give $C^{1}$-continuity at $y=0$. That is, we determine $\alpha$ and $\beta$ as functions of $d$ such that

$$
\begin{align*}
& \Phi_{0}(\alpha, \beta ; d) \equiv \frac{d}{d \xi} W_{0}^{+}(0 ; \alpha, \beta)-\frac{d}{d \xi} W_{0}^{-}(0 ; \alpha, \beta ; d)=0,  \tag{2.6}\\
& \Psi_{0}(\beta ; d) \equiv \frac{d}{d y} V_{0}^{+}(0 ; \beta)-\frac{d}{d y} V_{0}^{-}(0 ; \beta ; d)=0 .
\end{align*}
$$

We call the relations $\Phi_{0}(\alpha, \beta ; d)=0$ and $\Psi_{0}(\beta ; d)=0$ the inner and outer matching conditions, respectively. By Lemma 2.1, we find that

$$
\Psi_{0}(\beta ; d)=\sqrt{2 \int_{\beta}^{v_{+}} g\left(h_{+}(v), v\right) d v}-\sqrt{2 d \int_{\beta}^{v_{-}} g\left(h_{-}(v), v\right) d v}
$$

Then we directly obtain the following result.
Lemma 2.3. $\Psi_{0}(\beta ; d)=0$ has a unique root $\beta=\beta_{0}(d)$ for all $d>0$, which is strictly monotone decreasing and satisfies

$$
\lim _{d \downarrow 0} \beta_{0}(d)=v_{+} \quad \text { and } \quad \lim _{d \uparrow \infty} \beta_{0}(d)=v_{-}
$$

On the other hand, by Lemma 2.2, $\Phi_{0}(\alpha, \beta ; d)=0$ is rewritten as

$$
d \int_{\alpha}^{h_{-}(\beta)} f(u, \beta) d u-\int_{\alpha}^{h_{+}(\beta)} f(u, \beta) d u=0
$$

that is,

$$
\begin{equation*}
d=d_{0}(\alpha, \beta)=\frac{\int_{\alpha}^{h_{+}(\beta)} f(u, \beta) d u}{\int_{\alpha}^{h_{-}(\beta)} f(u, \beta) d u} . \tag{2.7}
\end{equation*}
$$

Lemma 2.4. $d_{0}(\alpha, \beta)$ is a function defined in each $\Sigma_{i}(i=1,2,3)$ and satisfies $(\partial / \partial \beta) d_{0}(\alpha, \beta)<0$. Moreover:
(i) For any fixed $\beta$ satisfying $v^{*}<\beta<v_{+}, d_{0}(\alpha, \beta)$ is less than 1 and monotone increasing in ( $\omega_{0}(\beta), h_{0}(\beta)$ ) and monotone decreasing in $\left(h_{0}(\beta), h_{+}(\beta)\right)$ and satisfies $\lim _{\alpha \downarrow \omega_{0}(\beta)} d_{0}(\alpha, \beta)=0=\lim _{\alpha \uparrow h_{+}(\beta)} d_{0}(\alpha, \beta) \quad$ and $\quad \lim _{\alpha \uparrow h_{+}(\beta)}(\partial / \partial \alpha) d_{0}(\alpha, \beta)=0=$ $(\partial / \partial \alpha) d_{0}\left(h_{0}(\beta), \beta\right)$;
(ii) For any fixed $\beta$ satisfying $v_{-}<\beta<v^{*}, d_{0}(\alpha, \beta)$ is greater than 1 and monotone decreasing in ( $h_{-}(\beta), h_{0}(\beta)$ ) and monotone increasing in $\left(h_{0}(\beta), \omega_{1}(\beta)\right)$ and satisfies $\lim _{\alpha \downarrow h_{-}(\beta)} d_{0}(\alpha, \beta)=+\infty=\lim _{\alpha \uparrow \omega_{1}(\beta)} d_{0}(\alpha, \beta)$, and $(\partial / \partial \alpha) d_{0}\left(h_{0}(\beta), \beta\right)=0$;
(iii) For $\beta=v^{*}, d_{0}(\alpha, \beta)=1$ in $\left(h_{-}(\beta), h_{+}(\beta)\right)$.

Consequently, by Lemma 2.3, it is sufficient to determine $\alpha=\alpha(d)$ such that

$$
\begin{equation*}
\Phi_{0}\left(\alpha, \beta_{0}(d) ; d\right)=0 \tag{2.8}
\end{equation*}
$$

holds, which is obtained by Lemma 2.4. Combining the above results, we obtain Lemma 2.5.

Lemma 2.5. (i) When $v_{-}<v^{*}<v_{+}$, the following three cases occur:
(a) If $\beta_{0}(1)>v^{*}$, there are two points $d_{1}$ and $d_{2}\left(d_{1}<1<d_{2}\right)$ such that (2.8) has two roots $\alpha=\bar{\alpha}_{1}(d)$ and $\alpha=\underline{\alpha}_{1}(d)$ with $\bar{\alpha}_{1}(d)>\underline{\alpha}_{1}(d)$ and $\bar{\alpha}_{1}\left(d_{1}\right)=\underline{\alpha}_{1}\left(d_{1}\right)$ defined for $d \in\left(0, d_{1}\right]$ and has two roots $\alpha=\bar{\alpha}_{2}(d)$ and $\alpha=\underline{\alpha}_{2}(d)$ with $\bar{\alpha}_{2}(d)>\underline{\alpha}_{2}(d)$ defined for $d \in\left[d_{2}, \infty\right)$;
(b) If $\beta_{0}(1)<v^{*}$, there are two points $d_{1}$ and $d_{2}\left(d_{1}<1<d_{2}\right)$ such that (2.8) has two roots $\alpha=\bar{\alpha}_{1}(d)$ and $\alpha=\underline{\alpha}_{1}(d)$ with $\bar{\alpha}_{1}(d)>\underline{\alpha}_{1}(d)$ defined for $d \in\left(0, d_{1}\right]$ and has two roots $\alpha=\bar{\alpha}_{2}(d)$ and $\alpha=\underline{\alpha}_{2}(d)$ with $\bar{\alpha}_{2}(d)>\underline{\alpha}_{2}(d)$ and $\bar{\alpha}_{2}\left(d_{2}\right)=\underline{\alpha}_{2}\left(d_{2}\right)$ defined for $d \in\left[d_{2}, \infty\right)$;
(c) If $\beta_{0}(1)=v^{*}$, (2.8) has two roots $\alpha=\bar{\alpha}_{1}(d)$ and $\alpha=\underline{\alpha}_{1}(d)$ with $\bar{\alpha}_{1}(d)>\underline{\alpha}_{1}(d)$ defined for $d \in(0,1]$ and has two roots $\alpha=\bar{\alpha}_{2}(d)$ and $\alpha=\underline{\alpha}_{2}(d)$ with $\bar{\alpha}_{2}(d)>\underline{\alpha}_{2}(d)$ defined for $d \in[1, \infty)$. Especially when $d=1, \bar{\alpha}_{1}(1)=\bar{\alpha}_{2}(1), \underline{\alpha}_{1}(1)=\underline{\alpha}_{2}(1)$, and (2.8) also holds for any $\alpha \in\left(\bar{\alpha}_{1}(1), \underline{\alpha}_{1}(1)\right)$.
(ii) When $v^{*} \leqq v_{-}$, there is $d_{1}(<1)$ such that (2.8) has two roots $\alpha=\bar{\alpha}_{1}(d)$ and $\alpha=\underline{\alpha}_{1}(d)$ with $\bar{\alpha}_{1}(d)>\underline{\alpha}_{1}(d)$ and $\bar{\alpha}_{1}\left(d_{1}\right)=\underline{\alpha}_{1}\left(d_{1}\right)$ defined for $d \in\left(0, d_{1}\right]$.
(iii) When $v_{+} \leqq v^{*}$, there is $d_{2}(>1)$ such that (2.8) has two roots $\alpha=\bar{\alpha}_{2}(d)$ and $\alpha=\underline{\alpha}_{2}(d)$ with $\bar{\alpha}_{2}(d)>\underline{\alpha}_{2}(d)$ and $\bar{\alpha}_{2}\left(d_{2}\right)=\underline{\alpha}_{2}\left(d_{2}\right)$ defined for $d \in\left[d_{2}, \infty\right)$.

For any $\left(\alpha^{*}(d), \beta^{*}(d)\right)$ satisfying the inner and outer matching conditions (2.6), we define

$$
U_{0}(y ; \sigma ; d) \equiv \begin{cases}U_{0}^{+}\left(y ; \beta^{*}(d)\right)+W_{0}^{+}\left(\frac{y}{\sigma} ; \alpha^{*}(d), \beta^{*}(d)\right), & y \in \mathbf{R}_{+} \\ U_{0}^{-}\left(y ; \beta^{*}(d) ; d\right)+W_{0}^{-}\left(\frac{y}{\sigma} ; \alpha^{*}(d), \beta^{*}(d) ; d\right), & y \in \mathbf{R}_{-}\end{cases}
$$

and

$$
V_{0}(y ; \sigma ; d) \equiv \begin{cases}V_{0}^{+}\left(y ; \beta^{*}(d)\right), & y \in \mathbf{R}_{+} \\ V_{0}^{-}\left(y ; \beta^{*}(d) ; d\right), & y \in \mathbf{R}_{-}\end{cases}
$$

which becomes the lowest-order approximate solution uniformly on $\mathbf{R}$. We call $\left(U_{0}, V_{0}\right)(y ; \sigma ; d)$ a singular limit solution of (2.1). By Lemma 2.5, we obtain Theorem 2.1.

Theorem 2.1. Suppose that (A1)-(A4) hold and $d_{1}$ and $d_{2}$ are the same constants as in Lemma 2.5.
(i) When $v_{-}<v^{*}<v_{+}$, the following three cases occur:
(a) If $\beta_{0}(1)>v^{*}$, (2.1) has two singular limit solutions

$$
\begin{array}{ll}
\left(\bar{U}_{0, *}, \bar{V}_{0, *}\right)(y ; \sigma ; d), & \left(\underline{U}_{0, *}, \underline{V}_{0, *}\right)(y ; \sigma ; d) \quad \text { for } d \in\left(0, d_{1}\right], \\
\left(\bar{U}_{0}^{*}, \bar{V}_{0}^{*}\right)(y ; \sigma ; d), & \left(\underline{U}_{0}^{*}, \underline{V}_{0}^{*}\right)(y ; \sigma ; d) \quad \text { for } d \in\left[d_{2}, \infty\right) ;
\end{array}
$$

(b) If $\beta_{0}(1)<v^{*}$, (2.1) has two singular limit solutions

$$
\begin{array}{ll}
\left(\bar{U}_{0, *}, \bar{V}_{0, *}\right)(y ; \sigma ; d), & \left(\underline{U}_{0, *}, \underline{V}_{0, *}\right)(y ; \sigma ; d) \quad \text { for } d \in\left(0, d_{1}\right], \\
\left(\bar{U}_{0}^{*}, \bar{V}_{0}^{*}\right)(y ; \sigma ; d), & \left(\underline{U}_{0}^{*}, \underline{V}_{0}^{*}\right)(y ; \sigma ; d) \quad \text { for } d \in\left[d_{2}, \infty\right) ;
\end{array}
$$

(c) If $\beta_{0}(1)=v^{*}$, (2.1) has two singular limit solutions

$$
\begin{aligned}
& \left(\bar{U}_{0, *}, \bar{V}_{0, *}\right)(y ; \sigma ; d), \quad\left(\underline{U}_{0, *}, \underline{V}_{0, *}\right)(y ; \sigma ; d) \quad \text { for } d \in(0,1], \\
& \left(\bar{U}_{0}^{*}, \bar{V}_{0}^{*}\right)(y ; \sigma ; d), \quad\left(\underline{U}_{0}^{*}, \underline{V}_{0}^{*}\right)(y ; \sigma ; d) \quad \text { for } d \in[1, \infty) ;
\end{aligned}
$$

(ii) When $v^{*} \leqq v_{-}$, (2.1) has two singular limit solutions $\left(\bar{U}_{0, *}, \bar{V}_{0, *}\right)(y ; \sigma ; d)$ and $\left(\underline{U}_{0, *}, \underline{V}_{0, *}\right)(y ; \sigma ; d)$ for $d \in\left(0, d_{1}\right]$.
(iii) When $v_{+} \leqq v^{*}$, (2.1) has two singular limit solutions $\left(\bar{U}_{0}^{*}, \bar{V}_{0}^{*}\right)(y ; \sigma ; d)$ and $\left(\underline{U}_{0}^{*}, \underline{V}_{0}^{*}\right)(y ; \sigma ; d)$ for $d \in\left[d_{2}, \infty\right)$.
2.4. Existence theorem. We construct solutions of (2.1) for small $\sigma$, which tend to the above singular limit solutions as $\sigma \downarrow 0$ in a suitable topology. We assume that ( $\left.\alpha^{*}(d), \beta^{*}(d)\right)$ satisfies the inner and outer matching conditions

$$
\begin{equation*}
\Phi_{0}\left(\alpha^{*}(d), \beta^{*}(d) ; d\right)=0=\Psi_{0}\left(\beta^{*}(d) ; d\right) \tag{2.9}
\end{equation*}
$$

and moreover

$$
\begin{equation*}
\frac{\partial}{\partial \alpha} \Phi_{0}\left(\alpha^{*}(d), \beta^{*}(d) ; d\right) \neq 0 . \tag{2.10}
\end{equation*}
$$

In order to prove the existence of solutions of (2.1) for small but not zero $\sigma$, we need to assume (2.10). For any fixed $(\alpha, \beta) \in \Lambda_{\nu} \equiv\left\{(\alpha, \beta)| | \alpha-\alpha^{*}(d)\left|+\left|\beta-\beta^{*}(d)\right| \leqq \nu\right\}\right.$, we first look for solutions of the problems $(2.2)_{ \pm}$, which take the forms

$$
\begin{align*}
u^{+}(y ; \sigma ; \alpha, \beta)= & U_{0}^{+}(y ; \beta)+W_{0}^{+}\left(\frac{y}{\sigma} ; \alpha, \beta\right)+r^{+}(y ; \sigma ; \alpha, \beta) \\
& +h_{+}\left(V_{0}^{+}(y ; \beta)\right) s^{+}(y ; \sigma ; \alpha, \beta),  \tag{2.11}\\
v^{+}(y ; \sigma ; \alpha, \beta)= & V_{0}^{+}(y ; \beta)+\sigma^{2} Y^{+}\left(\frac{y}{\sigma} ; \alpha, \beta\right)+s^{+}(y ; \sigma ; \alpha, \beta),
\end{align*}
$$

and

$$
\begin{align*}
u^{-}(y ; \sigma ; \alpha, \beta ; d)= & U_{0}^{-}(y ; \beta ; d)+W_{0}^{-}\left(\frac{y}{\sigma} ; \alpha, \beta ; d\right)+r^{-}(y ; \sigma ; \alpha, \beta ; d) \\
& +h_{-}\left(V_{0}^{-}(y ; \beta ; d)\right) s^{-}(y ; \sigma ; \alpha, \beta ; d),  \tag{2.11}\\
v^{-}(y ; \sigma ; \alpha, \beta ; d)= & V_{0}^{-}(y ; \beta ; d)+\sigma^{2} Y^{-}\left(\frac{y}{\sigma} ; \alpha, \beta ; d\right)+s^{-}(y ; \sigma ; \alpha, \beta ; d),
\end{align*}
$$

where

$$
Y^{+}\left(\frac{y}{\sigma} ; \alpha, \beta\right)=Y_{0}^{+}\left(\frac{y}{\sigma} ; \alpha, \beta\right)-e^{-\mu y} Y_{0}^{+}(0 ; \alpha, \beta)
$$

with

$$
Y_{0}^{+}(\xi ; \alpha, \beta)=-\int_{\xi}^{+\infty} \int_{\eta}^{+\infty}\left\{g\left(h_{+}(\beta)+W_{0}^{+}(\zeta ; \alpha, \beta), \beta\right)-g\left(h_{+}(\beta), \beta\right)\right\} d \zeta d \eta
$$

and

$$
Y^{-}\left(\frac{y}{\sigma} ; \alpha, \beta ; d\right)=Y_{0}^{-}\left(\frac{y}{\sigma} ; \alpha, \beta ; d\right)-e^{\mu y} Y_{0}^{-}(0 ; \alpha, \beta ; d)
$$

with

$$
Y_{0}^{-}(\xi ; \alpha, \beta ; d)=-d \int_{-\infty}^{\xi} \int_{-\infty}^{\eta}\left\{g\left(h_{-}(\beta)+W_{0}^{-}(\zeta ; \alpha, \beta ; d), \beta\right)-g\left(h_{-}(\beta), \beta\right)\right\} d \zeta d \eta
$$

and $\mu$ is an arbitrarily fixed number satisfying $\mu>\max \left(\mu_{+}, \mu_{-}(d)\right.$ ). Let us define a function space $\dot{X}_{\sigma}\left(\mathbf{R}_{ \pm}\right)$by

$$
\dot{X}_{\sigma}\left(\mathbf{R}_{ \pm}\right) \equiv \dot{X}_{\rho, \sigma}^{2}\left(\mathbf{R}_{ \pm}\right) \times \dot{X}_{\rho, 1}^{2}\left(\mathbf{R}_{ \pm}\right)
$$

for any fixed constant $\rho\left(0<\rho<\min \left(\mu_{+}, \mu_{-}(d)\right)\right)$. Then we obtain the following result for the remainders $t^{ \pm}=\left(r^{ \pm}, s^{ \pm}\right)$.

Lemma 2.6. There are $\sigma_{1}>0$ and $\nu_{1}>0$ such that for any $\sigma \in\left(0, \sigma_{1}\right)$ and $(\alpha, \beta) \in$ $\Lambda_{\nu_{1}}$, there exist $t^{ \pm}(\sigma ; \alpha, \beta) \in \dot{X}_{\sigma}\left(\mathbf{R}_{ \pm}\right)$for which $(2.11)_{ \pm}$satisfy $(2.2)_{ \pm}$. Moreover, $t^{ \pm}(\sigma ; \alpha, \beta),\left(\partial t^{ \pm} / \partial \alpha\right)(\sigma ; \alpha, \beta)$ and $\left(\partial t^{ \pm} / \partial \beta\right)(\sigma ; \alpha, \beta)$ are uniformly continuous with respect to $(\sigma, \alpha, \beta) \in\left(0, \sigma_{1}\right) \times \Lambda_{\nu_{1}}$ in the $\dot{X}_{\sigma}\left(\mathbf{R}_{ \pm}\right)$-topology and satisfy

$$
\begin{aligned}
& \left\|t^{ \pm}(\sigma ; \alpha, \beta)\right\|_{\dot{X}_{\sigma}\left(\mathbf{R}_{ \pm}\right)}=o(1), \\
& \left\|\frac{\partial t^{ \pm}}{\partial \alpha}(\sigma ; \alpha, \beta)\right\|_{\dot{X}_{\sigma}\left(\mathbf{R}_{ \pm}\right)}=o(1), \\
& \left\|\frac{\partial t^{ \pm}}{\partial \beta}(\sigma ; \alpha, \beta)\right\|_{\dot{X}_{\sigma}\left(\mathbf{R}_{ \pm}\right)}=o(1)
\end{aligned}
$$

as $\sigma \downarrow 0$ uniformly in $(\alpha, \beta) \in \Lambda_{\nu_{1}}$.
Finally, we construct a solution of (2.1) on the whole interval $\mathbf{R}$ by matching $\left(u^{+}, v^{+}\right)(y ; \sigma ; \alpha, \beta)$ and $\left(u^{-}, v^{-}\right)(y ; \sigma ; \alpha, \beta ; d)$ at $y=0$ in the $C^{1}$-sense. For this purpose, we define

$$
\begin{align*}
& \Phi(\sigma ; \alpha, \beta ; d) \equiv \sigma \frac{d}{d y} u^{+}(0 ; \sigma ; \alpha, \beta)-\sigma \frac{d}{d y} u^{-}(0 ; \sigma ; \alpha, \beta ; d),  \tag{2.12}\\
& \Psi(\sigma ; \alpha, \beta ; d) \equiv \frac{d}{d y} v^{+}(0 ; \sigma ; \alpha, \beta)-\frac{d}{d y} v^{-}(0 ; \sigma ; \alpha, \beta ; d),
\end{align*}
$$

and determine $\alpha$ and $\beta$ as functions of $\sigma$ and $d$ such that the relations

$$
\begin{equation*}
\Phi(\sigma ; \alpha, \beta ; d)=0=\Psi(\sigma ; \alpha, \beta ; d) \tag{2.13}
\end{equation*}
$$

hold. We call (2.13) the matching condition. We extend $\Phi$ and $\Psi$ continuously so as to be defined for $\sigma=0$. Putting $\sigma=0$ in (2.12), we obtain by Lemma 2.6 that

$$
\begin{aligned}
& \Phi(0 ; \alpha, \beta ; d)=\Phi_{0}(\alpha, \beta ; d), \\
& \Psi(0 ; \alpha, \beta ; d)=\Psi_{0}(\beta ; d) .
\end{aligned}
$$

Here we define $\mathbf{I}(d)$ by using the Jacobian of the matching condition (2.13) at $\sigma=0$ as follows:

$$
\begin{equation*}
\mathbf{I}(d)=\operatorname{sign}\{\mathbf{J}(d)\} \tag{2.14}
\end{equation*}
$$

with

$$
\mathbf{J}(d) \equiv \operatorname{det}\left[\begin{array}{cc}
\frac{\partial}{\partial \alpha} \Phi_{0}\left(\alpha^{*}(d), \beta^{*}(d) ; d\right) & \frac{\partial}{\partial \beta} \Phi_{0}\left(\alpha^{*}(d), \beta^{*}(d) ; d\right) \\
\frac{\partial}{\partial \alpha} \Psi_{0}\left(\beta^{*}(d) ; d\right) & \frac{\partial}{\partial \beta} \Psi_{0}\left(\beta^{*}(d) ; d\right)
\end{array}\right]
$$

where

$$
\operatorname{sign}\{x\}= \begin{cases}+1 & \text { for } x>0 \\ 0 & \text { for } x=0, \\ -1 & \text { for } x<0\end{cases}
$$

Since $\alpha^{*}(d)$ and $\beta^{*}(d)$ satisfy (2.9) and (2.10), we find by Lemmas 2.1 and 2.2 that

$$
\frac{\partial}{\partial \beta} \Psi_{0}\left(\beta^{*}(d) ; d\right)=\frac{d g\left(h_{-}\left(\beta^{*}(d)\right), \beta^{*}(d)\right)-g\left(h_{+}\left(\beta^{*}(d)\right), \beta^{*}(d)\right)}{\sqrt{2 \int_{\beta^{*}(d)}^{v_{+}} g\left(h_{+}(s), s\right) d s}}<0
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial \alpha} \Phi_{0}\left(\alpha^{*}(d), \beta^{*}(d) ; d\right)=\frac{(d-1) f\left(\alpha^{*}(d), \beta^{*}(d)\right)}{\sqrt{2 \int_{\alpha^{*}(d)}^{h^{\left(\beta^{*}(d)\right)}} f\left(u, \beta^{*}(d)\right) d u}} \tag{2.15}
\end{equation*}
$$

We note that $\mathbf{I}(d)$ is essentially determined by the inner matching condition. Since $\mathbf{I}(d) \neq 0$ follows from assumption (2.10), the implicit function theorem can be applied to (2.13). That is, there is $\sigma_{2}>0$ such that there uniquely exist continuous functions $\alpha(\sigma ; d)$ and $\beta(\sigma ; d)$ satisfying (2.13) for $\sigma \in\left[0, \sigma_{2}\right)$ and $\lim _{\sigma \downarrow 0} \alpha(\sigma ; d)=\alpha^{*}(d)$ and $\lim _{\sigma \downarrow 0} \beta(\sigma ; d)=\beta^{*}(d)$. Thus, we obtain the desired theorem.

Theorem 2.2. Suppose that (A1)-(A4) hold and $d$ is fixed arbitrarily such that $\left(\alpha^{*}(d), \beta^{*}(d)\right)$ satisfies (2.9) and (2.10), that is, $\mathbf{I}(d) \neq 0$. Then for any $\sigma \in\left(0, \sigma_{2}\right)$ there exists a solution $(u, v)(y ; \sigma ; d)$ of (2.1) corresponding to the singular limit solution ( $U_{0}, V_{0}$ ) such that

$$
\left\|u(y ; \sigma ; d)-U_{0}(y ; \sigma ; d)\right\|_{X_{p, \sigma}^{1}(\mathbf{R})}+\left\|v(y ; \sigma ; d)-V_{0}(y ; \sigma ; d)\right\|_{X_{\rho, 1}^{1}(\mathbf{R})} \rightarrow 0
$$

holds as $\sigma \downarrow 0$.
Corollary 2.1. Suppose that (A1)-(A4) hold and $d_{1}$ and $d_{2}$ are the same constants as in Lemma 2.5.
(i) When $v_{-}<v^{*}<v_{+}$, the following three cases occur:
(a) If $\beta_{0}(1)>v^{*}$, (2.1) has two solutions

$$
\begin{array}{lrl}
\left(\bar{U}_{*}, \bar{V}_{*}\right)(y ; \sigma ; d)(\mathbf{I}(d)=1), & \left(\underline{U}_{*}, \underline{V}_{*}\right)(y ; \sigma ; d)(\mathbf{I}(d)=-1) & \text { for } d \in\left(0, d_{1}\right), \\
\left(\bar{U}^{*}, \bar{V}^{*}\right)(y ; \sigma ; d)(\mathbf{I}(d)=-1), & \left(\underline{U}^{*}, \underline{V}^{*}\right)(y ; \sigma ; d)(\mathbf{I}(d)=1) & \text { for } d \in\left[d_{2}, \infty\right) ;
\end{array}
$$

(b) If $\beta_{0}(1)<v^{*}$, (2.1) has two solutions

$$
\begin{array}{lrl}
\left(\bar{U}_{*}, \bar{V}_{*}\right)(y ; \sigma ; d)(\mathbf{I}(d)=1), & \left(\underline{U}_{*}, \underline{V}_{*}\right)(y ; \sigma ; d)(\mathbf{I}(d)=-1) & \text { for } d \in\left(0, d_{1}\right] \\
\left(\bar{U}^{*}, \bar{V}^{*}\right)(y ; \sigma ; d)(\mathbf{I}(d)=-1), & \left(\underline{U}^{*}, \underline{V}^{*}\right)(y ; \sigma ; d)(\mathbf{I}(d)=1) & \text { for } d \in\left(d_{2}, \infty\right) ;
\end{array}
$$

(c) If $\beta_{0}(1)=v^{*}$, (2.1) has two solutions

$$
\begin{array}{lll}
\left(\bar{U}_{*}, \bar{V}_{*}\right)(y ; \sigma ; d)(\mathbf{I}(d)=1), & \left(\underline{U}_{*}, \underline{V}_{*}\right)(y ; \sigma ; d)(\mathbf{I}(d)=-1) & \text { for } d \in(0,1), \\
\left(\bar{U}^{*}, \bar{V}^{*}\right)(y ; \sigma ; d)(\mathbf{I}(d)=-1), & \left(\underline{U}^{*}, \underline{V}^{*}\right)(y ; \sigma ; d)(\mathbf{I}(d)=1) & \text { for } d \in(1, \infty) ;
\end{array}
$$

(ii) When $v^{*} \leqq v_{-}$, (2.1) has two solutions $\left(\bar{U}_{*}, \bar{V}_{*}\right)(y ; \sigma ; d)(\mathbf{I}(d)=1)$ and $\left(\underline{U}_{*}, \underline{V}_{*}\right)(y ; \sigma ; d)(\mathbf{I}(d)=-1)$ for $d \in\left(0, d_{1}\right)$.
(iii) When $v_{+} \leqq v^{*}$, (2.1) has two solutions $\left(\bar{U}^{*}, \bar{V}^{*}\right)(y ; \sigma ; d)(\mathbf{I}(d)=-1)$ and $\left(\underline{U}^{*}, \underline{V}^{*}\right)(y ; \sigma ; d)(\mathbf{I}(d)=1)$ for $d \in\left(d_{2}, \infty\right)$ (see Fig. 8).

Remark 2.1. If $f$ and $g$ are given by (1.6), the cases where $\gamma>\gamma_{2}, \gamma \in\left(\gamma_{1}, \gamma_{2}\right)$, and $\gamma \in\left(\gamma_{0}, \gamma_{1}\right)$ correspond to (iii) $\left(v_{+} \leqq v^{*}\right)$, (i)(b) $\left(v_{-}<v^{*}<v_{+}, \beta_{0}(1)<v^{*}\right)$, and (i)(a) $\left(v_{-}<v^{*}<V_{+}, \beta_{0}(1)>v^{*}\right)$, respectively.


Fig. 8. Global pictures of stationary solutions of (1.1) and these $\mathbf{I}(d)$ : (i) $v_{-}<v^{*}<v_{+}$: (a) $\beta_{0}(1)>v^{*}$, (b) $\beta_{0}(1)<v^{*}$, (c) $\beta_{0}(1)=v^{*}$; (ii) $v^{*} \leqq v_{-}$; (iii) $v_{+} \leqq v^{*}$.
3. Stability of stationary solutions. Our aim in this section is to show that under (A1)-(A4), $\mathbf{I}(d)$ corresponds in a one-to-one manner to the stability of stationary solutions of (1.7) constructed in § 2, that is, the stationary solution is stable (respectively, unstable) if and only if $\mathbf{I}(d)$ is +1 (respectively, -1 ). We remark that this result is closely related to the index argument on stability properties of nerve equations [Ev1], [Ev2], [AGJ], [GJ], [I].
3.1. Preliminaries for stability analysis. Let $(U, V)(x ; \sigma ; d)$ be a stationary solution of (1.7). We will determine its stability by the linearized stability criterion. The linearized eigenvalue problem of (1.7) at $(U, V)(x ; \sigma ; d)$ is given by

$$
\mathscr{L}^{\sigma, d}\left[\begin{array}{c}
\varphi  \tag{3.1}\\
\psi
\end{array}\right]=\lambda\left[\begin{array}{c}
\varphi \\
\psi
\end{array}\right], \quad x \in \mathbf{R} \backslash\{0\},
$$

where

$$
\mathscr{L}^{\sigma, d} \equiv\left[\begin{array}{cc}
\delta_{0}(x) \frac{d^{2}}{d x^{2}}+\frac{1}{\sigma} f_{u}^{\sigma, d} & \frac{1}{\sigma} f_{v}^{\sigma, d} \\
\sigma g_{u}^{\sigma, d} & \delta_{0}(x) \frac{d^{2}}{d x^{2}}+\sigma g_{v}^{\sigma, d}
\end{array}\right]
$$

Here $f_{u}^{\sigma, d}, f_{v}^{\sigma, d}, g_{u}^{\sigma, d}$, and $g_{v}^{\sigma, d}$ denote the partial derivatives of $f$ and $g$ evaluated at $(U, V)(x ; \sigma ; d)$. The underlying space for (3.1) is taken as $B C(\mathbf{R}) \times B C(\mathbf{R})$ with

$$
\mathscr{D}\left(\mathscr{L}^{\sigma, d}\right)=\mathscr{D} \times \mathscr{D} .
$$

Since $\mathscr{L}^{\sigma, d}$ is a sectorial operator, its spectral analysis assures the nonlinear stability or instability of the stationary solution (for instance, see [H]). Therefore it suffices to consider the following two problems:
(i) Distribution of the essential spectrum;
(ii) Distribution of isolated eigenvalues.

Noting that ( $u_{ \pm}, v_{ \pm}$) are both stable constant solutions, we first show the following proposition.

Proposition 3.1. Assume (A1)-(A4). Then there exists a positive constant $l_{1}$ independently of $d$ and $\sigma$ such that

$$
\operatorname{Re}\{\text { essential spectrum of }(3.1)\} \leqq-\sigma l_{1}
$$

holds for any $d>0$ and small $\sigma>0$.
The proof is given in the Appendix.
Since the essential spectrum of (3.1) is strictly bounded away from the imaginary axis, the stability property of the stationary solution is studied by the distribution of the isolated eigenvalues. The complex number $\lambda$ is called an eigenvalue of (3.1) if and only if (3.1) has a nontrivial solution $(\varphi, \psi)(x ; \sigma ; d ; \lambda)$ belonging to $B C(\mathbf{R}) \times B C(\mathbf{R})$. Therefore the eigenfunction $(\varphi, \psi)(x ; \sigma ; d ; \lambda)$ must belong to $\mathscr{D}\left(\mathscr{L}^{\sigma, d}\right)$. By the definition of $\mathscr{D}$, the eigenvalue problem (3.1) can be rewritten equivalently as

$$
\begin{align*}
& \delta_{0}(x) \varphi_{x x}^{ \pm}+\frac{1}{\sigma} f_{u}^{\sigma, d} \varphi^{ \pm}+\frac{1}{\sigma} f_{v}^{\sigma, d} \psi^{ \pm}=\lambda \varphi^{ \pm}, \quad x \in \mathbf{R}_{ \pm}  \tag{3.2}\\
& \delta_{0}(x) \psi_{x x}^{ \pm}+\sigma g_{u}^{\sigma, d} \varphi^{ \pm}+\sigma g_{v}^{\sigma, d} \psi^{ \pm}=\lambda \psi^{ \pm},
\end{align*}
$$

with compatibility conditions

$$
\begin{array}{ll}
\varphi^{+}(0 ; \sigma ; d ; \lambda)=\varphi^{-}(0 ; \sigma ; d ; \lambda), & \psi^{+}(0 ; \sigma ; d ; \lambda)=\psi^{-}(0 ; \sigma ; d ; \lambda), \\
\varphi_{x}^{+}(0 ; \sigma ; d ; \lambda)=\varphi_{x}^{-}(0 ; \sigma ; d ; \lambda), & \psi_{x}^{+}(0 ; \sigma ; d ; \lambda)=\psi_{x}^{-}(0 ; \sigma ; d ; \lambda), \tag{3.3}
\end{array}
$$

where $\quad \varphi^{+}(x ; \sigma ; d ; \lambda), \quad \psi^{+}(x ; \sigma ; d ; \lambda) \in B C^{2}([0, \infty)), \quad$ and $\quad \varphi^{-}(x ; \sigma ; d ; \lambda)$, $\psi^{-}(x ; \sigma ; d ; \lambda) \in B C^{2}((-\infty, 0])$. Then, the eigenfunctions $\varphi$ and $\psi$ of (3.1) are, respectively, represented as

$$
\varphi(x ; \sigma ; d ; \lambda)= \begin{cases}\varphi^{+}(x ; \sigma ; d ; \lambda), & x \geqq 0 \\ \varphi^{-}(x ; \sigma ; d ; \lambda), & x \leqq 0\end{cases}
$$

and

$$
\psi(x ; \sigma ; d ; \lambda)= \begin{cases}\psi^{+}(x ; \sigma ; d ; \lambda), & x \geqq 0, \\ \psi^{-}(x ; \sigma ; d ; \lambda), & x \leqq 0\end{cases}
$$

Let us rewrite the problems (3.2) $)_{ \pm}$, (3.3) as the four-dimensional systems

$$
\begin{aligned}
& \frac{d v_{1}^{ \pm}}{d x}=v_{2}^{ \pm}, \\
& \frac{d v_{2}^{ \pm}}{d x}=\left(\lambda-\frac{1}{\sigma} f_{u}^{\sigma, d}\right) v_{1}^{ \pm} / \delta_{0}(x)-\frac{1}{\sigma} f_{v}^{\sigma, d} v_{3}^{ \pm} / \delta_{0}(x), \quad \\
& \frac{d v_{3}^{ \pm}}{d x}=v_{4}^{ \pm}, \\
& \frac{d v_{4}^{ \pm}}{d x}=-\sigma g_{u}^{\sigma, d} v_{1}^{ \pm} / \delta_{0}(x)+\left(\lambda-\sigma \mathbf{R}_{ \pm}^{\sigma, d}\right) v_{3}^{ \pm} / \delta_{0}(x), \\
& v_{1}^{+}(0 ; \sigma ; d ; \lambda)=v_{1}^{-}(0 ; \sigma ; d ; \lambda), \quad v_{3}^{+}(0 ; \sigma ; d ; \lambda)=v_{3}^{-}(0 ; \sigma ; d ; \lambda), \\
& v_{2}^{+}(0 ; \sigma ; d ; \lambda)=v_{2}^{-}(0 ; \sigma ; d ; \lambda), \quad v_{4}^{+}(0 ; \sigma ; d ; \lambda)=v_{4}^{-}(0 ; \sigma ; d ; \lambda),
\end{aligned}
$$

where $v_{1}^{ \pm}=\varphi^{ \pm}, v_{2}^{ \pm}=\varphi_{x}^{ \pm}, v_{3}^{ \pm}=\psi^{ \pm}$, and $v_{4}^{ \pm}=\psi_{x}^{ \pm}$. Using $\mathbf{V}^{ \pm}=\left(v_{1}^{ \pm}, v_{2}^{ \pm}, v_{3}^{ \pm}, v_{4}^{ \pm}\right)^{t}$, we simply write (3.4) ${ }_{ \pm}$as

$$
\begin{equation*}
\frac{d}{d x} \mathbf{V}^{ \pm}=A(x ; \sigma ; d ; \lambda) \mathbf{V}^{ \pm}, \quad x \in \mathbf{R}_{ \pm} \tag{3.6}
\end{equation*}
$$

Since the stationary solution $(U, V)(x ; \sigma ; d)$ approaches the equilibrium states $\left(u_{ \pm}, v_{ \pm}\right)$ with exponential order as $x \rightarrow \pm \infty$, the asymptotic behaviour of eigenfunctions for large $|x|$ can be studied by using the limiting systems of $(3.6)_{ \pm}$with constant coefficients

$$
\begin{equation*}
\frac{d}{d x} \mathbf{V}^{ \pm}=A( \pm \infty ; \sigma ; d ; \lambda) \mathbf{V}^{ \pm}, \quad x \in \mathbf{R}_{ \pm} \tag{3.7}
\end{equation*}
$$

where
$A( \pm \infty ; \sigma ; d ; \lambda)=\left[\begin{array}{cccc}0 & 1 & 0 & 0 \\ \left(\lambda-(1 / \sigma) f_{u}\left(u_{ \pm}, v_{ \pm}\right)\right) / \delta_{0}( \pm \infty) & 0 & -(1 / \sigma) f_{v}\left(u_{ \pm}, v_{ \pm}\right) / \delta_{0}( \pm \infty) & 0 \\ 0 & 0 & 0 & 1 \\ -\sigma g_{u}\left(u_{ \pm}, v_{ \pm}\right) / \delta_{0}( \pm \infty) & 0 & \left(\lambda-\sigma g_{v}\left(u_{ \pm}, v_{ \pm}\right)\right) / \delta_{0}( \pm \infty) & 0\end{array}\right]$
with $\delta_{0}(+\infty)=1$ and $\delta_{0}(-\infty)=1 / d$. Let $\mu_{i}^{ \pm}(\sigma ; d ; \lambda)(i=1,2,3,4)$ satisfying $\operatorname{Re}\left\{\mu_{1}^{ \pm}\right\} \leqq$ $\operatorname{Re}\left\{\mu_{2}^{ \pm}\right\} \leqq \operatorname{Re}\left\{\mu_{3}^{ \pm}\right\} \leqq \operatorname{Re}\left\{\mu_{4}^{ \pm}\right\}$denote the eigenvalues of $A( \pm \infty ; \sigma ; d ; \lambda)$.

Lemma 3.1. There exists a positive constant $l_{2}$ independently of $\sigma$ and $d$ such that

$$
\begin{aligned}
\operatorname{Re}\left\{\mu_{1}^{ \pm}(\sigma ; d ; \lambda)\right\} & \leqq \operatorname{Re}\left\{\mu_{2}^{ \pm}(\sigma ; d ; \lambda)\right\}<0 \\
& <\operatorname{Re}\left\{\mu_{3}^{ \pm}(\sigma ; d ; \lambda)\right\} \leqq \operatorname{Re}\left\{\mu_{4}^{ \pm}(\sigma ; d ; \lambda)\right\}
\end{aligned}
$$

hold for all $\lambda \in \mathbf{C}_{l_{2}} \equiv\left\{\lambda \in \mathbf{C} \mid \operatorname{Re}\{\lambda\} \geqq-l_{2}\right\}$.
This lemma can be proved in a way similarly to Lemma 4.1 in [I], so we omit the proof.

By virtue of Lemma 3.1 and (3.7) ${ }_{ \pm}$, (3.6) + has just two linearly independent solutions $\mathbf{V}_{i}^{+}(x ; \sigma ; d ; \lambda)(i=1,2)$ for any $\lambda \in \mathbf{C}_{l_{2}}$, which satisfy

$$
\mathbf{V}_{i}^{+}(x ; \sigma ; d ; \lambda) \rightarrow \mathbf{0} \quad \text { as } x \rightarrow \infty \quad(i=1,2)
$$

and (3.6)_ has just two linearly independent solutions $\mathbf{V}_{i}^{-}(x ; \sigma ; d ; \lambda)(i=1,2)$ for any $\lambda \in \mathbf{C}_{l_{2}}$, which satisfy

$$
\mathbf{V}_{i}^{-}(x ; \sigma ; d ; \lambda) \rightarrow \mathbf{0} \quad \text { as } x \rightarrow-\infty \quad(i=1,2)
$$

By a short calculation, we can find that $\mu_{i}^{ \pm}(\sigma ; d ; \lambda)(i=1,2,3,4)$ and $\mathbf{V}_{i}^{ \pm}(x ; \sigma ; d ; \lambda)$ ( $i=1,2$ ) depend analytically on $\lambda \in \mathbf{C}_{l_{2}}$.

A nontrivial solution of $(3.4)_{ \pm}$

$$
\mathbf{V}(x ; \sigma ; d ; \lambda) \equiv \begin{cases}\mathbf{V}^{+}(x ; \sigma ; d ; \lambda), & x \geqq 0, \\ \mathbf{V}^{-}(x ; \sigma ; d ; \lambda), & x \leqq 0,\end{cases}
$$

which corresponds to an eigenvalue $\lambda \in \mathbf{C}_{l_{2}}$, must satisfy

$$
\mathbf{V}^{ \pm}(x ; \sigma ; d ; \lambda) \rightarrow \mathbf{0} \quad \text { as } x \rightarrow \pm \infty .
$$

Hence $\mathbf{V}^{ \pm}(x ; \sigma ; d ; \lambda)$ can be written as

$$
\mathbf{V}^{ \pm}(x ; \sigma ; d ; \lambda)=\sum_{i=1}^{2} \alpha_{i}^{ \pm} \mathbf{V}_{i}^{ \pm}(x ; \sigma ; d ; \lambda), \quad x \in \mathbf{R}_{ \pm}
$$

for some constants $\alpha_{i}^{ \pm}(i=1,2)$. Conditions (3.5) lead to

$$
\sum_{i=1}^{2} \alpha_{i}^{+} \mathbf{V}_{i}^{+}(0 ; \sigma ; d ; \lambda)=\sum_{i=1}^{2} \alpha_{i}^{-} \mathbf{V}_{i}^{-}(0 ; \sigma ; d ; \lambda)
$$

That is, $\lambda=\lambda_{0}$ is an eigenvalue of (3.1) if and only if the vectors $\mathbf{V}_{i}^{ \pm}(0 ; \sigma ; d ; \lambda)(i=1,2)$ are not linearly independent when $\lambda=\lambda_{0}$. Let

$$
\begin{equation*}
g(\sigma ; d ; \lambda) \equiv \operatorname{det}\left[\mathbf{V}_{1}^{+}(0 ; \sigma ; d ; \lambda), \mathbf{V}_{2}^{+}(0 ; \sigma ; d ; \lambda), \mathbf{V}_{1}^{-}(0 ; \sigma ; d ; \lambda), \mathbf{V}_{2}^{-}(0 ; \sigma ; d ; \lambda)\right] \tag{3.8}
\end{equation*}
$$

We find that $g(\sigma ; d ; \lambda)$ is an analytic function of $\lambda \in \mathbf{C}_{l_{2}}$ and we have the following lemma.

Lemma 3.2. For any $\lambda \in \mathbf{C}_{l_{2}}, \lambda$ is an eigenvalue of (3.1) if and only if $g(\sigma ; d ; \lambda)=0$ holds.
3.2. Relation between $I(d)$ and stability of stationary solutions. In order to examine the distribution of eigenvalues, that is, to find solutions $\lambda$ of $g(\sigma ; d ; \lambda)=0$, we construct linearly independent solutions $\mathbf{V}_{i}^{ \pm}(x ; \sigma ; d ; \lambda)(i=1,2)$ satisfying

$$
\begin{gather*}
\frac{d}{d x} \mathbf{V}_{i}^{ \pm}=A(x ; \sigma ; d ; \lambda) \mathbf{V}_{i}^{ \pm}, \quad x \in \mathbf{R}_{ \pm}  \tag{3.9}\\
\mathbf{V}_{i}^{ \pm}(x ; \sigma ; d ; \lambda) \rightarrow \mathbf{0} \quad \text { as } x \rightarrow \pm \infty \tag{3.10}
\end{gather*}
$$

First, we solve the following problems for $\left(\varphi^{ \pm}, \psi^{ \pm}\right)$in $\mathbf{R}_{ \pm}$:

$$
\begin{align*}
& \delta_{0}(x) \varphi_{x x}^{ \pm}+\frac{1}{\sigma} f_{u}^{\sigma, d} \varphi^{ \pm}+\frac{1}{\sigma} f_{v}^{\sigma, d} \psi^{ \pm}=\lambda \varphi^{ \pm}, \quad x \in \mathbf{R}_{ \pm} \\
& \delta_{0}(x) \psi_{x x}^{ \pm}+\sigma g_{u}^{\sigma, d} \varphi^{ \pm}+\sigma g_{v}^{\sigma, d} \psi^{ \pm}=\lambda \psi^{ \pm}  \tag{3.11}\\
& \varphi^{ \pm}( \pm \infty)=0, \quad \varphi^{ \pm}(0)=a \\
& \psi^{ \pm}( \pm \infty)=0, \quad \psi^{ \pm}(0)=b
\end{align*}
$$

where $a$ and $b$ are arbitrarily fixed constants, and denote their solutions by ( $\varphi^{ \pm}, \psi^{ \pm}$)$(x ; \sigma ; d ; \lambda ; a, b)$. Letting

$$
\begin{align*}
& \mathbf{V}_{1}^{ \pm}(x ; \sigma ; d ; \lambda)=\left[\begin{array}{l}
\varphi^{ \pm}(x ; \sigma ; d ; \lambda ; 1,0) \\
\varphi_{x}^{ \pm}(x ; \sigma ; d ; \lambda ; 1,0) \\
\psi^{ \pm}(x ; \sigma ; d ; \lambda ; 1,0) \\
\psi_{x}^{ \pm}(x ; \sigma ; d ; \lambda ; 1,0)
\end{array}\right] \\
& \left(x \in \mathbf{R}_{ \pm}\right),  \tag{3.12}\\
& \mathbf{V}_{2}^{ \pm}(x ; \sigma ; d ; \lambda)=\left[\begin{array}{l}
\varphi^{ \pm}(x ; \sigma ; d ; \lambda ; 0,1) \\
\varphi_{x}^{ \pm}(x ; \sigma ; d ; \lambda ; 0,1) \\
\psi^{ \pm}(x ; \sigma ; d ; \lambda ; 0,1) \\
\psi_{x}^{ \pm}(x ; \sigma ; d ; \lambda ; 0,1)
\end{array}\right]
\end{align*}
$$

we find that $\mathbf{V}_{i}^{+}(x ; \sigma ; d ; \lambda)(i=1,2)$ are linearly independent solutions of $(3.9)_{+}$, $(3.10)_{+}$, and that $\mathbf{V}_{i}^{-}(x ; \sigma ; d ; \lambda)(i=1,2)$ are linearly independent solutions of (3.9) $)_{-}$, (3.10)_. Making use of $\mathbf{V}_{i}^{ \pm}(x ; \sigma ; d ; \lambda)(i=1,2)$, we are able to seek $\lambda$ satisfying $g(\sigma ; d ; \lambda)=0$ and arrive at the following stability theorem.

Theorem 3.1. Assume (A1)-(A4) and let $\left(U_{0}, V_{0}\right)(x ; \sigma ; d)$ and $(U, V)(x ; \sigma ; d)$ be an arbitrary singular limit solution and the corresponding stationary solution constructed in $\S 2$ and define $\mathbf{I}(d)$ by (2.14). Then there exists a positive constant $l_{3}$ such that for any $\lambda \in \mathbf{C}_{\sigma l_{3}}$ the following hold: If $\mathbf{I}(d)=1$, the equation $g(\sigma ; d ; \lambda)=0$ has no roots, that is, $(U, V)(x ; \sigma ; d)$ is stable. Conversely, if $\mathbf{I}(d)=-1, g(\sigma ; d ; \lambda)=0$ has a unique simple positive root $\lambda(\sigma ; d)$, that is, $(U, V)(x ; \sigma ; d)$ is unstable (see Fig. 8).

The proof will be given in the next section.
4. Proof of Theorem 3.1. In this section, we shall represent the explicit form of the function $g(\sigma ; d ; \lambda)$ and then find solutions $\lambda$ of $g(\sigma ; d ; \lambda)=0$.

First, setting $y=\sqrt{\sigma} x,(3.11)_{ \pm}$can be rewritten as

$$
\begin{align*}
& \sigma^{2} \delta_{0}(y) \Phi_{y y}^{ \pm}+\hat{f}_{u}^{\sigma, d} \Phi^{ \pm}+\hat{f}_{v}^{\sigma, d} \Psi^{ \pm}=\sigma^{2} \mu \Phi^{ \pm}, \\
& \delta_{0}(y) \Psi_{y y}^{ \pm}+\hat{g}_{u}^{\sigma, d} \Phi^{ \pm}+\hat{g}_{v}^{\sigma, d} \Psi^{ \pm}=\mu \Psi^{ \pm}, \\
& \Phi^{ \pm}( \pm \infty)=0, \quad \Phi^{ \pm}(0)=1, \\
& \Psi^{ \pm}( \pm \infty)=0, \quad \Psi^{ \pm}(0)=b,
\end{align*}
$$

where $\mu=\lambda / \sigma, \hat{f}_{u}^{\sigma, d}=f_{u}(U(y / \sqrt{\sigma} ; \sigma ; d), V(y / \sqrt{\sigma} ; \sigma ; d))$, and $\hat{f}_{v}^{\sigma, d}, \hat{g}_{u}^{\sigma, d}$, and $\hat{\mathrm{g}}_{v}^{\sigma, d}$ are similarly defined. Here we may set $a=1$. For solutions ( $\left.\Phi^{ \pm}, \Psi^{ \pm}\right)(y ; \sigma ; d ; \mu ; b)$ and $\left(\varphi^{ \pm}, \psi^{ \pm}\right)(x ; \sigma ; d ; \lambda ; a, b)$ of $(4.1)_{ \pm}$and (3.11) $)_{ \pm}$, respectively, we have the following obvious relations:

$$
\begin{align*}
\left(\varphi^{ \pm}, \psi^{ \pm}\right)(x ; \sigma ; d ; \lambda ; 1,0)= & \left(\Phi^{ \pm}, \Psi^{ \pm}\right)(\sqrt{\sigma} x ; \sigma ; d ; \lambda / \sigma ; 0), \\
\left(\varphi^{ \pm}, \psi^{ \pm}\right)(x ; \sigma ; d ; \lambda ; 0,1)= & \left(\Phi^{ \pm}, \Psi^{ \pm}\right)(\sqrt{\sigma} x ; \sigma ; d ; \lambda / \sigma ; 1)  \tag{4.2}\\
& -\left(\Phi^{ \pm}, \Psi^{ \pm}\right)(\sqrt{\sigma} x ; \sigma ; d ; \lambda / \sigma ; 0) .
\end{align*}
$$

By using singular perturbation techniques, we solve (4.1) for any $\mu \in \mathbf{C}_{l_{3}}$, where $l_{3}$ is a positive constant specified later. To do so, the discussion will be divided into four cases according to the dependency of $\mu$ on $\sigma$ :
I. $\mu=\mu(\sigma)=O(1)$ (that is, $\lambda(\sigma)=O(\sigma))$ as $\sigma \downarrow 0$.

For the other three cases, we have $|\mu(\sigma)| \uparrow \infty$ as $\sigma \downarrow 0$, and we know by Lemma 1.1.1 of [Ec] that there exists a real positive and continuous function $\omega(\sigma)$ satisfying $\omega(\sigma) \uparrow \infty$ as $\sigma \downarrow 0$ such that $\mu(\sigma)$ is represented as

$$
\begin{equation*}
\mu(\sigma)=\omega(\sigma) \hat{\mu}(\sigma) \tag{4.3}
\end{equation*}
$$

where $\hat{\mu}(\sigma)$ satisfies $|\hat{\mu}(0)| \neq 0$ (that is, under the assumption $\mu \in \mathbf{C}_{l_{3}}$, it holds that either $\operatorname{Re}\{\hat{\mu}(0)\}>0$ or if $\operatorname{Re}\{\hat{\mu}(0)\}=0, \operatorname{Im}\{\hat{\mu}(0)\} \neq 0)$. Then, with $z=\sqrt{\omega(\sigma)} y,(4.1)_{ \pm}$are rewritten as

$$
\begin{align*}
& \sigma^{2} \omega(\sigma) \delta_{0}(z) \Phi_{z z}^{ \pm}+\tilde{f}_{u}^{\sigma, d} \Phi^{ \pm}+\tilde{f}_{v}^{\sigma, d} \Psi^{ \pm}=\sigma^{2} \omega(\sigma) \hat{\mu}(\sigma) \Phi^{ \pm} \\
& \delta_{0}(z) \Psi_{z z}^{ \pm}+\frac{\tilde{g}_{u}^{\sigma, d}}{\omega(\sigma)} \Phi^{ \pm}+\frac{\tilde{g}_{v}^{\sigma, d}}{\omega(\sigma)} \Psi^{ \pm}=\hat{\mu}(\sigma) \Psi^{ \pm},  \tag{4.4}\\
& \Phi^{ \pm}( \pm \infty)=0, \quad \Phi^{ \pm}(0)=1 \\
& \Psi^{ \pm}( \pm \infty)=0, \quad \Psi^{ \pm} \\
&
\end{align*}
$$

where $\tilde{f}_{u}^{\sigma, d}=f_{u}(U(z / \sqrt{\sigma \omega(\sigma)} ; \sigma ; d), V(z / \sqrt{\sigma \omega(\sigma)} ; \sigma ; d))$ and $\tilde{f}_{v}^{\sigma, d}, \tilde{g}_{u}^{\sigma, d}$, and $\tilde{g}_{v}^{\sigma, d}$ are similarly defined. We discuss $(4.4)_{ \pm}$by dividing the coefficient of $\Phi_{z z}^{ \pm}$, say $\sigma^{2} \omega(\sigma)$, into the following three cases:
II. $\sigma^{2} \omega(\sigma) \downarrow 0$ and $\omega(\sigma) \uparrow \infty$ (that is, $\sigma \lambda(\sigma) \downarrow 0$ and $\lambda(\sigma) / \sigma \uparrow \infty$ ) as $\sigma \downarrow 0$;
III. $\sigma^{2} \omega(\sigma) \rightarrow \kappa$ for some positive constant $\kappa$ (that is, $\sigma \lambda(\sigma)$ is bounded but does not converge to zero) as $\sigma \downarrow 0$;
IV. $\sigma^{2} \omega(\sigma) \uparrow \infty$ (that is, $\sigma \lambda(\sigma) \uparrow \infty$ ) as $\sigma \downarrow 0$.

Case I. $\mu(\sigma)=O(1)$ as $\sigma \downarrow 0$. In order to construct approximate solutions to $(4.1)_{ \pm}$, we formally put $\sigma=0$ in (4.1) $)_{ \pm}$. The resulting equations are

$$
\begin{array}{ll}
\hat{f}_{u}^{0, \pm} \Phi_{0}^{ \pm}+\hat{f}_{v}^{0, \pm} \Psi_{0}^{ \pm}=0, & y \in \mathbf{R}_{ \pm}, \\
\delta_{0}(y)\left(\Psi_{0}^{ \pm}\right)_{y y}+\hat{g}_{u}^{0, \pm} \Phi_{0}^{ \pm}+\hat{g}_{v}^{0, \pm} \Psi_{0}^{ \pm}=\mu(0) \Psi_{0}^{ \pm},  \tag{4.5}\\
\Psi_{0}^{ \pm}( \pm \infty)=0, \quad \Psi_{0}^{ \pm}(0)=b,
\end{array}
$$

where $\hat{f}_{u}^{0, \pm}=f_{u}\left(U_{0}^{ \pm}\left(y ; \beta^{*}(d)\right), V_{0}^{ \pm}\left(y ; \beta^{*}(d)\right)\right)$ with the outer solutions $\left(U_{0}^{ \pm}, V_{0}^{ \pm}\right)$$\left(y ; \beta^{*}(d)\right)$ obtained in § 2.1. $\hat{f}_{v}^{0, \pm}, \hat{\mathrm{g}}_{u}^{0, \pm}$, and $\hat{g}_{v}^{0, \pm}$ are similarly defined. By (A3), the first equations in (4.5) ${ }_{ \pm}$are written as

$$
\Phi_{0}^{ \pm}=-\hat{f}_{v}^{0, \pm} \Psi_{0}^{ \pm} / \hat{f}_{u}^{0, \pm} .
$$

Then $(4.5)_{ \pm}$are reduced to the following equations:

$$
\begin{align*}
& \delta_{0}(y)\left(\Psi_{0}^{ \pm}\right)_{y y}+\left\{H^{ \pm}(y ; d)-\mu(0)\right\} \Psi_{0}^{ \pm}=0, \quad y \in \mathbf{R}_{ \pm}  \tag{4.6}\\
& \Psi_{0}^{ \pm}( \pm \infty)=0, \quad \Psi_{0}^{ \pm}(0)=b
\end{align*}
$$

where $H^{ \pm}(y ; d)=\left(\hat{f}_{u}^{0, \pm} \hat{g}_{v}^{0, \pm}-\hat{f}_{v}^{0, \pm} \hat{\mathbf{g}}_{u}^{0, \pm}\right) / \hat{f}_{u}^{0, \pm}$. The following lemma is very useful for our purposes.

Lemma 4.1. Consider the problems for $\Pi^{ \pm}$:

$$
\begin{align*}
& \delta_{0}(y) \Pi_{y y}^{ \pm}+\left\{H^{ \pm}(y ; d)-\mu\right\} \Pi^{ \pm}=0, \quad y \in \mathbf{R}_{ \pm},  \tag{4.7}\\
& \Pi^{ \pm}( \pm \infty)=0, \quad \Pi^{ \pm}(0)=1 .
\end{align*}
$$

Then there exists a positive constant $l_{3}$ such that for any $\mu \in \mathbf{C}_{l_{3}}=\left\{\mu \in \mathbf{C} \mid \operatorname{Re}\{\mu\} \geqq-l_{3}\right\}$, the $(4.7)_{ \pm}$have unique solutions $\Pi^{ \pm}(y ; d ; \mu)$.

The proof is given in the Appendix.
We thus find that, for any $\mu(0) \in \mathbf{C}_{l_{3}}$, the (4.5) ${ }_{ \pm}$have unique solutions

$$
\Psi_{0}^{ \pm}(y ; d ; \mu(0) ; b)=b \Pi^{ \pm}(y ; d ; \mu(0))
$$

and

$$
\Phi_{0}^{ \pm}(y ; d ; \mu(0) ; b)=-\hat{f}_{v}^{0, \pm} \Psi_{0}^{ \pm}(y ; d ; \mu(0) ; b) / \hat{f}_{u}^{0, \pm}
$$

By using these functions ( $\Phi_{0}^{ \pm}, \Psi_{0}^{ \pm}$), we now construct solutions ( $\Phi^{ \pm}, \Psi^{ \pm}$) of (4.1) ${ }_{ \pm}$. However, $\Phi_{0}^{ \pm}(y ; d ; \mu(0) ; b)$ do not satisfy the boundary conditions at $y=0$, so that we must modify these by adding other approximate solutions in a neighborhood of $y=0$. That is, we introduce correction terms $\Gamma_{0}^{ \pm}(y / \sigma)$ such that $\left(\Phi_{0}^{ \pm}+\Gamma_{0}^{ \pm}, \Psi_{0}^{ \pm}\right)$become approximate solutions to (4.1) $\pm$ uniformly on $\mathbf{R}_{ \pm}$. Substituting ( $\Phi_{0}^{ \pm}+\Gamma_{0}^{ \pm}, \Psi_{0}^{ \pm}$) into $(4.1)_{ \pm}$and setting $\sigma=0$, we have the following problems:

$$
\begin{align*}
& \delta_{0}(\xi)\left(\Gamma_{0}^{ \pm}\right)_{\xi \xi}+f_{u}\left(h_{ \pm}\left(\beta^{*}(d)\right)+W_{0}^{ \pm}, \beta^{*}(d)\right) \Gamma_{0}^{ \pm}=b P^{ \pm}(\xi ; d), \quad \xi \in \mathbf{R}, \\
& \Gamma_{0}^{ \pm}( \pm \infty)=0, \quad \Gamma_{0}^{ \pm}(0)=1-b h_{ \pm}^{\prime}\left(\beta^{*}(d)\right), \tag{4.8}
\end{align*}
$$

where $\xi=y / \sigma, W_{0}^{ \pm}$are the inner solutions obtained in § 2.2. With the representation

$$
\begin{gathered}
\boldsymbol{P}^{ \pm}(\xi ; d)=h_{ \pm}^{\prime}\left(\beta^{*}(d)\right)\left\{f_{u}\left(h_{ \pm}\left(\beta^{*}(d)\right), \beta^{*}(d)\right)-f_{u}\left(h_{ \pm}\left(\beta^{*}(d)\right)+W_{0}^{ \pm}, \beta^{*}(d)\right)\right\} \\
+\left\{f_{v}\left(h_{ \pm}\left(\beta^{*}(d)\right), \beta^{*}(d)\right)-f_{v}\left(h_{ \pm}\left(\beta^{*}(d)\right)+W_{0}^{ \pm}, \beta^{*}(d)\right)\right\}
\end{gathered}
$$

solutions of (4.8) ${ }_{ \pm}$are represented as

$$
\begin{aligned}
\Gamma_{0}^{ \pm}(\xi ; d ; b)=\{1 & \left.-b h_{ \pm}^{\prime}\left(\beta^{*}(d)\right)\right\} \frac{\left(W_{0}^{ \pm}\right)_{\xi}(\xi)}{\left(W_{0}^{ \pm}\right)_{\xi}(0)} \\
& \quad-b\left(W_{0}^{ \pm}\right)_{\xi}(\xi) \int_{0}^{\xi}\left(\left(W_{0}^{ \pm}\right)_{\eta}(\eta)\right)^{-2} \int_{\eta}^{ \pm \infty}\left(W_{0}^{ \pm}\right)_{\zeta}(\zeta) P^{ \pm}(\zeta ; d) d \zeta d \eta
\end{aligned}
$$

Using the functions ( $\hat{\Phi}_{0}^{ \pm}, \hat{\Psi}_{0}^{ \pm}$) defined by

$$
\begin{aligned}
& \hat{\Phi}_{0}^{ \pm}(y ; \sigma ; d ; \mu(0) ; b)=\Phi_{0}^{ \pm}(y ; d ; \mu(0) ; b)+\Gamma_{0}^{ \pm}\left(\frac{y}{\sigma} ; d ; b\right), \\
& \hat{\Psi}_{0}^{ \pm}(y ; \sigma ; d ; \mu(0) ; b)=\Psi_{0}^{ \pm}(y ; d ; \mu(0) ; b)
\end{aligned}
$$

we can obtain solutions $\left(\Phi^{ \pm}, \Psi^{ \pm}\right)(y ; \sigma ; d ; \mu(\sigma) ; b)$ of (4.1) $)_{ \pm}$for any $\mu(\sigma)$ satisfying $\mu(0) \in \mathbf{C}_{l_{3}}$, which satisfy

$$
\left\|\Phi^{ \pm}-\hat{\Phi}_{0}^{ \pm}\right\|_{\dot{X}_{\rho, \sigma}^{2}\left(\mathbf{R}_{ \pm}\right)}+\left\|\Psi^{ \pm}-\hat{\Psi}_{0}^{ \pm}\right\|_{\dot{x}_{\rho, 1}^{2}\left(\mathbf{R}_{ \pm}\right)} \rightarrow 0 \quad \text { as } \sigma \downarrow 0
$$

The proof can be done by using standard singular perturbation techniques (see § 2 or [IM1]). By (3.12) and (4.2) ${ }_{ \pm}$, (3.8) is represented as

$$
\begin{aligned}
g(\sigma ; d ; \lambda(\sigma))= & g(\sigma ; d ; \sigma \mu(\sigma)) \\
=- & \left\{\left(\Gamma_{0}^{+}\right)_{\xi}(0 ; d ; 0)-\left(\Gamma_{0}^{-}\right)_{\xi}(0 ; d ; 0)\right\} \\
& \times\left\{\left(\Psi_{0}^{+}\right)_{y}(0 ; d ; \mu(0) ; 1)-\left(\Psi_{0}^{-}\right)_{y}(0 ; d ; \mu(0) ; 1)\right\}+o(1)
\end{aligned}
$$

as $\sigma \downarrow 0$. From the condition (2.10), it follows that

$$
\begin{align*}
\left(\Gamma_{0}^{+}\right)_{\xi}(0 ; d ; 0)-\left(\Gamma_{0}^{-}\right)_{\xi}(0 ; d ; 0) & =\left\{\left(W_{0}^{+}\right)_{\xi \xi}(0)-\left(W_{0}^{-}\right)_{\xi \xi}(0)\right\} /\left(W_{0}^{-}\right)_{\xi}(0) \\
& =(d-1) f\left(\alpha^{*}(d), \beta^{*}(d)\right) /\left(W_{0}^{-}\right)_{\xi}(0)  \tag{4.9}\\
& \neq 0 .
\end{align*}
$$

Here, with

$$
\mu=\mu^{R}+i \mu^{I} \quad \text { and } \quad \Psi_{0}^{ \pm}=P^{ \pm}+i Q^{ \pm}
$$

we define $G(d ; \mu)$ by

$$
G(d ; \mu)=\left(\Psi_{0}^{+}\right)_{y}(0 ; d ; \mu ; 1)-\left(\Psi_{0}^{-}\right)_{y}(0 ; d ; \mu ; 1)
$$

and show $G(d ; \mu) \neq 0$ for any $\mu \in \mathbf{C}_{l_{3}}$. We rewrite (4.6) $\pm$ with $b=1$ as the following problems for $\left(P^{ \pm}, Q^{ \pm}\right)(y ; d ; \mu ; 1)$ :

$$
\begin{align*}
& \delta_{0}(y) P_{y y}^{ \pm}+\left\{H^{ \pm}(y ; d)-\mu^{R}\right\} P^{ \pm}+\mu^{I} Q^{ \pm}=0, \quad y \in \mathbf{R}_{ \pm},  \tag{4.10}\\
& P^{ \pm}( \pm \infty)=0, \quad P^{ \pm}(0)=1
\end{align*}
$$

and

$$
\begin{align*}
& \delta_{0}(y) Q_{y y}^{ \pm}+\left\{H^{ \pm}(y ; d)-\mu^{\mathrm{R}}\right\} Q^{ \pm}-\mu^{I} P^{ \pm}=0, \quad y \in \mathbf{R}_{ \pm}, \\
& Q^{ \pm}( \pm \infty)=0, \quad Q^{ \pm}(0)=0 . \tag{4.11}
\end{align*}
$$

Multiplying (4.10) $)_{ \pm}$by $Q^{ \pm}$and integrating these over the intervals $\mathbf{R}_{ \pm}$, we have

$$
\begin{align*}
& -\int_{0}^{ \pm \infty} \delta_{0}(y)\left(P^{ \pm}\right)_{y}\left(Q^{ \pm}\right)_{y} d y+\int_{0}^{ \pm \infty}\left\{H^{ \pm}(y ; d)-\mu^{R}\right\} P^{ \pm} Q^{ \pm} d y \\
& \quad+\mu^{I} \int_{0}^{ \pm \infty}\left(Q^{ \pm}\right)^{2} d y=0 . \tag{4.12}
\end{align*}
$$

Similarly, multiplying (4.11) $)_{ \pm}$by $P^{ \pm}$and integrating these over the intervals $\mathbf{R}_{ \pm}$, we obtain

$$
\begin{align*}
& -\delta_{0}( \pm 0)\left(Q^{ \pm}\right)_{y}(0 ; d ; \mu ; 1)-\int_{0}^{ \pm \infty} \delta_{0}(y)\left(P^{ \pm}\right)_{y}\left(Q^{ \pm}\right)_{y} d y \\
& \quad+\int_{0}^{ \pm \infty}\left\{H^{ \pm}(y ; d)-\mu^{R}\right\} P^{ \pm} Q^{ \pm} d y-\mu^{I} \int_{0}^{ \pm \infty}\left(P^{ \pm}\right)^{2} d y=0 . \tag{4.13}
\end{align*}
$$

Combining (4.12) ${ }_{ \pm}$with (4.13) $)_{ \pm}$, we know that

$$
\mu^{I} \int_{0}^{ \pm \infty}\left\{\left(P^{ \pm}\right)^{2}+\left(Q^{ \pm}\right)^{2}\right\} d y=-\delta_{0}( \pm 0)\left(Q^{ \pm}\right)_{y}(0 ; d ; \mu ; 1)
$$

We thus find

$$
\begin{aligned}
\operatorname{Im}\{G(d ; \mu)\}= & \left(Q^{+}\right)_{y}(0 ; d ; \mu ; 1)-\left(Q^{-}\right)_{y}(0 ; d ; \mu ; 1) \\
=-\mu^{I}[ & \frac{1}{\delta_{0}(-0)} \int_{-\infty}^{0}\left\{\left(P^{-}\right)^{2}+\left(Q^{-}\right)^{2}\right\} d y \\
& \left.+\frac{1}{\delta_{0}(+0)} \int_{0}^{+\infty}\left\{\left(P^{+}\right)^{2}+\left(Q^{+}\right)^{2}\right\} d y\right]
\end{aligned}
$$

which implies that $G(d ; \mu) \neq 0$ if $\mu^{I} \neq 0$.
Next we consider the case $\mu^{I}=0$; that is, $\mu$ is a real number. Letting $R^{ \pm}(y ; d ; \mu)=$ $(\partial / \partial \mu) \Psi_{0}^{ \pm}(y ; d ; \mu ; 1)$, we obtain the following equations:

$$
\begin{align*}
& \delta_{0}(y) R_{y y}^{+}+\left\{H^{ \pm}(y ; d)-\mu\right\} R^{ \pm}=\Psi_{0}^{ \pm}, \quad y \in \mathbf{R}_{ \pm},  \tag{4.14}\\
& R^{ \pm}( \pm \infty)=0, \quad R^{ \pm}(0)=0 .
\end{align*}
$$

Multiplying (4.14) $)_{ \pm}$by $\Psi_{0}^{ \pm}$and integrating these over $\mathbf{R}_{ \pm}$, we have

$$
-\delta_{0}( \pm 0)\left(R^{ \pm}\right)_{y}(0 ; d ; \mu)=\int_{0}^{ \pm \infty}\left(\Psi_{0}^{ \pm}\right)^{2} d y .
$$

Thus, we know that

$$
\begin{aligned}
\frac{d}{d \mu} G(d ; \mu) & =\frac{\partial}{\partial \mu}\left(\Psi_{0}^{+}\right)_{y}(0 ; d ; \mu ; 1)-\frac{\partial}{\partial \mu}\left(\Psi_{0}^{-}\right)_{y}(0 ; d ; \mu ; 1) \\
& =-\left[\frac{1}{\delta_{0}(-0)} \int_{-\infty}^{0}\left(\Psi_{0}^{-}\right)^{2} d y+\frac{1}{\delta_{0}(+0)} \int_{0}^{+\infty}\left(\Psi_{0}^{+}\right)^{2} d y\right] \\
& <0
\end{aligned}
$$

holds for any $\mu>-l_{3}$. On the other hand, we obtain

$$
\begin{aligned}
G(d ; 0)= & \left(\Psi_{0}^{+}\right)_{y}(0 ; d ; 0 ; 1)-\left(\Psi_{0}^{-}\right)_{y}(0 ; d ; 0 ; 1) \\
= & \left\{\left(V_{0}^{+}\right)_{y y}\left(0 ; \beta^{*}(d)\right)-\left(V_{0}^{-}\right)_{y y}\left(0 ; \beta^{*}(d)\right)\right\} /\left(V_{0}^{-}\right)_{y}\left(0 ; \beta^{*}(d)\right) \\
= & \left\{-g\left(h_{+}\left(\beta^{*}(d)\right), \beta^{*}(d)\right) / \delta_{0}(+0)\right. \\
& \left.+g\left(h_{-}\left(\beta^{*}(d)\right), \beta^{*}(d)\right) / \delta_{0}(-0)\right\} /\left(V_{0}^{-}\right)_{y}\left(0 ; \beta^{*}(d)\right)
\end{aligned}
$$

$$
<0
$$

(see § 2.1). Combining these inequalities, we find that

$$
G(d ; \mu) \neq 0 \quad \text { for any } \mu>-l_{3}
$$

(if necessary, we choose the positive constant $l_{3}$ to be smaller). Therefore we find that

$$
\begin{equation*}
G(d ; \mu) \neq 0 \quad \text { for any } \mu(\sigma) \text { satisfying } \mu(0) \in \mathbf{C}_{l_{3}} \tag{4.15}
\end{equation*}
$$

so that from (4.9)

$$
g(\sigma ; d ; \lambda(\sigma)) \neq 0
$$

holds for any $\lambda(\sigma)=\sigma \mu(\sigma)$ satisfying $\mu(0) \in \mathbf{C}_{l_{3}}$, when $\sigma$ is sufficiently small.
Case II. $\sigma^{2} \omega(\sigma) \downarrow 0$ and $\omega(\sigma) \uparrow \infty$ as $\sigma \downarrow 0$. Since (4.1) $)_{ \pm}$and (4.4) ${ }_{ \pm}$are quite similar forms, applying the same method as that in Case I to (4.4) ${ }_{ \pm}$, we can conclude that

$$
g(\sigma ; d ; \lambda(\sigma)) \neq 0
$$

for any $\lambda(\sigma)$ satisfying $\sigma \lambda(\sigma) \downarrow 0$ and $\lambda(\sigma) / \sigma \uparrow \infty$ as $\sigma \downarrow 0$.
Case III. $\sigma^{2} \omega(\sigma) \rightarrow \kappa$ as $\sigma \downarrow 0$. For this case, (4.4) ${ }_{ \pm}$fall into regularly perturbed problems, because the coefficients of $\Phi_{z z}^{ \pm}$do not degenerate as $\sigma \downarrow 0$. First we construct approximate solutions to $(4.4)_{ \pm}$. Using the transformation $\xi=z / \sqrt{\kappa}$ and putting $\sigma=0$ in (4.4) $)_{ \pm}$, we obtain the following systems:

$$
\begin{align*}
& \delta_{0}(\xi)\left(\Phi_{0}^{ \pm}\right)_{\xi \xi}+f_{u}\left(h_{ \pm}\left(\beta^{*}(d)\right)+W_{0}^{ \pm}, \beta^{*}(d)\right) \Phi_{0}^{ \pm} \\
& \quad+f_{v}\left(h_{ \pm}\left(\beta^{*}(d)\right)+W_{0}^{ \pm}, \beta^{*}(d)\right) \Psi_{0}^{ \pm}=\kappa \hat{\mu}(0) \Phi_{0}^{ \pm}, \\
& \delta_{0}(\xi)\left(\Psi_{0}^{ \pm}\right)_{\xi \xi}=\kappa \hat{\mu}(0) \Psi_{0}^{ \pm},  \tag{4.16}\\
& \Phi_{0}^{ \pm}( \pm \infty)=0, \quad \Phi_{0}^{ \pm}(0)=1, \\
& \Psi_{0}^{ \pm}( \pm \infty)=0, \quad \Psi_{0}^{ \pm}(0)=b .
\end{align*}
$$

Noting that $\hat{\mu}(0)$ satisfies

$$
\begin{equation*}
\operatorname{Re}\{\hat{\mu}(0)\} \geqq 0 \quad \text { and } \quad|\hat{\mu}(0)| \neq 0, \tag{4.17}
\end{equation*}
$$

we find that

$$
\Psi_{0}^{ \pm}(\xi ; d ; \hat{\mu}(0) ; b)=b \exp \left\{\mp \sqrt{\kappa \hat{\mu}(0) / \delta_{0}( \pm 0)} \xi\right\}
$$

Therefore, (4.16) $)_{ \pm}$are reduced to

$$
\begin{align*}
& \delta_{0}(\xi)\left(\Phi_{0}^{ \pm}\right)_{\xi \xi}+\left\{f_{u}\left(h_{ \pm}\left(\beta^{*}(d)\right)+W_{0}^{ \pm}, \beta^{*}(d)\right)-\kappa \hat{\mu}(0)\right\} \Phi_{0}^{ \pm} \\
& \quad=-f_{v}\left(h_{ \pm}\left(\beta^{*}(d)\right)+W_{0}^{ \pm}, \beta^{*}(d)\right) \Psi_{0}^{ \pm}, \quad \xi \in \mathbf{R}_{ \pm},  \tag{4.18}\\
& \Phi_{0}^{ \pm}( \pm \infty)=0, \quad \Phi_{0}^{ \pm}(0)=1 .
\end{align*}
$$

Applying results similar to Lemma 4.1 to the systems

$$
\begin{aligned}
& \delta_{0}(\xi) \Pi_{\xi \xi}^{ \pm}+\left\{f_{u}\left(h_{ \pm}\left(\beta^{*}(d)\right)+W_{0}^{ \pm}, \beta^{*}(d)\right)-\kappa \mu\right\} \Pi^{ \pm}=0, \quad \xi \in \mathbf{R}_{ \pm} \\
& \Pi^{ \pm}( \pm \infty)=0, \quad \Pi^{ \pm}(0)=1
\end{aligned}
$$

we find that (4.18) ${ }_{ \pm}$have unique solutions $\Phi_{0}^{ \pm}(\xi ; d ; \hat{\mu}(0) ; b)$ for any $\hat{\mu}(0) \in \mathbf{C}$ satisfying (4.17). According to a standard perturbation process, for any $\hat{\mu}(0)$ satisfying (4.17), we can find exact solutions $\left(\Phi^{ \pm}, \Psi^{ \pm}\right)(z ; \sigma ; d ; \hat{\mu}(\sigma) ; b)$ of (4.4) $\pm$ which satisfy

$$
\left\|\Phi^{ \pm}(z)-\Phi_{0}^{ \pm}(z / \sqrt{\kappa})\right\|_{\dot{X}_{\rho, 1}^{2}\left(\mathbf{R}_{ \pm}\right)}+\left\|\Psi^{ \pm}(z)-\Psi_{0}^{ \pm}(z / \sqrt{\kappa})\right\|_{\dot{X}_{\rho, 1}^{2}\left(\mathbf{R}_{ \pm}\right)} \rightarrow 0 \quad \text { as } \sigma \downarrow 0 .
$$

In a way similar to that in Case I, we obtain

$$
\begin{aligned}
& g(\sigma ; d ; \lambda(\sigma))= g(\sigma ; d ; \sigma \omega(\sigma) \hat{\mu}(\sigma)) \\
&=-\frac{\sigma \omega(\sigma)}{\kappa}[ {\left[\left(\Phi_{0}^{+}\right)_{\xi}(0 ; d ; \hat{\mu}(0) ; 0)-\left(\Phi_{0}^{-}\right)_{\xi}(0 ; d ; \hat{\mu}(0) ; 0)\right\} } \\
&\left.\times\left\{\left(\Psi_{0}^{+}\right)_{\xi}(0 ; d ; \hat{\mu}(0) ; 1)-\left(\Psi_{0}^{-}\right)_{\xi}(0 ; d ; \hat{\mu}(0) ; 1)\right\}+o(1)\right] \\
&=\frac{\sigma \omega(\sigma)}{\kappa}\left[\left\{\left(\Phi_{0}^{+}\right)_{\xi}(0 ; d ; \hat{\mu}(0) ; 0)-\left(\Phi_{0}^{-}\right)_{\xi}(0 ; d ; \hat{\mu}(0) ; 0)\right\}\right. \\
&\left.\times\left\{\sqrt{\frac{\kappa \hat{\mu}(0)}{\delta_{0}(+0)}}+\sqrt{\frac{\kappa \hat{\mu}(0)}{\delta_{0}(-0)}}\right\}+o(1)\right]
\end{aligned}
$$

as $\sigma \downarrow 0$. Put

$$
\begin{aligned}
& \hat{g}(\sigma ; d ; \mu)=\left\{\left(\Phi_{0}^{+}\right)_{\xi}(0 ; d ; \mu ; 0)-\left(\Phi_{0}^{-}\right)_{\xi}(0 ; d ; \mu ; 0)\right\} \\
& \times\left\{\sqrt{\kappa \mu / \delta_{0}(+0)}+\sqrt{\kappa \mu / \delta_{0}(-0)}\right\}+o(1) .
\end{aligned}
$$

Since $\hat{g}(\sigma ; d ; \mu)$ can be extended continuously so as to be defined for $\sigma=0$, we obtain

$$
\begin{aligned}
\hat{g}(0 ; d ; \mu)=\{ & \left.\left(\Phi_{0}^{+}\right)_{\xi}(0 ; d ; \mu ; 0)-\left(\Phi_{0}^{-}\right)_{\xi}(0 ; d ; \mu ; 0)\right\} \\
& \times\left\{\sqrt{\kappa \mu / \delta_{0}(+0)}+\sqrt{\kappa \mu / \delta_{0}(-0)}\right\}
\end{aligned}
$$

In a way similar to that in Case I, we know that

$$
\hat{g}(\sigma ; d ; \mu) \neq 0 \quad \text { for } \operatorname{Im}\{\mu\} \neq 0
$$

That is, $\hat{g}(\sigma ; d ; \mu)=0$ has no roots $\mu$ satisfying $\operatorname{Im}\{\mu\} \neq 0$. Then it suffices to consider the case when $\mu$ is a real number; that is, for any $\mu>0$, we find roots $\mu$ of $\hat{g}(0 ; d ; \mu)=0$. For any $\mu>0, \hat{g}(0 ; d ; \mu)=0$ is equivalent to the equation

$$
G(d ; \mu) \equiv\left(\Phi_{0}^{+}\right)_{\xi}(0 ; d ; \mu ; 0)-\left(\Phi_{0}^{-}\right)_{\xi}(0 ; d ; \mu ; 0)=0
$$

Therefore, we consider $G(d ; \mu)=0$ instead of $\hat{g}(0 ; d ; \mu)=0$. By the same method as that in Case I, we can show that

$$
\frac{d}{d \mu} G(d ; \mu)<0 \quad \text { for any } \mu>0
$$

and

$$
G(d ; \mu)=-\sqrt{\kappa \mu / \delta_{0}(+0)}-\sqrt{\kappa \mu / \delta_{0}(-0)}+O(1) \rightarrow-\infty \quad \text { as } \mu \uparrow \infty .
$$

Moreover it holds that

$$
\begin{aligned}
G(d ; 0)= & \left(\Phi_{0}^{+}\right)_{\xi}(0 ; d ; 0 ; 0)-\left(\Phi_{0}^{-}\right)_{\xi}(0 ; d ; 0 ; 0) \\
= & \left\{\left(W_{0}^{+}\right)_{\xi \xi}\left(0 ; \alpha^{*}(d), \beta^{*}(d)\right)\right. \\
& \left.\quad-\left(W_{0}^{-}\right)_{\xi \xi}\left(0 ; \alpha^{*}(d), \beta^{*}(d)\right)\right\} /\left(W_{0}^{-}\right)_{\xi}\left(0 ; \alpha^{*}(d), \beta^{*}(d)\right) \\
= & (d-1) f\left(\alpha^{*}(d), \beta^{*}(d)\right) /\left(W_{0}^{-}\right)_{\xi}\left(0 ; \alpha^{*}(d), \beta^{*}(d)\right) .
\end{aligned}
$$

Using the relations (2.14) and (2.15), we conclude that

$$
\operatorname{sign}\{G(d ; 0)\}=-\mathbf{I}(d) .
$$

Then we directly have the following.
Lemma 4.2. If $\mathbf{I}(d)=1, \hat{g}(0 ; d ; \mu) \neq 0$ for any $\mu>0$. Conversely, if $\mathbf{I}(d)=-1$, there exists a unique simple positive number $\mu^{*}(d)$ satisfying $\hat{g}\left(0 ; d ; \mu^{*}(d)\right)=0$.

Applying the implicit function theorem to $\hat{g}(\sigma ; d ; \mu)=0$, it follows from Lemma 4.2 that
(i) When $\mathrm{I}(d)=1, \hat{g}(\sigma ; d ; \hat{\mu}(\sigma)) \neq 0$ for any $\hat{\mu}(\sigma) \in \mathbf{C}$ satisfying (4.17);
(ii) When $\mathrm{I}(d)=-1, \hat{g}(\sigma ; d ; \hat{\mu}(\sigma))=0$ has a unique simple positive root $\hat{\mu}(d ; \sigma)$ satisfying (4.17) such that $\lim _{\sigma \rightarrow 0} \hat{\mu}(d ; \sigma)=\mu^{*}(d)$.
Therefore, if $\mathbf{I}(d)=1, g(\sigma ; d ; \lambda(\sigma)) \neq 0$ holds for any $\lambda(\sigma)=\sigma \omega(\sigma) \hat{\mu}(\sigma)$ satisfying (4.17), while, if $\mathbf{I}(d)=-1, g(\sigma ; d ; \lambda(\sigma))=0$ has a unique simple positive root $\lambda=$ $\lambda(\sigma)=\sigma \omega(\sigma) \hat{\mu}(d ; \sigma)$.

Case IV. $\sigma^{2} \omega(\sigma) \uparrow \infty$ as $\sigma \downarrow 0$. In the same spirit of the proof of Lemma 4.3 in Case I, we can prove that

$$
g(\sigma ; d ; \lambda(\sigma)) \neq 0
$$

for any $\lambda(\sigma)$ satisfying $\sigma \lambda(\sigma) \uparrow \infty$ as $\sigma \downarrow 0$. So we leave the proof to the reader.
Combining the above four cases, we are able to complete the proof of Theorem 3.1.
5. Concluding remarks. In the previous sections, we have not mentioned the case where $\sigma$ is sufficiently large. Here under the assumptions (A1) and (A5), we briefly state the results on the stability as well as the existence of stationary solutions for this case. Let $v=h(u)$ be the function uniquely defined by the relation $g(u, h(u))=0$ (see (A5)) and let $S=\int_{u_{-}}^{u_{+}} f(u, h(u)) d u$. In [IM1], under the assumptions (A1) and (A5), we have shown the following existence result:
(i) When $S<0$, there exists $d_{1}(<1)$ such that (1.7) has two stationary solutions $\left(\bar{U}_{*}, \bar{V}_{*}\right)$ and $\left(\underline{U}_{*}, \underline{V}_{*}\right)\left(\bar{U}_{*}>\underline{U}_{*}\right)$ for any $d \in\left(0, d_{1}\right)$;
(ii) When $S>0$, there exists $d_{2}(>1)$ such that (1.7) has two stationary solutions $\left(\bar{U}^{*}, \bar{V}^{*}\right)$ and $\left(\underline{U}^{*}, \underline{V}^{*}\right)\left(\bar{U}^{*}>\underline{U}^{*}\right)$ for any $d \in\left(d_{2}, \infty\right)$ (see Fig. 9).

Using the same method as that in $\S \S 3$ and 4, we can show that when $S<0$, the upper branch corresponding to ( $\bar{U}_{*}, \bar{V}_{*}$ ) is stable, while the lower one corresponding to ( $\underline{U}_{*}, \underline{V}_{*}$ ) is unstable. Conversely, when $S>0$, the lower one corresponding to $\left(\underline{U}^{*}, \underline{V}^{*}\right)$ is stable, whereas the upper one corresponding to $\left(\bar{U}^{*}, \bar{V}^{*}\right)$ is unstable.


FIG. 9. Global pictures of stationary solutions of (1.1) and their stability; (i) $S<0$; (ii) $S>0$.
In this paper, motivated by the wave-blocking phenomena, we have discussed the stability property of stationary solutions for the special case when the reaction rates of $u$ and $v$ are totally different; in other words, $\sigma$ is very large or small. Unfortunately, we are not able to discuss here the case when the reaction rates are almost equal. This is a future problem.

## Appendix.

Proof of Proposition 3.1. The location of the essential spectrum for the operator $\mathscr{L}^{\varepsilon, d}$ is contained in the union of the following two sets:

$$
S^{ \pm}=\left\{\lambda \in \mathbf{C} \mid \operatorname{det}\left(-\nu^{2} D^{ \pm}+N^{ \pm}-\lambda I\right)=0, \nu \in \mathbf{R}\right\}
$$

where

$$
D^{ \pm}=\left[\begin{array}{cc}
\delta_{0}( \pm \infty) & 0 \\
0 & \delta_{0}( \pm \infty)
\end{array}\right], \quad N^{ \pm}=\left[\begin{array}{cc}
f_{u}^{ \pm} / \sigma & f_{v}^{ \pm} / \sigma \\
\sigma g_{u}^{ \pm} & \sigma g_{v}^{ \pm}
\end{array}\right]
$$

$f_{u}^{ \pm}=f_{u}\left(u_{ \pm}, v_{ \pm}\right)$and $f_{v}^{ \pm}, g_{u}^{ \pm}$, and $g_{v}^{ \pm}$are similarly defined. From the relations

$$
\operatorname{det}\left(-\nu^{2} D^{ \pm}+N^{ \pm}-\lambda I\right)=0,
$$

it follows that

$$
\lambda^{2}+\left(2 \nu^{2} \delta_{0}( \pm \infty)-\frac{1}{\sigma} f_{u}^{ \pm}-\sigma g_{v}^{ \pm}\right) \lambda+\left(\nu^{2} \delta_{0}( \pm \infty)-\frac{1}{\sigma} f_{u}^{ \pm}\right)\left(\nu^{2} \delta_{0}( \pm \infty)-\sigma g_{v}^{ \pm}\right)-f_{v}^{ \pm} g_{u}^{ \pm}=0 .
$$

The roots of these equations are given by

$$
\lambda=\frac{1}{2}\left[-2 \nu^{2} \delta_{0}( \pm \infty)+\frac{1}{\sigma} f_{u}^{ \pm}+\sigma g_{v}^{ \pm}+\sqrt{\left(\frac{1}{\sigma} f_{u}^{ \pm}-\sigma g_{v}^{ \pm}\right)^{2}+4 f_{v}^{ \pm} g_{u}^{ \pm}}\right]
$$

or

$$
\lambda=\frac{1}{2}\left[-2 \nu^{2} \delta_{0}( \pm \infty)+\frac{1}{\sigma} f_{u}^{ \pm}+\sigma g_{v}^{ \pm}-\sqrt{\left(\frac{1}{\sigma} f_{u}^{ \pm}-\sigma g_{v}^{ \pm}\right)^{2}+4 f_{v}^{ \pm} g_{u}^{ \pm}}\right] .
$$

Using the assumptions (A3) and (A4), we find that for small $\sigma>0$,

$$
\begin{aligned}
\operatorname{Re} \lambda & \leqq \frac{1}{2}\left[-2 \nu^{2} \delta_{0}( \pm \infty)+\frac{1}{\sigma} f_{u}^{ \pm}+\sigma g_{v}^{ \pm}+\left|\frac{1}{\sigma} f_{u}^{ \pm}-\sigma g_{v}^{ \pm}\right|\right] \\
& =-\nu^{2} \delta_{0}( \pm \infty)+\sigma g_{v}^{ \pm}
\end{aligned}
$$

That is, for any $\nu \in \mathbf{R}$ and small $\sigma>0$

$$
\operatorname{Re} \lambda \leqq \sigma g_{v}^{ \pm}
$$

hold. Then we can conclude Proposition 3.1 with $l_{1}=-\max \left\{g_{v}^{+}, g_{v}^{-}\right\}(>0)$.
Proof of Lemma 4.1. Proving Lemma 4.1 is equivalent to showing the following.
Lemma A1. Consider the homogeneous problems
$(\mathrm{A} 1)_{ \pm}$

$$
\begin{aligned}
& \delta_{0}(y)\left(\Pi_{0}^{ \pm}\right)_{y y}+\left\{H^{ \pm}(y ; d)-\mu\right\} \Pi_{0}^{ \pm}=0, \quad y \in \mathbf{R}_{ \pm} \\
& \Pi_{0}^{ \pm}( \pm \infty)=0, \quad \Pi_{0}^{ \pm}(0)=0 .
\end{aligned}
$$

Then there exists a positive constant l such that for any $\mu \in \mathbf{C}_{l}$, the (A1) ${ }_{ \pm}$have only trivial solutions.

Proof. Let $L^{ \pm}$be linear operators defined by

$$
L^{ \pm} u^{ \pm} \equiv \delta_{0}(y) u_{y y}^{ \pm}+H^{ \pm}(y ; d) u^{ \pm} .
$$

According to the Sturm-Liouville theory, all the eigenvalues of (A1) $)_{ \pm}$are real and simple. Furthermore, it is known that the eigenfunctions $u_{0}^{ \pm}$corresponding to the largest eigenvalues $\mu_{0}^{ \pm}$have no zeros in $\mathbf{R}_{ \pm}$, respectively. Without loss of generality, we assume $u_{0}^{ \pm} \geqq 0$ in $\mathbf{R}_{ \pm}$. That is,

$$
\begin{equation*}
\delta_{0}(y)\left(u_{0}^{ \pm}\right)_{y y}+\left\{H^{ \pm}(y ; d)-\mu_{0}^{ \pm}\right\} u_{0}^{ \pm}=0, \quad y \in \mathbf{R}_{ \pm}, \tag{A2}
\end{equation*}
$$

$$
u_{0}^{ \pm}( \pm \infty)=0, \quad u_{0}^{ \pm}(0)=0
$$

hold. On the other hand, the derivatives of the outer solutions $V_{0}^{ \pm}$, say $P^{ \pm} \equiv\left(V_{0}^{ \pm}\right)_{y}>0$, satisfy the following equations:
$(\mathrm{A} 3)_{ \pm}$

$$
\begin{aligned}
& \delta_{0}(y) P_{y y}^{ \pm}+H^{ \pm}(y ; d) P^{ \pm}=0, \quad y \in \mathbf{R}_{ \pm}, \\
& P^{ \pm}( \pm \infty)=0, \quad P^{ \pm}(0)=\left(V_{0}^{ \pm}\right)_{y}\left(0 ; \beta^{*}(d)\right) .
\end{aligned}
$$

Using the above relations (A2) $)_{ \pm}$and (A3) $)_{ \pm}$, we obtain

$$
\begin{aligned}
\mu_{0}^{ \pm} \int_{0}^{ \pm \infty} u_{0}^{ \pm} P^{ \pm} d y & =\int_{0}^{ \pm \infty}\left\{\delta_{0}(y)\left(u_{0}^{ \pm}\right)_{y y}+H^{ \pm}(y ; d) u_{0}^{ \pm}\right\} P^{ \pm} d y \\
& =-\delta_{0}( \pm 0)\left(u_{0}^{ \pm}\right)_{y}(0) P^{ \pm}(0)+\int_{0}^{ \pm \infty}\left\{\delta_{0}(y) P_{y y}^{ \pm}+H^{ \pm}(y ; d) P^{ \pm}\right\} u_{0}^{ \pm} d y \\
& =-\delta_{0}( \pm 0)\left(u_{0}^{ \pm}\right)_{y}(0) P^{ \pm}(0) .
\end{aligned}
$$

Then

$$
\mu_{0}^{ \pm}=-\delta_{0}( \pm 0)\left(u_{0}^{ \pm}\right)_{y}(0) P^{ \pm}(0) / \int_{0}^{ \pm \infty} u_{0}^{ \pm} P^{ \pm} d y
$$

hold. Noting that $\left(u_{0}^{+}\right)_{y}(0)>0,\left(u_{0}^{-}\right)_{y}(0)<0, P^{ \pm}(0)>0$ and $u_{0}^{ \pm}(y) P^{ \pm}(y) \geqq 0$ in $\mathbf{R}_{ \pm}$, we find that

$$
\mu_{0}^{ \pm}<0 .
$$

Thus if we put $l=\max \left\{\mu_{0}^{-}, \mu_{0}^{+}\right\}$, Lemma A1 is proved.

## REFERENCES

[AGJ] J. Alexander, R. Gardner, and C. Jones, A topological invariant arising in the stability analysis of travelling waves, preprint.
[CH] M. Chipot and J. K. Hale, Stable equilibria with variable diffusion, in Proc. Nonlinear Partial Differential Equations Conference, Durham, NC, June 20-26, 1982, AMS Contemporary Mathematics Series, American Mathematical Society, Providence, RI, 1983.
[Ec] W. Eckhaus, Asymptotic Analysis of Singular Perturbation, North-Holland, Amsterdam, 1979.
[Ev1] J. W. Evans, Nerve axon equations, III: stability of the nerve impulse, Indiana Univ. Math. J., 22 (1972), pp. 577-593.
[Ev2] —, Nerve axon equations, IV: the stable and the unstable impulse, Indiana Univ. Math. J., 24 (1975), pp. 1169-1190.
[FH] G. FUSCO AND J. K. HAle, Stable equilibria in a scalar parabolic equation with variable diffusion, SIAM J. Math. Anal., 16 (1985), pp. 1152-1164.
[FP] P. C. Fife and L. A. Peletier, Clines induced by variable selection and migration, Proc. Roy. Soc. London. Ser. B, 214 (1981), pp. 99-123.
[GJ] R. Gardner and C. Jones, Stability of traveling wave solutions of diffusive predator-prey systems, preprint.
[H] D. Henry, Geometric Theory of Semilinear Parabolic Equations, Lecture Notes in Math. 80, Springer-Verlag, Berlin, New York, 1981.
[I] H. Ikeda, Singular perturbation approach to stability properties of traveling wave solutions of reaction-diffusion systems, Hiroshima Math. J., 19 (1989), pp. 587-630.
[IM1] H. Ikeda and M. Mimura, Wave-blocking phenomena in bistable reaction-diffusion systems, SIAM J. Appl. Math., 49 (1989), pp. 515-538.
[IM2] —, Multiple traveling wave solutions in some bistable reaction-diffusion systems, in preparation.
[K] J. P. Keener, Causes of propagation failure in excitable media, in Temporal Disorder in Human Oscillatory Systems, L. Rensing, U. Heiden, and M. Mackey, eds., Springer-Verlag, Berlin, New York, 1987, pp. 134-140.
[M] H. Matano, Convergence of solutions of one-dimensional semilinear parabolic equations, J. Math. Kyoto Univ., 18 (1978), pp. 224-243.
[P] J. P. PAUWELUSSEN, Nerve impulse propagation in a branching nerve system: a simple model, Phys. D, 4 (1981), pp. 67-88.
[Y] E. Yanagida, Stability of stationary distributions in a space-dependent population growth process, J. Math. Biol., 15 (1982), pp. 37-50.

# INTEGRAL EQUATION METHODS IN A QUASI-PERIODIC DIFFRACTION PROBLEM FOR THE TIME-HARMONIC MAXWELL'S EQUATIONS* 
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#### Abstract

The problem of the time-harmonic Maxwell's equations is considered in the exterior in $R^{3}$ of a domain which has a doubly periodic structure in a plane of $R^{3}$. It is proved that except for a discrete set of value of the frequency, this problem has a unique solution.


Key words. Maxwell equations, doubly periodic domain, integral equation
AMS(MOS) subject classifications. $45 \mathrm{~B} 05,45 \mathrm{P} 05,78 \mathrm{~A} 95,78 \mathrm{~A} 25$
Introduction. There is an increasing interest in the study of radiation patterns created by the new periodic structures of phased arrays antennas. These antennas consist in the superposition of a great number of identical electromagnetic horns. The calculus of the radiation pattern of such a horn, when it is considered separately from the others, can be handled by integral equations techniques (see [1]). However, the complete calculus by this method, taking account of all mutual influences, leads to a great number of unknowns and consequently to very heavy computations. Here, we present a mathematical model of such a problem that shall lead us, later on, to its numerical resolution. It is based on a reduction to a "quasi-periodic" formulation (see [4]), which enables us to focus the analysis of one "elementary scatterer." On that starting point, we modify the methods in [1] to get existence and uniqueness results, which shall justify a rough numerical method. New mathematical difficulties, which differ from those found in [1], appear in our analysis and are to be be related to the kind of model discussed.

The paper is organized as follows. In § 1, we introduce the mathematical model and framework to be considered. Section 2 is devoted to the analysis of uniqueness properties for this model. Finally, § 3 gives the integral equation formulation of the problem, which provides existence results and will lead to numerical computations.

1. The mathematical model. This section will lead us to a precise mathematical framework for our electromagnetic diffraction problem. We begin with a general description of the geometrical setting of the problem.
1.1. Geometrical structure and notation. If $Y$ and $Y^{\prime}$ are elements of $\mathbb{C}^{\nu}, Y=$ $\left(y_{1}, \cdots, y_{\nu}\right), Y^{\prime}=\left(y_{1}^{\prime}, \cdots, y_{\nu}^{\prime}\right)$, we will use the following general notation:
$\bar{Y}:=\left(\bar{y}_{1}, \cdots, \bar{y}_{\nu}\right)$ is the complex conjugate of $Y$,
$Y . Y^{\prime}:=y_{1} y_{1}^{\prime}+\cdots+y_{\nu} y_{\nu}^{\prime}$ is the scalar product of $Y, Y^{\prime}$,
$Y . \overline{Y^{\prime}}:=y_{1} \bar{y}_{1}^{\prime}+\cdots+y_{\nu} \bar{y}_{\nu}^{\prime}$ is the Hermitian scalar product of $Y, Y^{\prime}$,
$|Y|:=(Y . \bar{Y})^{1 / 2}=\left(y_{1} \bar{y}_{1}+\cdots+y_{\nu} \bar{y}_{\nu}\right)^{1 / 2}$ is the modulus of $Y$.
Let $\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right)$ be an orthonormal basis of $\mathbb{R}^{3}$, related to a system of coordinates $\left(x_{1}, x_{2}, x_{3}\right)$.

Let $\omega$ be a bounded open regular set of $\mathbb{R}^{3}$, with connected complement in $\mathbb{R}^{3}$; $\omega$ will be our basic scatterer, repeated periodically in a plane of $\mathbb{R}^{3}$.

Indeed, we will consider a "doubly periodic" scatterer, consisting in the union of identical scatterers, translated from $\omega$ in the following way.

[^134]We assume that ( $d_{1}, d_{2}$ ) are two positive reals such that

$$
\forall I=\left(i_{1}, i_{2}\right) \in \mathbb{Z}^{2} \quad \text { if } \omega_{I}:=\omega+i_{1} d_{1} \mathbf{e}_{1}+i_{2} d_{2} \mathbf{e}_{2} ;
$$

then

$$
\begin{equation*}
\omega_{1} \cap \omega_{j}=\varnothing \quad \text { if } I \neq J, \quad J \in \mathbb{Z}^{2} \tag{1.1}
\end{equation*}
$$

Our doubly periodic scatterer is defined by the disjoint union

$$
S:=\bigcup_{J \in \mathbb{Z}^{2}} \omega_{J}
$$

( $d_{1}, d_{2}$ ) hence represents the double periodicity of the structure. (See Fig. 1.) This geometrical structure leads us to the following splitting in the system of coordinates, which will widely simplify the notation: we will write

$$
\left(x_{1}, x_{2}, x_{3}\right)=(X, Z)
$$

where $X$ stands for the $\mathbb{R}^{2}$ element $\left(x_{1}, x_{2}\right)$ and $Z$ stands for the $\mathbb{R}$ element $x_{3}$.
Property (1.1) implies that we can choose an origin $O$ in $\mathbb{R}^{3}$ such that $\omega$ is completely embedded in the "cylindrical" set of $\mathbb{R}^{3}$ :

$$
\Omega:=]-d_{1} / 2, d_{1} / 2[\times]-d_{2} / 2, d_{2} / 2[\times \mathbb{R} .
$$

We will call this set the "elementary cell."
We will see in $\S 1.4$ that the diffraction problem, which is set on $\mathbb{R}^{3} \backslash \bar{S}$, can be reduced to a boundary value problem which is set only in the complement of $\omega$ with respect to the "elementary cell" $\Omega$. To this end, we define such an exterior domain by

$$
\Omega^{\mathrm{ext}}:=\Omega \backslash \bar{\omega},
$$

and we will also need to truncate this domain $\Omega^{\text {ext }}$ to obtain some compactness properties in § 2 ; thus, we set, for every real $\rho$,

$$
\begin{aligned}
& \Omega_{\rho}:=\Omega \cap\left\{(X, Z) \in \mathbb{R}^{d} /|Z|<\rho\right\} \\
& \Omega_{\rho}^{\mathrm{ext}}:=\Omega^{\mathrm{ext}} \cap\left\{(X, Z) \in \mathbb{R}^{d} /|Z|<\rho\right\}
\end{aligned}
$$

As $\bar{\omega}$ is bounded, we can assume that it is embedded in a set

$$
\left\{(X, Z) \in \mathbb{R}^{3} /|Z|<\rho_{0}\right\}
$$

for a positive real $\rho_{0}$. It follows that $\Omega_{\rho}$ contains $\bar{\omega}$ if $\rho \geqq \rho_{0}$.
We also define sections $\Sigma^{\rho}$ of the "elementary cell" $\Omega$ by setting

$$
\left.\Sigma^{\rho}:=\right]-d_{1} / 2, d_{1} / 2[\times]-d_{2} / 2, d_{2} / 2\left[\times\left\{Z \in \mathbb{R}^{3} /|Z|=\rho\right\}\right.
$$

for every real $\rho \geqq \rho_{0}$.
Finally, we set $Q:=]-d_{1} / 2, d_{1} / 2[\times]-d_{2} / 2, d_{2} / 2[$.


Fig. 1
1.2. Maxwell's equations. Generally speaking, the determination of the timeharmonic diffracted field by a perfectly conducting body gives rise to the following kind of boundary value problem, where the time dependence, in $\exp \left(-i \omega_{0} t\right)$ (with $i=\sqrt{-1})$, is dropped by linearity:
(Max. 0) Find (e, h) such that
curl $\mathbf{e}-i \omega_{0} \mu \mathbf{h}=\mathbf{0}$ in the exterior domain,
$\operatorname{curl} \mathbf{h}+i \omega_{0} \varepsilon \mathbf{e}=\mathbf{0}$ in the exterior domain,
$\mathbf{n} \times \mathbf{e}=-\mathbf{n} \times \mathbf{e}^{\mathrm{inc}} \quad$ on the conducting body.
$(\mathbf{e}, \mathbf{h})$ satisfies an outgoing wave condition at infinity.
Here $\mathrm{e}^{\mathrm{inc}}$ is the electric part of the incident electromagnetic field; $k$, the wave number of the phenomenon, is related to the pulsation of the incident wave $\omega_{0}$ by the formula $k=\omega_{0} \sqrt{\varepsilon \mu}$ with $\varepsilon$ and $\mu$ the electromagnetic characteristics of the exterior domain; $\mathbf{n}$ is the outwardly directed normal on the body.

Following [1], we can eliminate $\mathbf{h}$ from these equations to obtain the equivalent problem:
(Max. 1) Find e such that

$$
\begin{array}{cl}
\Delta \mathbf{e}+k^{2} \mathbf{e}=\mathbf{0} & \text { in the exterior domain, } \\
\operatorname{div} \mathbf{e}=0 & \text { in the exterior domain, } \\
\mathbf{n} \times \mathbf{e}=-\mathbf{n} \times \mathbf{e}^{\mathrm{inc}} & \text { on the conducting body. } \\
\mathbf{e} \text { satisfies an outgoing } & \text { wave condition at infinity. } .
\end{array}
$$

In this form, the diffraction problem has been widely analysed and its mathematical properties are well known (see [1], [2]; part of our study will be based on this knowledge). However, our doubly periodic scattering problem has not, strictly speaking, a physical meaning because we assume that the scatterer is of infinite extent. Hence, to give a precise meaning to problems (Max. 0) and (Max 1), we must add some specific conditions on the behaviour of the diffracted fields, and also specify an appropriate outgoing wave condition, generalizing the usual ones.

First of all, we restrict our study to the case where the incident field has a plane wave structure. Other kinds of excitations of such a system are possible. Thus, we write, in a fixed system of coordinates $(X, Z)$,

$$
\begin{equation*}
\mathbf{e}^{\mathrm{inc}}(X, Z)=\mathbf{e}_{0}^{\mathrm{inc}} \exp (i \mathbf{K} \cdot X) \exp \left(i \mathbf{K}_{z} \cdot Z\right) \tag{1.2}
\end{equation*}
$$

where the wave vector of $\mathbf{e}^{\text {inc }}$ is $\mathbf{k}=\mathbf{K}+\mathbf{K}_{z},|\mathbf{k}|=k$, and $\mathbf{K} \in \operatorname{Vect}\left(\mathbf{e}_{1}, \mathbf{e}_{2}\right), \mathbf{K}_{z} \in \operatorname{Vect}\left(\mathbf{e}_{3}\right)$.
Consequently, the tangential component of our diffracted field, which is matched with the incident field on conductors, will satisfy the following "quasi-periodicity" condition:

For all $J=\left(j_{1}, j_{2}\right) \in \mathbb{Z}^{2}$, if $X_{J}:=\left(j_{1} d_{1}, j_{2} d_{2}\right)$,
$(\mathbf{n} \times \mathbf{e})\left(\boldsymbol{X}+X_{J}, Z\right)=(\mathbf{n} \times \mathbf{e})(X, Z) \exp \left(i \mathbf{K} \cdot \boldsymbol{X}_{J}\right)$.
This suggests searching for a diffracted field e satisfying such a "quasi-periodicity" condition not only on the conductors, and for the tangential component of the field, but everywhere in $\mathbb{R}^{3} \backslash \bar{S}$ and for the whole field e. In fact, we can guess that this requirement is necessary, for, assuming that the solution of our problem is in some sense unique, an $X_{J}$ translation of the scatterer gives rise to the two following kinds of solutions:

$$
\begin{aligned}
& \mathbf{e}^{J}(X, Z)=\mathbf{e}\left(X+X_{J}, Z\right) \quad(\text { translation of the scatter }), \\
& \mathbf{e}^{*}(X, Z)=\mathbf{e}(X, Z) \exp \left(i \mathbf{K} \cdot X_{J}\right) \quad \text { (modification of the incident wave) }
\end{aligned}
$$

so that writing $\mathrm{e}^{J}(X, Z)=\mathrm{e}^{*}(X, Z)$, we find again our "quasi-periodicity" condition:

$$
\begin{equation*}
\text { For all } J \text { in } \mathbb{Z}^{2}, \quad \mathbf{e}\left(X+X_{J}, Z\right)=\mathbf{e}(X, Z) \exp \left(i \mathbf{K} \cdot X_{J}\right) \tag{1.3}
\end{equation*}
$$

We can now state our "quasi-periodic" boundary value problem, in a more specific form:
(1.4) Find e defined on $\mathbb{R}^{3} \backslash \bar{S}$ such that
$\begin{array}{ll}\Delta \mathbf{e}+k^{2} \mathbf{e}=\mathbf{0} & \text { in } \mathbb{R}^{3} \backslash \bar{S}, \\ \operatorname{div} \mathbf{e}=0 & \text { in } \mathbb{R}^{3} \backslash \bar{S},\end{array}$
$\mathbf{n} \times \mathbf{e}=-\mathbf{n} \times \mathbf{e}^{\text {inc }} \quad$ on each conductor.
e satisfies (1.3) and a suitable outgoing wave condition at infinity.
Here $\mathrm{e}^{\mathrm{inc}}$ has the form (1.2).
At this point, a precise meaning for the outgoing wave condition can be derived. It is easily seen that a function e satisfying conditions (1.4) can be expanded in a "quasi-periodic" Fourier series for sufficiently large $|Z|$ :

$$
\begin{equation*}
\mathbf{e}(X, Z)=\sum_{J \in \mathbb{Z}^{2}} \exp \left(i\left(\mathbf{K}+\mathbf{K}_{J}\right) \cdot X\right) \mathbf{e}_{J}(Z), \quad|Z|>\rho_{0} \tag{1.5}
\end{equation*}
$$

where

$$
\mathbf{K}_{J}:=\left(2 \pi j_{1} / d_{1}, 2 \pi j_{2} / d_{2}\right), \quad J=\left(j_{1}, j_{2}\right)
$$

and

$$
\mathbf{e}_{J}(Z):=\frac{1}{d_{1} d_{2}} \int_{Q} \mathbf{e}(X, Z) \exp \left(-i\left(\mathbf{K}+\mathbf{K}_{J}\right) \cdot X\right) d \sigma_{X}
$$

This series (1.5) is absolutely convergent and termwise infinitely differentiable, for e , solving problem (1.4), is necessarily very regular.

Furthermore, each component $\mathbf{e}_{J}(\cdot)$ must satisfy

$$
\begin{equation*}
\frac{\partial^{2}}{\partial Z^{2}} \mathbf{e}_{J}(Z)+\left(k^{2}-\left|\mathbf{K}+\mathbf{K}_{J}\right|^{2}\right) \mathbf{e}_{J}(Z)=\mathbf{0} \quad \text { for }|Z|>\rho_{0} \tag{1.6}
\end{equation*}
$$

The general solution of (1.6) can, of course, be given explicitly; however, having in mind that (1.6) is a Helmholtz equation set in a classical framework, we will select the different kinds of solutions by the usual Sommerfeld's radiation conditions:

$$
\begin{align*}
& \mathbf{e}_{J}(Z)=O(1) \quad \text { for large }|Z| \text { and all } J \text { in } \mathbb{Z}^{2}, \\
& \frac{\partial}{\partial|Z|} \mathbf{e}_{J}(Z)-i \mu_{J}(k) \mathbf{e}_{J}(Z)=o(1) \quad \text { for large }|Z| \text { and all } J \text { in } \mathbb{Z}^{2} \tag{1.7}
\end{align*}
$$

where

$$
\begin{array}{ll}
\mu_{J}(k):=\left(k^{2}-\left|\mathbf{K}+\mathbf{K}_{J}\right|^{2}\right)^{1 / 2} & \text { if } k \geqq\left|\mathbf{K}+\mathbf{K}_{J}\right|,  \tag{1.8}\\
\mu_{J}(k):=i\left(\left|\mathbf{K}+\mathbf{K}_{J}\right|^{2}-k^{2}\right)^{1 / 2} & \text { if } k<\left|\mathbf{K}+\mathbf{K}_{J}\right| .
\end{array}
$$

1.3. Functional spaces. In this section, we describe the functional setting needed to state our boundary value problem in a suitable mathematical form.

We shall use standard notation for the usual functional spaces: $L^{2}(G)$ is the space of complex square integrable functions defined on $G$, where $G$ stands either for an open regular set of $\mathbb{R}^{3}$, or for the regular boundary of such a domain. The norm and scalar product on $L^{2}(G)$ will be denoted, as usual, by $|\cdot|_{0, G}$ and $(\cdot \mid \cdot)_{0, G}$.
$C_{0}^{\infty}(G)$ (respectively, $C_{0}^{\infty}(\bar{G})$ ) is the space of regular functions defined on $G$ (respectively, $\bar{G}$ ), with compact support in $G$ (respectively, $\bar{G}$ ).
$H^{s}(G)$ is the usual Sobolev space of order $s, s \in \mathbb{R}$.
$H_{\Delta}^{1}(G)$ is the set of functions $u$ in $H^{1}(G)$, with $\Delta u$ in $L^{2}(G)$.
$L^{2, \text { loc }}(G)$ (respectively, $\left.H^{\text {s,loc }}(G), H_{\Delta}^{1, l o c}(G)\right)$ is the set of functions which are in $L^{2}\left(G_{R}\right)$ (respectively, $H^{s}\left(G_{R}\right), H_{\Delta}^{1}\left(G_{R}\right)$ ), where $G_{R}:=G \cap\left\{(X, Z) \in \mathbb{R}^{3} /|(X, Z)|<R\right\}$ for every positive $R$.

We need to define Sobolev spaces of "quasi-periodic" functions. To this end, let $C_{K}^{\infty}\left(\mathbb{R}^{3}\right)$ be the space of those scalar functions $u \in C^{\infty}\left(\mathbb{R}^{3}\right)$ satisfying:
(i) $u$ has compact support in $Z$, i.e., Supp $u \subset\{|Z|<\rho\}$ for some real positive $\rho$.
(ii) $u\left(X+X_{J}, Z\right)=u(X, Z) \exp \left(i \mathbf{K} \cdot X_{J}\right)$ for all $J=\left(j_{1}, j_{2}\right) \in \mathbb{Z}^{3}$, with $X_{J}=$ $\left(j_{1} d_{1}, j_{2} d_{2}\right)$.

For an open set $\vartheta \subset \mathbb{R}^{3}, C_{K}^{\infty}(\vartheta)$ will be the space of restrictions to $\vartheta$ of functions of $C_{K}^{\infty}\left(\mathbb{R}^{3}\right)$, and $C_{0 K}^{\infty}(\vartheta)$ the subset of $C_{K}^{\infty}(\vartheta)$ of those functions with compact support in $\vartheta$.

This enables us to consider the following "quasi-periodic" Sobolev space, closure of $C_{K}^{\infty}(\vartheta)$ in $H^{1}(\vartheta)$, i.e.,

$$
H_{K}^{1}(\vartheta):=\bar{C}_{K}^{\infty}(\vartheta){ }^{H^{1}(\vartheta)}
$$

It is not difficult to see that, equipped with the usual $H^{1}(\vartheta)$ norm and Hilbertian scalar product denoted by $|\cdot|_{1, \vartheta}$ and $(\cdot \mid \cdot)_{1, \vartheta}, H_{K}^{1}(\vartheta)$ becomes a Hilbert space.

To reduce our boundary value problem to one set only in the "elementary cell" $\Omega$, we need a space of functions, defined on $\Omega^{\text {ext }}$, which can be extended to $\mathbb{R}^{3} \backslash \bar{S}$ as "quasi-periodic" functions, in a sufficiently smooth way, with respect to conditions dictated by the partial differential equations. To this end we define:
-The "quasi-periodic" extension of $u \in L^{2, \text { loc }}\left(\Omega^{\text {ext }}\right)$, say $u^{(K)} \in L^{2, \text { loc }}\left(\mathbb{R}^{3} \backslash \bar{S}\right)$, defined by
$u^{(K)}$ is given in $\Omega^{\text {ext }}+X_{J}$, for each $J$ in $\mathbb{Z}^{2}$, by
$u^{(K)}\left(X+X_{J}, Z\right):=u(X, Z) \exp \left(i \mathbf{K} \cdot X_{J}\right)$, for almost every $(X, Z)$ in $\Omega^{\text {ext }}$.
-The space $H_{\Delta, K}^{1}\left(\Omega^{\text {ext }}\right)$, of functions which are in $H_{K}^{1}\left(\Omega^{\text {ext }}\right) \cap H_{\Delta}^{1}\left(\Omega^{\text {ext }}\right)$, and for which the "quasi-periodic" extension $u^{(K)}$ belongs to $H_{\Delta}^{1, \text { loc }}\left(\mathbb{R}^{3} \backslash S\right)$. This space, equipped with the natural norm $\|\cdot\|_{\Delta, \Omega^{\text {ext }}}$ given by

$$
\|u\|_{\Delta, \Omega^{2 x t}}^{2}=|\Delta u|_{0, \Omega^{\mathrm{ext}}}^{2}+\|u\|_{1, \Omega^{\mathrm{ext}}}^{2}
$$

is a Hilbert space. Two facts which will be useful in the sequel can be shown: first, $H_{\Delta, K}^{1}\left(\Omega^{\text {ext }}\right)$ can be given a weak characterization by means of a Green formula (see proof of Proposition 1.1); second, $C_{K}^{\infty}\left(\Omega^{\text {ext }}\right)$ is a dense subset of the Hilbert space $H_{\Delta, K}^{1}\left(\Omega^{\text {ext }}\right)$.

We will also use the Fréchet spaces of functions that are locally in $H_{K}^{1}\left(\Omega^{\text {ext }}\right)$ or in $H_{\Delta, K}^{1}\left(\Omega^{\text {ext }}\right)$, in the same sense as above. They will be, as above, designated by $H_{K}^{1, \text { loc }}\left(\Omega^{\text {ext }}\right)$ or $H_{\Delta, K}^{1, \text { loc }}\left(\Omega^{\text {ext }}\right)$.

For vector-valued functions, defined on an open set $\vartheta$ of $\mathbb{R}^{3}$, we will use the following notation. $F\left(\vartheta, \mathbb{C}^{3}\right)$ will always stand for the space of complex fields $\mathbf{e}:=$ ( $e^{1}, e^{2}, e^{3}$ ), with $e^{i} \in F(\vartheta)$, where $F$ is any of the functional spaces described above. Note that with our choice of a basis $\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right)$, we can identify $F\left(\vartheta, \mathbb{C}^{3}\right)$ with $\{F(\vartheta)\}^{3}$.

For vector fields defined on $\partial \omega$, we will write $\mathbf{H}^{s}(\partial \omega):=\left\{H^{2}(\partial \omega)\right\}^{3}$, and following [1], we will split $\mathbf{H}^{s}(\partial \omega)$ in two subspaces of tangential fields and normal fields to $\partial \omega$ : if $\mathbf{n}$ is the unit normal vector of $\partial \omega$, we have

$$
\mathbf{e}:=\Pi \mathbf{e}+(\mathbf{e} \cdot \mathbf{n}) \mathbf{n}
$$

where $\Pi$ is the normal projection on the tangent plane to $\partial \omega$. Thus we can set

$$
\begin{aligned}
& T H^{s}(\partial \omega):=\left\{\mathbf{e} \in \mathbf{H}^{s}(\partial \omega) /(\mathbf{e} \cdot \mathbf{n})=0\right\}, \\
& N H^{s}(\partial \omega):=\left\{\mathbf{e} \in \mathbf{H}^{s}(\partial \omega) / \mathbf{e}=\mathbf{e n}, e \in H^{s}(\partial \omega)\right\},
\end{aligned}
$$

and so

$$
\mathbf{H}^{s}(\partial \omega)=T H^{s}(\partial \omega) \oplus N H^{s}(\partial \omega) .
$$

For the norms, we will use the standard Sobolev spaces notation, noting that all the new "quasi-periodic" spaces that we have defined are Hilbert spaces when equipped with the norms issued from the usual Sobolev spaces.

Finally, we recall some facts about Green formulae and traces. For sufficiently smooth $\mathbf{e}$ and $\mathbf{e}^{*}$, defined on a regular open set $\vartheta$ of $\mathbb{R}^{3}$, the following formulae hold:

$$
\begin{gather*}
\int_{\vartheta}\left[\Delta \mathbf{e} \cdot \overline{\mathbf{e}^{*}}+\operatorname{curl} \mathbf{e} \cdot \overline{\operatorname{curl} \mathbf{e}^{*}}+\operatorname{div} \mathbf{e} \overline{\operatorname{div} \mathbf{e}^{*}}\right] d v \\
=\int_{\partial \vartheta}\left[(\operatorname{curl} \mathbf{e} \times \mathbf{n}) \cdot \overline{\mathbf{e}^{*}}+\gamma_{0} \operatorname{div} \mathbf{e}\left(\mathbf{n} \cdot \overline{\mathbf{e}^{*}}\right)\right] d \sigma,  \tag{1.9}\\
\int_{\vartheta} \Delta \mathbf{e} \cdot \overline{\mathbf{e}^{*}} d v=-\sum_{\alpha=1}^{3} \int_{\vartheta} \nabla e^{\alpha} \cdot \overline{\nabla e^{* \alpha}} d v+\int_{\partial \vartheta} \gamma_{1} \mathbf{e} \cdot \overline{\gamma_{0} \mathbf{e}} d \sigma . \tag{1.10}
\end{gather*}
$$

We now give a precise formulation of these properties in our "q.p." framework.
Proposition 1.1. Let $\mathbf{e}$ and $\mathbf{e}^{*}$ belong to $C_{K}^{\infty}\left(\mathbb{R}^{3}, \mathbb{C}^{3}\right)$. Then (1.9) and (1.10) can be written

$$
\begin{gather*}
\int_{\Omega^{\text {ext }}}\left[\Delta \mathbf{e} \cdot \overline{\mathbf{e}^{*}}+\operatorname{curl} \mathbf{e} \cdot \overline{\operatorname{curl} \mathbf{e}^{*}}+\operatorname{div} \mathbf{e} \cdot \overline{\operatorname{div} \mathbf{e}^{*}}\right] d v \\
=\int_{\partial \omega}\left[(\operatorname{curl} \mathbf{e} \times \mathbf{n}) \cdot \overline{\mathbf{e}^{*}}+\gamma_{0} \operatorname{div} \mathbf{e}\left(\mathbf{n} \cdot \overline{\mathbf{e}^{*}}\right)\right] d \sigma,  \tag{1.11}\\
\int_{\Omega^{\text {ext }}} \Delta \mathbf{e} \cdot \overline{\mathbf{e}^{*}} d v=-\sum_{\alpha=1}^{3} \int_{\Omega^{\text {ext }}} \nabla e^{\alpha} \cdot \overline{\nabla e^{* \alpha}} d v+\int_{\partial \omega} \gamma_{1} \mathbf{e} \cdot \overline{\gamma_{0} \mathbf{e}^{*}} d \sigma . \tag{1.12}
\end{gather*}
$$

Moreover, these formulae can be extended to $\mathbf{e}$ in $H_{\Delta, K}^{1}\left(\Omega^{\mathrm{ext}}, \mathbb{C}^{3}\right)$ and $\mathbf{e}^{*}$ in $H_{K}^{1}\left(\Omega^{\mathrm{ext}}, \mathbb{C}^{3}\right)$. (The integrals over $\partial \omega$ are then to be considered in a duality sense.)

Remark. As mentioned earlier, we will show in fact that (1.12) leads to the following characterization of $H_{\Delta, K}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right)$ :

$$
H_{\Delta, K}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right)=\left\{\mathbf{e} \in H_{K}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right) \cap H_{\Delta}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right) /\right.
$$

(1.12) holds for every $\left.\mathrm{e}^{*} \in \boldsymbol{H}_{K}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right)\right\}$.

Proof. $\partial \Omega^{\text {ext }}$ can be written in the following form:

$$
\partial \Omega^{\text {ext }}=\partial \omega \cup \partial \Omega \quad \text { where } \partial \Omega \text { is a lateral boundary, i.e., }
$$

$$
\partial \Omega=\left\{-d_{1} / 2, d_{1} / 2\right\} \times\left[-d_{2} / 2, d_{2} / 2\right] \times \mathbb{R} \cup\left\{-d_{2} / 2, d_{2} / 2\right\} \times\left[-d_{1} / 2, d_{1} / 2\right] \times \mathbb{R} .
$$

It is easy to see that "q.p." conditions for regular functions imply that the sum over $\partial \Omega$ vanishes. To extend these results to $H_{\Delta, K}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right)$ and $H_{K}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right)$ functions, we have first to give a precise meaning for the traces on $\partial \omega$ and $\partial \Omega$ :

Using a compactly supported smooth extension of the normal field $\mathbf{n}$, defined on $\partial \omega$, to a neighbourhood of $\partial \omega$, with the property that $|\mathbf{n}| \equiv 1$ near $\partial \omega$, for $\mathbf{e}$ in $H_{K}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right) \cap H_{\Delta}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right)$, we can define the traces

$$
\gamma_{0} \text { curl } \mathbf{e} \times \mathbf{n} \quad \text { in } T H^{-1 / 2}(\partial \omega), \quad \gamma_{1}(\boldsymbol{n} \cdot E) \quad \text { in } H^{-1 / 2}(\partial \omega) .
$$

Here $\gamma_{1}(\cdot)$ stands for the second trace or normal derivative of a function defined in a neighbourhood of $\partial \omega$. As usual, for $\mathbf{e}$ in $H_{K}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right) \cap H_{\Delta}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right)$, we can define the traces

$$
\gamma_{0} \text { dive in } H^{-1 / 2}(\partial \omega), \quad \gamma_{1} \mathbf{e} \text { in } H^{-1 / 2}(\partial \omega) .
$$

Note that only the local regularity near $\partial \omega$ is needed to define the traces above.
In an equivalent way, we can define the same kind of traces on $\partial \Omega$ :

$$
\begin{aligned}
\gamma_{0} \text { curl } \mathbf{e} \times \mathbf{n} \text { in } T H^{-1 / 2}(\partial \Omega), & \gamma_{1}(\mathbf{n} \cdot E) \quad \text { in } H^{-1 / 2}(\partial \Omega), \\
\gamma_{0} \text { div } \mathbf{e} \text { in } H^{-1 / 2}(\partial \Omega), & \gamma_{1} \mathbf{e} \quad \text { in } H^{-1 / 2}(\partial \Omega) .
\end{aligned}
$$

The presence of "corners" and the infinite extent of this boundary is handled by a suitable localization of trace definitions.

Formulae (1.9) and (1.10) are used in the setting of the above definitions, and are naturally extended for functions in $H_{K}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right) \cap H_{\Delta}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right)$. We have to prove that if $\mathbf{e}$ is, moreover, in $H_{\Delta, K}^{1}\left(\Omega^{\mathrm{ext}}, \mathbb{C}^{3}\right)$ then there is no contribution from $\partial \Omega$. In fact, (1.11) (respectively, (1.12)) gives the following characterization of $H_{\Delta, K}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right)$ :

$$
\begin{aligned}
H_{\Delta, K}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right)= & \left\{\mathbf{e} \in H_{K}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right) \cap H_{\Delta}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right) /(1.11)(\text { respectively, (1.12)) }\right. \\
& \text { holds for every } \left.\mathbf{e}^{*} \text { in } H_{K}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right)\right\} .
\end{aligned}
$$

To see this, we write

$$
\int_{\partial \Omega} \gamma_{1} \mathbf{e} \cdot \overline{\mathbf{e}^{*}} d \sigma=\int_{\Gamma 1}\left[\gamma_{1} \mathbf{e}^{(K)}\right]_{1} \cdot \overline{\mathbf{e}^{*}} d \sigma+\int_{\Gamma_{2}}\left[\gamma_{1} \mathbf{e}^{(K)}\right]_{2} \cdot \overline{\mathbf{e}^{*}} d \sigma
$$

where

$$
\left.\Gamma_{1}:=\left\{-d_{1} / 2\right\} \times\right]-d_{2} / 2, d_{2} / 2[\times \mathbb{R},
$$

$$
\left.\Gamma_{2}:=\right]-d_{1} / 2, d_{1} / 2\left[\times\left\{-d_{2} / 2\right\} \times \mathbb{R},\right.
$$

$[\cdot]_{i}$ is the jump across $\Gamma_{i}$ of functions with traces on these boundaries:

$$
\begin{aligned}
& {[\mathbf{u}]_{1}:=\mathbf{u}\left(\left(-d_{1} / 2\right)^{+}, x_{2}, x_{3}\right)-\mathbf{u}\left((-d / 2)^{-}, x_{2}, x_{3}\right),} \\
& {[\mathbf{u}]_{2}:=\mathbf{u}\left(x_{1},\left(-d_{2} / 2\right)^{+}, x_{3}\right)-\mathbf{u}\left(x_{1},\left(-d_{1} / 2\right)^{-}, x_{3}\right) .}
\end{aligned}
$$

The + or - signs represent the two sides of each boundary $\partial \Omega$, oriented by the axes $\left(0, \mathbf{e}_{1}\right)$ and ( $0, \mathbf{e}_{2}$ ) (see Fig. 2).
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It is not difficult to see that $\mathbf{e}^{(K)}$ is in $H_{\Delta}^{1}\left(\mathbb{R}^{3} \backslash \bar{S}, \mathbb{C}^{3}\right)$ if and only if the jumps [ $\left.\gamma_{1} \mathbf{e}^{(K)}\right]$ vanish, yielding the required result.

These formulae are also valid if we take $\Omega_{\rho}^{\text {ext }}$ instead of $\Omega^{\text {ext }}$ but we then must consider contributions from $\Sigma^{\rho}$.

We now come to some facts involving traces and differential geometry tools. The following formulae can be used for smooth $\mathbf{e}, \mathbf{e}^{*}$ :

$$
\begin{gather*}
\gamma_{0} \operatorname{div} \mathbf{e}=\operatorname{div}_{\partial \omega}(\Pi \mathbf{e})+2 H \mathbf{e} \cdot \mathbf{n}+\gamma_{1}(\mathbf{e} \cdot \mathbf{n}),  \tag{1.13}\\
\mathbf{n} \cdot \mathbf{e}^{*} \gamma_{0} \operatorname{div} \mathbf{e}=2 H \mathbf{e} \cdot \mathbf{e}^{*}+\gamma_{1} \mathbf{e} \cdot \overline{\gamma_{0} \mathbf{e}^{*}} \tag{1.14}
\end{gather*}
$$

when e and $\mathbf{e}^{*}$ satisfy $\Pi \mathbf{e}=\Pi \mathbf{e}^{*}=\mathbf{0}$. Here, $\operatorname{div}_{\partial \omega}()$ is the superficial divergence of a tangential field to $\partial \omega, \Pi$ is the normal projection operator on the tangential plane of $\partial \omega$, and $H$ is the mean value of the curvature at each point of the smooth surface $\partial \omega$. These formulae can be extended, by density, to fields $\mathbf{e}$ in $H_{K}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right) \cap H_{\Delta}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right)$ and $\mathrm{e}^{*}$ in $H_{K}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right)$.

For a detailed analysis of all these properties, we refer the reader to [1].
1.4. The boundary value problem. We now have all the elements needed to set a mathematical boundary value problem, describing the physical situation, and which can be handled by standard functional analysis tools, related to Sobolev spaces formulations.

Our "whole space" problem will be:
(1.5) $\quad$ Find e in $H_{K}^{1, \text { loc }}\left(\mathbb{R}^{3} \backslash \bar{S}, \mathbb{C}^{3}\right) \cap H_{\Delta}^{1, \text { loc }}\left(\mathbb{R}^{3} \backslash \bar{S}, \mathbb{C}^{3}\right)$ such that
$\Delta \mathbf{e}+k^{2} \mathbf{e}=0 \quad$ in $\mathbb{R}^{3} \backslash \bar{S}$,
$\operatorname{div} \mathbf{e}=0 \quad$ in $\mathbb{R}^{3} \backslash \bar{S}$, $\mathbf{n} \times \mathbf{e}=-\mathbf{n} \times \mathbf{e}^{\text {inc }} \quad$ on $\partial S$.
e satisfies outgoing wave conditions (1.7).
We show that this problem is equivalent to the following one, which is set only in the "elementary cell":

$$
\begin{array}{ll}
\text { Find } \mathbf{e} \text { in } H_{\Delta, K}^{1, \text { loc }}\left(\Omega^{\text {ext }},\right. & \left.\mathbb{C}^{3}\right) \text { such that }  \tag{1.16}\\
\Delta \mathbf{e}+k^{2} \mathbf{e}=0 & \text { in } \Omega^{\text {ext }}, \\
\operatorname{div} \mathbf{e}=0 & \text { in } \Omega^{\text {ext }}, \\
\mathbf{n} \times \mathbf{e}=-\mathbf{n} \times \mathbf{e}^{\text {inc }} & \text { on } \partial \omega .
\end{array}
$$

e satisfies outgoing wave conditions (1.7).
Indeed, e satisfying (1.15) can be extended by "quasi-periodicity" and its "quasiperiodic" extension $\mathbf{e}^{(K)}$ is easily found to solve (1.16). Conversely, the restriction to $\Omega^{\text {ext }}$ of any solution of (1.16) is clearly in $H_{\Delta, K}^{1, \text { loc }}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right)$, and so solves (1.15).

Our study will now be focused on the analysis of problem (1.19) or on a slight extension of it:

Find $\mathbf{e}$ in $H_{\Delta, K}^{1, \text { loc }}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right)$ such that

$$
\begin{equation*}
\Delta \mathbf{e}+k^{2} \mathbf{e}=0 \quad \text { in } \Omega^{\text {ext }} \tag{1.17}
\end{equation*}
$$

$\operatorname{div} \mathbf{e}=0 \quad$ in $\Omega^{\mathrm{ext}}$,
$\mathbf{n} \times \mathbf{e}=\mathbf{c} \in T H^{1 / 2}(\partial \omega)$.
e satisfies outgoing wave conditions (1.7).
2. Uniqueness properties. Our purpose is to establish the following uniqueness theorem.

Theorem 2.1. The problem:
$\left(P_{k}\right) \quad$ Find $\mathbf{e}$ in $H_{\Delta, K}^{1, \text { loc }}\left(\Omega^{\text {ext }}\right)$ such that
$\Delta \mathrm{e}+k^{2} \mathbf{e}=\mathbf{0} \quad$ in $\Omega^{\mathrm{ext}}$,
$\operatorname{div} \mathbf{e}=0 \quad$ in $\Omega^{\mathrm{ext}}$,
$\mathbf{n} \times \mathbf{e}=\mathbf{0} \quad$ on $\partial \omega$.
e satisfies the outgoing wave conditions (1.13)
can have nontrivial solutions only if $k$ belongs to a set $K_{\text {sing }}$ of exceptional values. $K_{\text {sing }}$ is a countable set of positive reals that can be ordered in a nondecreasing sequence $\left(k_{n}\right)_{n \geqq 0}$, tending to $+\infty$.

Theorem 2.1 will be proved after some preliminary work: we will show that we can identify the restriction to $\Omega_{\rho}^{\text {ext }}$ of a solution of $\left(P_{k}\right)$ with an eigenvector of an operator acting on $L^{2}\left(\Omega_{\rho}^{\text {ext }}\right)$, for which a complete spectral decomposition can be done.

To see how the truncated problem must be set, we begin by an analysis of some properties of a solution of $\left(P_{k}\right)$.
2.1. Properties of solutions of $\left(\boldsymbol{P}_{\boldsymbol{k}}\right)$. We begin with the following proposition.

Proposition 2.2. Let e be a solution of $\left(P_{k}\right)$. Then e belongs to $C^{\infty}\left(\overline{\left.\Omega^{\text {ext }}\right)}\right.$, and the following expansion holds for $|Z|>\rho_{0}$ :

$$
\mathbf{e}(X, Z)=\sum_{J \in \mathbb{Z}^{2}} \exp \left(i\left(\mathbf{K}+\mathbf{K}_{J}\right) \cdot X\right) \mathbf{e}_{J}(Z)
$$

where the $\mathbf{e}_{J}$ 's are given by

$$
\begin{aligned}
& \mathbf{e}_{J}(Z)=\mathbf{e}_{J}^{0+} \exp \left(i \mu_{J} Z\right), \quad Z>\rho_{0} \\
& \mathbf{e}_{J}(Z)=\mathbf{e}_{J}^{0-} \exp \left(-i \mu_{J} Z\right), \quad Z<-\rho_{0}
\end{aligned}
$$

This series is absolutely convergent and termwise infinitely differentiable.
Proof. Regularity properties are local properties; thus, it can be easily deduced from the usual regularity properties (cf. [1], [2], for example), that

$$
\left.\mathbf{e} \in C^{\infty}\left(\Omega \backslash \omega, \mathbb{C}^{3}\right) \quad \text { (regularity up to } \partial \omega\right) .
$$

Having in mind then that the "q.p." extension of $\mathbf{e}, \mathbf{e}^{(k)}$ satisfies the Helmholtz equation in $\mathbb{R}^{3} \backslash S$, and using elliptic regularity properties for this equation again, but in $\mathbb{R}^{3} \backslash S$, we see that regularity goes up to the lateral part of the boundary, that is to say, $\partial \Omega$, and so we have

$$
\mathbf{e} \in C^{\infty}\left(\overline{\Omega^{\mathrm{ext}}}, \mathbb{C}^{3}\right) .
$$

The expansion can then be established as in $\S 1$, having in mind that the regularity properties of $\mathbf{e}$ ensure that the series has the requested convergence.

Lemma 2.3. Let e solve $\left(P_{k}\right)$ and set

$$
\begin{aligned}
J_{k}^{+} & :=\left\{J \in \mathbb{Z}^{2} /\left|\mathbf{K}+\mathbf{K}_{J}\right| \geqq k\right\}, \\
\boldsymbol{f}_{k}^{-} & :=\left\{J \in \mathbb{Z}^{2} /\left|\mathbf{K}+\mathbf{K}_{J}\right|<k\right\} .
\end{aligned}
$$

Then $\mathbf{e}_{J}(Z)=0$ for $J \in J_{k}^{-}$and $|Z|>\rho_{0}$; hence, we have $\mathbf{e} \in H_{\Delta, K}^{1}\left(\Omega^{\text {ext }}, \mathbb{C}^{3}\right)$, except the case where there is a J in $J_{k}^{+}$such that $\left|\mathbf{K}+\mathbf{K}_{J}\right|=k$.

Proof. We apply Green formula in its usual form (see § 1.3) to the functions $\mathbf{e}$ and $\mathbf{e}$ in the set $\Omega_{\rho}^{\text {ext }}$, for an arbitrarily chosen $\rho>\rho_{0}$ :

$$
\begin{equation*}
0=\int_{\Omega_{\rho}^{\text {ext }}}(\Delta \mathbf{e} \cdot \overline{\mathbf{e}}-\Delta \mathbf{e} \cdot \mathbf{e}) d v=\int_{\partial \omega \cup \Sigma^{\rho}}\left(\gamma_{1} \mathbf{e} \cdot \overline{\gamma_{0} \mathbf{e}}-\overline{\gamma_{1} \mathbf{e}} \cdot \gamma_{0} \mathbf{e}\right) d \sigma . \tag{2.1}
\end{equation*}
$$

We treat separately the contributions from $\partial \omega$ and $\Sigma^{\rho}$ to the boundary integral in (2.1).

On $\partial \omega$, the first trace of dive, $\gamma_{0}$ dive vanishes. The use of (1.17) then yields

$$
\begin{equation*}
0=2 H|\mathbf{e}|^{2}+\gamma_{1} \mathbf{e} \cdot \overline{\gamma_{0}} \mathbf{e} . \tag{2.2}
\end{equation*}
$$

Hence $\gamma_{1} \mathbf{e} \cdot \overline{\gamma_{0} \mathbf{e}}$ is real and the contribution of $\partial \omega$ to (2.1) cancels.
We now consider the contribution from $\Sigma^{\rho}$ to the boundary integral in (2.1); thanks to the expansion of Proposition 2.2, we have

$$
\int_{\Sigma^{\rho}} \gamma_{1} \mathbf{e} \cdot \overline{\gamma_{0} \mathbf{e}} d \sigma=d_{1} d_{2} \sum_{J \in \mathbb{Z}^{2}} i \mu_{J}\left(\left|\mathbf{e}_{J}^{0^{+}}\right|^{2}+\left|\mathbf{e}_{J}^{0-}\right|^{2}\right) \exp \left(i\left(\mu_{J}-\overline{\mu_{J}}\right) \rho\right)
$$

Now, we see that

$$
J \in J_{k}^{+} \Rightarrow i \mu_{J} \exp \left(i\left(\mu_{J}-\overline{\mu_{J}}\right) \rho\right) \in \mathbb{R} .
$$

This, with (2.1), implies that

$$
2 d_{1} d_{2} \sum_{J \in J_{k}} i \mu_{J}\left(\left|\mathbf{e}_{J}^{0+}\right|^{2}+\left|\mathbf{e}_{J}^{0-}\right|^{2}\right)=0
$$

Thus we find that

$$
\left|\mathbf{e}_{J}^{0+}\right|=\left|\mathbf{e}_{J}^{0-}\right|=0 \quad \text { for all } J \text { in } J_{k}^{-} .
$$

Hence $\mathbf{e}_{J}(Z)=0$ for all $J$ in $J_{k}^{-}$and $|Z|>\rho_{0}$.
If there is no index $J \in \mathbb{Z}^{2}$ such that $\left|\mathbf{K}+\mathbf{K}_{J}\right|=k$, the fact that $\mathbf{e}$ is in $H_{\Delta, K}^{1}\left(\Omega^{\text {ext }}\right)$ follows easily from the exponential decrease of $\mathbf{e}_{J}(Z)$ for $J$ in $J_{k}^{+}$.

Lemma 2.3 shows, in this last case, that a solution of $\left(P_{k}\right)$ appears as an eigenfunction of the unbounded operator of $\mathbf{L}^{2}\left(\Omega^{\mathrm{ext}}, \mathbb{C}^{3}\right), A$, defined by

$$
\begin{aligned}
& D(A):=\left\{\mathbf{e} \in H_{\Delta, K}^{1}\left(\Omega^{\mathrm{ext}}\right) / \mathbf{n} \times \mathbf{e}=\mathbf{0} \text { on } \partial \omega ; \gamma_{0} \operatorname{div} \mathbf{e}=0 \text { on } \partial \omega\right\}, \\
& A \mathbf{e}:=-\Delta \mathbf{e} \text { for } \mathbf{e} \text { in } D(A) .
\end{aligned}
$$

We will not study directly the spectrum of $A$. However, the main properties of $A$ are summarized in the following proposition which will be given without its proof.

Proposition 2.4. $A$ is a self-adjoint operator on $\mathbf{L}^{2}\left(\Omega^{\text {ext }} ; C^{3}\right)$, with dense domain. Its spectrum $\Sigma(A)$ is such that

$$
\begin{aligned}
& \Sigma(A) \subset[0 ;+\infty[, \\
& \Sigma_{\text {ess }}(A)=[m ;+\infty[
\end{aligned}
$$

where

$$
m=\min _{J \in Z^{2}}\left\{\left|K+K_{J}\right|\right\}
$$

Theorem 2.1 states that $A$ has at most a sequence tending to $+\infty$ of eigenvalues in its spectrum.
2.2. The truncated problem. We now turn to the study of a problem set in a truncated domain $\Omega_{\rho}^{\text {ext }}$ for $\rho \geqq \rho_{0}$. To this end, we introduce Hilbert spaces of "q.p." functions defined on $\Omega_{\rho}^{\text {ext }}$, which are given by

$$
\begin{aligned}
& C_{K}^{\infty}\left(\Omega_{\rho}^{\mathrm{ext}}, \mathbb{C}^{3}\right)=\left\{\mathbf{e}_{\mid \Omega_{\rho}^{\mathrm{ext}}}: \mathbf{e} \in C_{K}^{\infty}\left(\Omega^{\mathrm{ext}}, \mathbb{C}^{3}\right)\right\}, \\
& H_{K}^{1}\left(\Omega_{\rho}^{\mathrm{ext}}, \mathbb{C}^{3}\right)=\left\{\mathbf{e}_{\mathbf{\Omega}_{\rho}^{\mathrm{ext}}}: \mathbf{e} \in H_{K}^{1}\left(\Omega_{\rho}^{\mathrm{ext}}, \mathbb{C}^{3}\right)\right\} \\
& H_{\Delta, K}^{1}\left(\Omega_{\rho}^{\mathrm{ext}}, \mathbb{C}^{3}\right)=\left\{\mathbf{e}_{\mid \Omega_{\rho}^{\mathrm{ext}}}: \mathbf{e} \in H_{\Delta, K}^{1}\left(\Omega^{\mathrm{ext}}, \mathbb{C}^{3}\right)\right\} .
\end{aligned}
$$

These spaces are endowed with their natural norms. We begin by giving some trace properties on $\Sigma^{\rho}$ for functions in $H_{K}^{1}\left(\Omega_{\rho}^{\text {ext }}, \mathbb{C}^{3}\right)$ and $H_{\Delta, K}^{1}\left(\Omega_{\rho}^{\text {ext }}, \mathbb{C}^{3}\right)$, which will enable us to set the appropriate truncation relations on $\Sigma^{\rho}$. The usual trace properties are slightly complicated by the decomposition of $\partial \Omega_{\rho}^{\text {ext }}$ in three parts of different "nature": $\partial \Omega_{\rho}^{\text {ext }}=\partial \omega \cup \Sigma^{\rho} \cup \Gamma_{1}$, where $\Gamma_{1}$ is the lateral part of the boundary i.e., $\Gamma_{1}:=\partial \Omega_{\rho}^{\text {ext }} \cap \partial \Omega$. (See Fig. 3.)

We show that we can extend a "q.p." version of the first trace $\gamma_{0}$, well defined for functions in $C_{K}^{\infty}\left(\Omega_{\rho}^{\text {ext }}, \mathbb{C}^{3}\right)$, to $H_{K}^{1}\left(\Omega_{\rho}^{\text {ext }} \mathbb{C}^{3}\right)$, with values in a fractionary order Sobolev space of "q.p." functions over $\Sigma^{\rho}$. We then get similar results for second traces of functions in $H_{\Delta, K}^{1}\left(\Omega_{\rho}^{\text {ext }}, \mathbb{C}^{3}\right)$, which will be defined in a fractionary order Sobolev space of "q.p." distributions on $\Sigma^{\rho}$.

Let $\mathbf{e}$ be in $C_{K}^{\infty}\left(\Omega_{\rho}^{\text {ext }}, \mathbb{C}^{3}\right)$ and $\varphi$ be a $C^{\infty}(\mathbb{R})$ function, with $\varphi \equiv 1$ near $Z={ }_{-}^{+} \rho$ vanishing for $|\boldsymbol{Z}|<\rho_{0}$. Consider the "q.p." expansion of e ; we have

$$
\left|\mathbf{e}_{J}(\rho)\right|^{2}=2 \operatorname{Re}\left(\int_{\rho_{0}}^{+\rho} \frac{\partial}{\partial z} \mathbf{e}_{J}(z) \cdot \overline{\mathbf{e}_{J}(z)} \varphi(z) d z\right)+\int_{\rho_{0}}^{+\rho} \frac{\partial}{\partial z} \varphi(z)\left|\mathbf{e}_{J}(z)\right|^{2} d z .
$$

Hence there exist two constants $C$ and $C^{\prime}$ such that

$$
\left|\mathbf{e}_{J}(\rho)\right|^{2} \leqq 2 C\left|\mathbf{e}_{J}\right|_{L^{2}\left(\rho_{0}, \rho\right)} \times\left|\frac{\partial}{\partial z} \mathbf{e}_{J}\right|_{L^{2}\left(\rho_{0}, \rho\right)}+C^{\prime}\left|\mathbf{e}_{J}\right|_{L^{2}\left(\rho_{0}, \rho\right)}^{2}
$$

So, multiplying this inequality by $\left|\mathbf{K}+\mathbf{K}_{J}\right|$ and adding the corresponding terms, we have

$$
\begin{gathered}
\sum_{J \in \mathbb{Z}^{2}}\left|\mathbf{K}+\mathbf{K}_{J}\right|\left|\mathbf{e}_{J}(\rho)\right|^{2} \leqq C\left(\sum_{J \in \mathbb{Z}^{2}}\left|\mathbf{K}+\mathbf{K}_{J}\right|^{2}\left|\mathbf{e}_{J}\right|_{L^{2}\left(\rho_{0}, \rho\right)}^{2}+\sum_{J \in \mathbb{Z}^{2}}\left|\frac{\partial}{\partial z} \mathbf{e}_{J}\right|_{L^{2}\left(\rho_{0}, \rho\right)}^{2}\right) \\
+C^{\prime} \sum_{J \in \mathbb{Z}^{2}}\left|\mathbf{K}+\mathbf{K}_{J}\right|\left|\mathbf{e}_{J}\right|_{L^{2}\left(\rho_{0}, \rho\right)}^{2} .
\end{gathered}
$$

Thus we conclude that

$$
\sum_{J \in \mathbb{Z}^{2}}\left|\mathbf{K}+\mathbf{K}_{J}\right|\left|\mathbf{e}_{J}(\rho)\right|^{2} \leqq C^{\prime \prime} \mid \mathbf{e}_{1, \Omega_{\rho}^{e x t}}^{2}
$$

and the same estimate holds for $Z=-\rho$.
For $\mathbf{e}$ in $L^{2}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)$ we set

$$
\begin{equation*}
|\mathbf{e}|_{1 / 2, \mathbb{\Sigma}^{p}}^{2}:=\sum_{J \in \mathbb{Z}^{2}}\left(1+\left|\mathbf{K}+\mathbf{K}_{J}\right|^{2}\right)^{1 / 2}\left(\left|\mathbf{e}_{J}^{+}\right|^{2}+\left|\mathbf{e}_{J}^{-}\right|^{2}\right) \tag{2.3}
\end{equation*}
$$

where

$$
\mathbf{e}_{J}^{+}\left(\text {respectively, } \mathbf{e}_{J}^{-}\right):=\int_{\Sigma^{\rho} \cap\{z=+\rho(\text { respectively }, z=-\rho)\}} \mathbf{e}(X) \exp \left(-i\left(\mathbf{K}+\mathbf{K}_{J}\right) \cdot \boldsymbol{X}\right) d \sigma_{X}
$$
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and we define $H_{K}^{1 / 2}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)$ as the space of functions $\mathbf{e}$ in $L^{2}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)$ for which $\mid \mathbf{e}_{1 / 2, \Sigma^{\rho}}<+\infty$.
$H_{K}^{1 / 2}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)$ can be given a Hilbert space structure, by means of formula (2.3). It is then clear that we can define a continuous trace $\gamma_{0}$ on $\Sigma^{\rho}$ for functions of $H_{K}^{1}\left(\Omega_{\rho}^{\text {ext }}, \mathbb{C}^{3}\right)$, in the space $H_{K}^{1 / 2}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)$, extending by density formula (2.3).

Now, for functions in $H_{\Delta, K}^{1}\left(\Omega_{\rho}^{\text {ext }}, \mathbb{C}^{3}\right)$ we carry out the same program and show that we can define a second trace in the space $H_{K}^{-1 / 2}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)$, defined similarly to $H_{K}^{1 / 2}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)$ by

$$
H_{K}^{-1 / 2}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)=\left\{\mathbf{v}=\sum_{J \in Z^{2}} \mathbf{v}_{J} \exp \left(i\left(K+K_{J}\right) \cdot X\right): \sum_{J \in Z^{2}}\left|\mathbf{v}_{J}\right|^{2}\left(1+\left|K+K_{J}\right|^{2}\right)^{-1 / 2}<+\infty\right\}
$$

where the summation over $Z^{2}$ of the oscillating exponentials is to be understood in a distributional sense ("q.p." distributions on the "torus" $\left.\Sigma^{\rho}\right) . H_{K}^{-1 / 2}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)$ can be identified with $\left(H_{K}^{1 / 2}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)\right)^{\prime}$, the dual space of $H_{K}^{1 / 2}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)$, when $L^{2}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)$ is identified with its own dual. The (anti-)duality pairing between these spaces is obviously given by

$$
\left\langle\mathbf{v}^{\prime}, \mathbf{v}\right\rangle_{-1 / 2,1 / 2}=\sum_{J \in Z^{2}} \mathbf{v}_{J}^{\prime} \mathbf{v}_{J}
$$

Let $\mathbf{e}$ be in $C_{K}^{\infty}\left(\Omega_{\rho}^{\text {ext }}, \mathbb{C}^{3}\right)$ and take $\varphi$ as above; we have

$$
\left|\frac{\partial}{\partial z} \mathbf{e}_{J}(\rho)\right|^{2}=2 \operatorname{Re}\left(\int_{\rho_{0}}^{+\rho} \frac{\partial^{2}}{\partial z^{2}} \mathbf{e}_{J}(z) \cdot \frac{\partial}{\partial z} \overline{\mathbf{e}_{J}(z)} \varphi(z) d z\right)+\int_{\rho_{0}}^{+\rho} \frac{\partial}{\partial z} \varphi(z)\left|\frac{\partial}{\partial z} \mathbf{e}_{J}(z)\right|^{2} d z .
$$

Hence

$$
\left|\frac{\partial}{\partial z} \mathbf{e}_{J}(\rho)\right|^{2} \leqq 2 C\left|\frac{\partial^{2}}{\partial z^{2}} \mathbf{e}_{J}\right|_{L^{2}\left(\rho_{0}, \rho\right)} \times\left|\frac{\partial}{\partial z} \mathbf{e}_{J}\right|_{L^{2}\left(\rho_{0}, \rho\right)}+C^{\prime}\left|\frac{\partial}{\partial z} \mathbf{e}_{J}\right|_{L^{2}\left(\rho_{0}, \rho\right)}^{2} .
$$

So, dividing this inequality by $p_{J}:=\left(1+\left|\mathbf{K}+\mathbf{K}_{J}\right|^{2}\right)^{1 / 2}$ and adding the corresponding terms, we have

$$
\begin{align*}
& \sum_{J \in \mathbb{Z}^{2}} \frac{1}{p_{J}}\left|\frac{\partial}{\partial z} \mathbf{e}_{J}(\rho)\right|^{2} \leqq C\left(\sum_{J \in \mathbb{Z}^{2}} \frac{1}{p_{J}^{2}}\left|\frac{\partial^{2}}{\partial z^{2}} \mathbf{e}_{J}\right|_{L^{2}\left(\rho_{0}, \rho\right)}^{2}+\sum_{J \in \mathbb{Z}^{2}}\left|\frac{\partial}{\partial z} \mathbf{e}_{J}\right|_{L^{2}\left(\rho_{0}, \rho\right)}^{2}\right) \\
&+C^{\prime} \sum_{J \in \mathbb{Z}^{2}} \frac{1}{p_{J}}\left|\mathbf{e}_{J}\right|_{L^{2}\left(\rho_{0}, \rho\right)}^{2} . \tag{2.4}
\end{align*}
$$

As $\mathbf{e}$ is very regular, each one of the sums in the right member of (2.4) makes sense; we now try to get estimates in $H_{\Delta, K}^{1}\left(\Omega_{\rho}^{\text {ext }}, \mathbb{C}^{3}\right)$ as follows. We have

$$
\begin{aligned}
& \frac{1}{p_{J}^{2}}\left|\frac{\partial^{2}}{\partial z^{2}} \mathbf{e}_{J}\right|_{L^{2}\left(\rho_{0}, \rho\right)}^{2} \\
& \quad \leqq \frac{3}{2}\left(\frac{1}{p_{J}^{2}}\left|\frac{\partial^{2}}{\partial z^{2}} \mathbf{e}_{J}-\left|\mathbf{K}+\mathbf{K}_{J}\right|^{2} \mathbf{e}_{J}\right|_{L^{2}\left(\rho_{0}, \rho\right)}^{2}+\frac{\left|\mathbf{K}+\mathbf{K}_{J}\right|^{4}}{p_{J}^{2}}\left|\mathbf{e}_{J}\right|_{L^{2}\left(\rho_{0}, \rho\right)}^{2}\right)
\end{aligned}
$$

and

$$
\Delta \mathbf{e}(X, Z)=\sum_{J \in \mathbb{Z}^{2}}\left(\frac{\partial^{2}}{\partial z^{2}} \mathbf{e}_{J}-\left|\mathbf{K}+\mathbf{K}_{J}\right|^{2} \mathbf{e}_{J}\right) \exp \left(i\left(\mathbf{K}+\mathbf{K}_{J}\right) \cdot X\right) \quad \text { for } \rho \geqq|Z| \leqq \rho_{0},
$$

is in $L^{2}\left(\Omega_{\rho}^{\text {ext }}, \mathbb{C}^{3}\right)$. Thus, we conclude that

$$
\sum_{J \in \mathbb{Z}^{2}}\left(1+\left|\mathbf{K}+\mathbf{K}_{J}\right|^{2}\right)^{-1 / 2}\left|\frac{\partial}{\partial z} \mathbf{e}_{J}(\rho)\right|^{2} \leqq C^{\prime \prime}\left(\left|\mathbf{e}_{1, \Omega_{\rho}^{2 x t}}^{2}+|\Delta \mathbf{e}|_{0, \Omega_{\rho}^{2 x t}}^{2}\right)\right.
$$

and the same estimate holds for $Z=-\rho$.

This shows that the mapping $\mathbf{e} \rightarrow(\partial \mathbf{e} / \partial \mathbf{n})=\gamma_{1} \mathbf{e}$ can be continuously extended to $H_{\Delta, K}^{1}\left(\Omega_{\rho}^{\text {ext }}, \mathbb{C}^{3}\right)$ with values in $H_{K}^{-1 / 2}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)$. Here we have used the fact, pointed out in $\S 1.3$, that $H_{K}^{1}\left(\Omega_{\rho}^{\text {ext }}, \mathbb{C}^{3}\right)$ is the closure of $C_{K}^{\infty}\left(\Omega_{\rho}^{\text {ext }}, \mathbb{C}^{3}\right)$ for the $\|\cdot\|_{\Delta, \Omega_{\rho}^{\text {ext }}}$ norm.

We now come to the definition of an operator, acting on the space $H_{K}^{1 / 2}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)$ with values in $\left(H_{K}^{1 / 2}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)\right)^{\prime}$ given by the following proposition $\left((\cdot)^{+}\right.$(respectively, $(\cdot)^{-}$), is the value on $Z=+\rho$ (respectively, $Z=-\rho$ ), of a function defined on $\Sigma^{\rho}$ ).

Proposition 2.5. Let $C_{K}^{\infty}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)$ be the set of regular "q.p." functions of $\Sigma^{\rho}$. Then $T_{k}$ defined for $\mathbf{e}$ in $C_{K}^{\infty}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)$ by

$$
\begin{aligned}
& \left(T_{k} \mathbf{e}\right)^{+}=i \sum_{J \in J_{k}^{+}} \mu_{J}(k) \mathbf{e}_{J}^{+} \exp \left(i\left(\mathbf{K}+\mathbf{K}_{J}\right) \cdot X\right), \\
& \left(T_{k} \mathbf{e}\right)^{-}=i \sum_{J \in J_{k}^{+}} \mu_{J}(k) \mathbf{e}_{J}^{-} \exp \left(i\left(\mathbf{K}+\mathbf{K}_{J}\right) \cdot X\right)
\end{aligned}
$$

can be extended to a continuous linear operator from $H_{K}^{1 / 2}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)$ to the set $\left(H_{K}^{1 / 2}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)\right)^{\prime}$.

Moreover, $T_{k}$ satisfies the following relations. For all

$$
\mathbf{e}, \mathbf{e}^{*} \in\left\{H_{K}^{1 / 2}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)\right\}^{2}:
$$

$$
\begin{equation*}
\left\langle T_{k} \mathbf{e}, \mathbf{e}^{*}\right\rangle=\left\langle T_{k} \mathbf{e}^{*}, \mathbf{e}\right\rangle, \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
\left\langle T_{k} \mathbf{e}, \mathbf{e}\right\rangle \leqq 0 \tag{ii}
\end{equation*}
$$

$\langle\cdot, \cdot\rangle$ stands for the duality brackets between $\left(H_{K}^{1 / 2}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)\right)^{\prime}$ and $H_{K}^{1 / 2}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)$.
Proof. Take smooth $\mathbf{e}$ and $\mathbf{e}^{*}$ and consider

$$
\int_{\Sigma^{\rho}} T_{k} \mathbf{e} \cdot \overline{\mathbf{e}^{*}} d \sigma_{X}=-d_{1} d_{2} \sum_{J \in J_{K}^{+}}\left|\mu_{J}(k)\right|\left(\mathbf{e}_{J}^{+} \cdot \overline{\mathbf{e}_{J}^{+*}}+\mathbf{e}_{J}^{-} \cdot \overline{\mathbf{e}_{J}^{-*}}\right)
$$

We clearly have

$$
\left|\sum_{J \in J_{k}^{+}}\right| \mu_{J}(k) \mid \mathbf{e}_{J}^{+} \cdot \overline{\left.\mathbf{e}_{J}^{+*}\right|^{2}} \leqq\left(\sum_{J \in J_{k}^{+}}\left|\mu_{J}(k)\right|\left|\mathbf{e}_{J}^{+}\right|^{2}\right)\left(\sum_{J \in J_{k}^{+}}\left|\mu_{J}(k)\right|\left|\mathbf{e}_{J}^{+*}\right|^{2}\right)
$$

and the same estimate holds for the terms with a minus sign. But

$$
\left|\mu_{J}(k)\right| \leqq\left|\mathbf{K}+\mathbf{K}_{J}\right|
$$

and so,

$$
\left|\left\langle T_{k} \mathbf{e}, \mathbf{e}^{*}\right\rangle\right| \leqq c|\mathbf{e}|_{1 / 2, \Sigma^{\rho}}\left|\mathbf{e}^{*}\right|_{1 / 2, \Sigma^{\rho}} .
$$

This estimate ends the proof of the first part of Proposition 2.5. Properties (i) and (ii) are immediate for regular functions and can be extended by density for functions in $H_{K}^{1 / 2}\left(\Sigma^{\rho}, \mathbb{C}^{3}\right)$.

The following proposition justifies the introduction of $T$.
Proposition 2.6. Let e solve $\left(P_{k}\right)$; then the traces on $\Sigma^{\rho}$ of the restriction to $\Omega_{\rho}^{\text {ext }}$ of e satisfy

$$
\begin{equation*}
\gamma_{1} \mathbf{e}=T\left(\gamma_{0} \mathbf{e}\right) \tag{2.5}
\end{equation*}
$$

Proof. We just have to consider the expansion of egiven by Proposition 2.2 and take its normal derivative on $\Sigma^{\rho}$. Using then Proposition 2.2, we see that there is no component $\mathbf{e}_{J}(z)$, with $J \in J_{k}^{-}$. This enables us to write (2.5).

We are now led to the study of an operator $A_{k}$, defined as a realization of $-\Delta$ on $\Omega_{\rho}^{\text {ext }}$, satisfying (2.5) on $\Sigma^{\rho}$, the electric boundary value condition on $\partial \omega$, and "q.p." conditions on the lateral boundary.

$$
\begin{aligned}
& D\left(A_{k}\right):=\left\{\mathbf{e} \in H_{\Delta, K}^{1}\left(\Omega_{\rho}^{\text {ext }}, \mathbb{C}^{3}\right) / \mathbf{n} \times \mathbf{e}=\mathbf{0} \text { on } \partial \omega ;\right. \\
& \\
& \left.\gamma_{0} \operatorname{div} \mathbf{e}=0 \text { on } \partial \omega: \gamma_{1} \mathbf{e}=T\left(\gamma_{0} \mathbf{e}\right) \text { on } \Sigma^{\rho}\right\} \\
& A_{k} \mathbf{e}:=-\Delta \mathbf{e} \quad \text { for } \mathbf{e} \text { in } D\left(A_{k}\right) .
\end{aligned}
$$

Thanks to Proposition 1.1 and the above trace properties, we can state the following characterization of the space $H_{\Delta, K}^{1}\left(\Omega_{\rho}^{\text {ext }}, \mathbb{C}^{3}\right)$, which will make easier the analysis of $A_{k}$.

$$
\begin{aligned}
& H_{\Delta, K}^{1}\left(\Omega_{\rho}^{\mathrm{ext}}, \mathbb{C}^{3}\right):=\left\{\mathbf{e} \in H_{K}^{1}\left(\Omega_{\rho}^{\mathrm{ext}}, \mathbb{C}^{3}\right) \cap H_{\Delta}^{1}\left(\Omega_{\rho}^{\mathrm{ext}}, \mathbb{C}^{3}\right) /\right. \\
& \forall \mathbf{e}^{*} \in H_{K}^{1}\left(\Omega_{\rho}^{\mathrm{ext}}, \mathbb{C}^{3}\right) \int_{\Omega_{\rho}^{\mathrm{ext}}} \Delta \mathbf{e} \cdot \overline{\mathbf{e}^{*}} d v \\
&\left.=-\sum_{\alpha=1}^{3} \int_{\Omega_{\rho}^{\mathrm{ext}}} \nabla e^{\alpha} \cdot \overline{\nabla e^{\alpha}} d v+\int_{\partial \omega \cup \Sigma^{\rho}} \gamma_{1} \mathbf{e} \cdot \overline{\gamma_{0} \mathbf{e}^{*}} d \sigma\right\} .
\end{aligned}
$$

Here, the sum over $\partial \omega \cup \Sigma^{\rho}$ is to be understood in a duality sense.
We will prove the following theorem.
Theorem 2.7. $A_{k}$ is a self-adjoint, densely defined operator, with compact resolvent.
Proof. The set of smooth functions vanishing in a neighbourhood of $\partial \Omega_{\rho}^{\text {ext }}$ is dense in $L^{2}\left(\Omega_{\rho}^{\text {ext }}, \mathbb{C}^{3}\right)$ and is embedded in $D\left(A_{k}\right)$.

Take $\mathbf{e}$ and $\mathbf{e}^{*}$ in $D\left(A_{k}\right)$; using Green formula we get

$$
\begin{equation*}
\int_{\Omega_{\rho}^{\text {ext }}}\left(\Delta \mathbf{e} \cdot \overline{\mathbf{e}^{*}}-\overline{\Delta \mathbf{e}^{*}} \cdot \mathbf{e}\right) d v=\int_{\partial \omega \cup \Sigma^{\rho}}\left(\gamma_{1} \mathbf{e} \cdot \overline{\gamma_{0} \mathbf{e}^{*}}-\overline{\gamma_{1} \mathbf{e}^{*}} \cdot \gamma_{0} \mathbf{e}\right) d \sigma . \tag{2.6}
\end{equation*}
$$

Using formulae (1.16), (1.17) on $\partial \omega$, we see that

$$
\gamma_{1} \mathbf{e} \cdot \overline{\gamma_{0} \mathbf{e}^{*}}-\overline{\gamma_{1} \mathbf{e}^{*}} \cdot \gamma_{0} \mathbf{e}=-2 H \gamma_{0} \mathbf{e} \cdot \overline{\gamma_{0} \mathbf{e}^{*}}+2 \overline{H \gamma_{0} \mathbf{e}^{*}} \cdot \gamma_{0} \mathbf{e}=0 \quad \text { on } \partial \omega .
$$

On $\Sigma^{\rho}$, boundary relations enable us to write

$$
\int_{\Sigma^{\rho}}\left(\gamma_{1} \mathbf{e} \cdot \overline{\gamma_{0} \mathbf{e}^{*}}-\overline{\gamma_{1} \mathbf{e}^{*}} \cdot \gamma_{0} \mathbf{e}\right) d \sigma=\left\langle T_{k} \mathbf{e}, \mathbf{e}^{*}\right\rangle-\overline{\left\langle T_{k} \mathbf{e}^{*}, \mathbf{e}\right\rangle}=0
$$

Thus the left-hand side of (2.6) vanishes and $A_{k}$ is symmetric.
We show that, for $\delta$ sufficiently large, $A_{k}+\delta I$ is maximal positive, so that selfadjointness will follow standard arguments. For this purpose, let us analyse the following problem:

For $\mathbf{f}$ in $L^{2}\left(\Omega_{\rho}^{\text {ext }}, \mathbb{C}^{3}\right)$, find e in $D\left(A_{k}\right)$ such that

$$
\begin{equation*}
A_{k} \mathbf{e}+\gamma \mathbf{e}=\mathbf{f} . \tag{2.7}
\end{equation*}
$$

Problem (2.7) has one and only one solution, for $\gamma$ large enough, which is given by the solution of a variational problem set as follows.

We define

$$
\mathbf{V}\left(\Omega_{\rho}^{\mathrm{ext}}\right):=\left\{\mathbf{e} \in H_{K}^{1}\left(\Omega_{\rho}^{\mathrm{ext}}, \mathbb{C}^{3}\right) / \mathbf{n} \times \mathbf{e}=\mathbf{0} \text { on } \partial \omega\right\}
$$

and

$$
a_{k}\left(\mathbf{e}, \mathbf{e}^{*}\right):=\sum_{\alpha=1}^{3}\left(\nabla e^{\alpha} \mid \nabla e^{* \alpha}\right)_{0, \Omega_{\rho}^{\text {ext }}}-\left\langle T_{k} \mathbf{e}, \mathbf{e}^{*}\right\rangle-2 \int_{\partial \omega} H\left(\mathbf{e} \cdot \overline{\mathbf{e}^{*}}\right) d \sigma .
$$

Then, a variational formulation of (2.7) is:
(2.8) Find $\mathbf{e}$ in $\mathbf{V}\left(\Omega_{\rho}^{\text {ext }}\right)$ such that, for all $\mathbf{e}^{*}$ in $\mathbf{V}\left(\Omega_{\rho}^{\text {ext }}\right)$,

$$
a_{k}\left(\mathbf{e}, \mathbf{e}^{*}\right)+\gamma\left(\mathbf{e} \mid \mathbf{e}^{*}\right)_{0, \Omega_{\rho}^{\text {ext }}}^{\text {ext }}=\left(\mathbf{f} \mid \mathbf{e}^{*}\right)_{0, \Omega_{\rho}^{\mathrm{ext}}} .
$$

Lemma 2.8, which will be proved later, gives the properties of (2.8).
Lemma 2.8. There is a positive real $\gamma^{*}$ such that, for all $\gamma \geqq \gamma^{*}$, we have that $a_{k}(\cdot, \cdot)+\gamma(\cdot \mid \cdot)_{0, \Omega_{p}^{\text {ext }}}$ is a continuous coercive sesquilinear form on the Hilbert space $\left(\mathbf{V}\left(\Omega_{\rho}^{\mathrm{ext}}\right),\|\cdot\|_{1, \Omega_{\rho}^{\mathrm{ext}}}\right)$.

Lemma 2.8 and the Lax-Milgram theorem enable us to state that problem (2.8) has one and only one solution, for a given $\mathbf{f}$ in $L^{2}\left(\Omega_{\rho}^{\text {ext }}\right)$ and $\gamma \geqq \gamma^{*}$.

It remains to show that the solution of (2.6) belongs to $D\left(A_{k}\right)$, and leads to (2.7). This is a matter of classical tools in the analysis of variational problems, and we omit the proof.
$D\left(A_{k}\right)$ is compactly embedded in $L^{2}\left(\Omega_{\rho}^{\text {ext }}, \mathbb{C}^{3}\right)$; thus, $A_{k}$ has compact resolvent. This ends the proof of Theorem 2.7.

Proof of Lemma 2.8. In view of Proposition 2.5 and trace results of § 1, it is clear that $a_{k}(\cdot, \cdot)$ is well defined and continuous on $\left(V_{k}\left(\Omega_{\rho}^{\text {ext }}\right),\|\cdot\|_{1, \Omega_{\rho}^{\text {ext }}}\right)$. We now prove that $a_{k}(\cdot, \cdot)+\gamma(\cdot \mid \cdot)_{0, \Omega_{\rho}^{\text {ext }}}$ is coercive, with respect to the norm $\|\cdot\|_{1, \Omega_{\rho}^{\text {ext }}}$. Thanks to Proposition 2.5(ii), we have

$$
a_{k}(\mathbf{e}, \mathbf{e})+\gamma(\mathbf{e} \mid \mathbf{e})_{0, \Omega_{\rho}^{\operatorname{ext}}} \geqq|\mathbf{e}|_{1, \Omega_{\rho}^{2}}^{2}+\gamma|\mathbf{e}|_{0, \Omega_{\rho}^{2}}^{2} \int_{\partial \omega} 2 H|\mathbf{e}|^{2} d \sigma .
$$

But for every $\varepsilon>0$, we have the estimate (see [7])

$$
|\mathbf{e}|_{0, \partial \omega}^{2} \leqq \varepsilon|\mathbf{e}|_{1, \Omega_{\rho}^{2}}^{2}+c(\varepsilon)|\mathbf{e}|_{0, \Omega_{\rho}^{2 x t}}^{2} .
$$

Thus for $\gamma$ large enough, $a_{k}(\mathbf{e}, \mathbf{e})+\gamma(\mathbf{e} \mid \mathbf{e})_{0, \Omega_{\rho}^{e x t}} \geqq \alpha\|\mathbf{e}\|_{1, \Omega_{\rho}^{2 x x}}^{2}$ for a positive real $\alpha$.
$A_{k}$ is the $m$-sectorial operator related to the sesquilinear form $a_{k}(\cdot, \cdot)$ in the sense of Kato's first representation theorem (see [6]).

Our next step is to get the spectral structure of $\boldsymbol{A}_{k}$. We can apply to $\boldsymbol{A}_{k}$ standard results on self-adjoint operators, bounded from below and with compact resolvent. Thus we can state the following theorem (see [5]).

THEOREM 2.9. There is a complete orthonormal basis of $L^{2}\left(\Omega_{\rho}^{\mathrm{ext}}, \mathbb{C}^{3}\right),\left\{\bar{\Phi}_{n}\right\}$, in $D\left(A_{k}\right)$ such that

$$
A_{k} \bar{\Phi}_{n}=\lambda_{n} \bar{\Phi}_{n} \quad \text { with } \lambda_{1} \leqq \lambda_{2} \leqq \cdots \leqq \lambda_{n} \uparrow+\infty
$$

and $\lambda_{n}=\lambda_{n}\left(A_{k}\right)$ is given by the Min-Max principle, which can be written in the following form:

Proof (see [5, Thm. XIII.64]). Here, we write the Min-Max principle in its "form" version [5, Thm. XIII.2], having in mind that the form domain of $a_{k}(\cdot, \cdot)$ is just $\mathbf{V}\left(\Omega_{\rho}^{\text {ext }}\right)$.

The Min-Max principle allows us to study the behaviour of $\lambda_{n}\left(A_{k}\right)$ as a function of $k$ as follows.

Proposition 2.10. For each $n, \lambda_{n}\left(A_{k}\right)$ is a decreasing continuous function of $k$.
Proof. Let $\mathbf{e}$ belong to $\mathbf{V}\left(\Omega_{\rho}^{\text {ext }}\right)$; the dependence on $k$ of $a_{k}(\mathbf{e}, \mathbf{e})$ is given by the sum

$$
\begin{equation*}
i \sum_{J \in J_{k}^{+}} \mu_{J}(k)\left(\left|\mathbf{e}_{J}^{+}\right|^{2}+\left|\mathbf{e}_{J}^{-}\right|^{2}\right) \quad(\in \mathbb{R}) \tag{2.10}
\end{equation*}
$$

But clearly each term in (2.10) is a decreasing function of $k$; moreover, the sets $\left(J_{k}^{+}\right)_{k}$ decrease when $k$ increases so that the sum (2.10) has the same property. This behaviour is conserved when we consider the Min-Max (2.9).

Take $\mathbf{e}$ in $\mathbf{V}\left(\Omega_{\rho}^{\text {ext }}\right)$, with $|\mathbf{e}|_{0, \Omega_{\rho}^{\text {ext }}}=1$. Then

$$
a_{k}(\mathbf{e}, \mathbf{e})-a_{k^{\prime}}(\mathbf{e}, \mathbf{e})=i \sum_{J \in J_{k}^{\prime}}\left(\mu_{J}(k)-\mu_{J}\left(k^{\prime}\right)\right)\left(\left|\mathbf{e}_{J}^{+}\right|^{2}+\left|\mathbf{e}_{J}^{-}\right|^{2}\right) .
$$

We next consider the family $\hat{\mu}_{J}(k)$ of the extensions of $\mu_{J}(k)$ by 0 , when $k \geqq\left|\mathbf{K}+\mathbf{K}_{J}\right|$. It is easily seen that the resulting family $\hat{\mu}_{J}(k)$ is equicontinuous. Hence for every $\varepsilon>0$ there is an $\eta(\varepsilon)$ such that

$$
\left|k-k^{\prime}\right| \leqq \eta(\varepsilon) \Rightarrow \forall J \in \mathbb{Z}^{2}, \quad\left|\mu_{J}(k)-\mu_{J}\left(k^{\prime}\right)\right| \leqq \varepsilon .
$$

Hence, if $\left|k-k^{\prime}\right| \leqq \eta(\varepsilon)$,

$$
a_{k}(\mathbf{e}, \mathbf{e})-a_{k^{\prime}}(\mathbf{e}, \mathbf{e}) \leqq \varepsilon \sum_{J \in \mathbb{Z}^{2}}\left(\left|\mathbf{e}_{J}^{+}\right|^{2}+\left|\mathbf{e}_{J}^{-}\right|^{2}\right) .
$$

Now choosing $\gamma$ as in Lemma 2.8, we get

$$
a_{k}(\mathbf{e}, \mathbf{e}) \leqq a_{k^{\prime}}(\mathbf{e}, \mathbf{e})+\varepsilon c\left(a_{k^{\prime}}(\mathbf{e}, \mathbf{e})+\gamma\right)
$$

where $c$ is a constant independent of $\mathbf{e}$. For $\varepsilon$ small enough, taking the Max-Min of this inequality, we obtain

$$
\lambda_{n}\left(A_{k}\right) \leqq \lambda_{n}\left(A_{k^{\prime}}\right)(1+c \varepsilon)+\varepsilon c \gamma .
$$

We can also write

$$
\lambda_{n}\left(A_{k^{\prime}}\right)(1-c \varepsilon) \leqq \lambda_{n}\left(A_{k}\right)+\varepsilon c \gamma .
$$

Hence

$$
\left|\lambda_{n}\left(A_{k^{\prime}}\right)-\lambda_{n}\left(A_{k}\right)\right| \leqq \varepsilon c\left|\lambda_{n}\left(A_{k^{\prime}}\right)\right|+\varepsilon \gamma c,
$$

which yields the continuity of $\lambda_{n}\left(A_{k}\right)$ as a function of $k$.
In fact, it can be shown that $\lambda_{n}\left(A_{k}\right)$ is a piecewise analytical function of $k$, by using results of [6] on holomorphic families of operators for a suitable extension of $A_{k}$ for complex values of $k$.

Lemma 2.11. The set $K_{\text {sing }}$ of real numbers $k$ for which there is an $n \in \mathbb{N}$ such that

$$
\begin{equation*}
\lambda_{n}\left(A_{k}\right)=k^{2} \tag{2.12}
\end{equation*}
$$

is, at most, an increasing sequence $\left(k_{n}\right)_{n}$ tending to $+\infty$.
Proof. The situation is now understood after the analysis of Fig. 4. We just look after the crossings of the graphs of $k \rightarrow k^{2}$ and $k \rightarrow \lambda_{n}\left(A_{k}\right)$, for the different values of


Fig. 4. Different curves $k \rightarrow \lambda_{n}(k)$ and $k \rightarrow k^{2}$.
$n$. The properties of $k \rightarrow \lambda_{n}\left(A_{k}\right)$ imply that, for each $n$, there exists a unique value of $k$ satisfying $\lambda_{n}\left(A_{k}\right)=k^{2}$. We denote this value by $k_{n}$. Suppose now that the sequence $\left(k_{n}\right)_{n \in N}$ has an accumulation point at $k_{0}^{2}$. We can then extract a subsequence $\left(k_{n_{p}}\right)_{n_{p} \in N}$ such that

$$
\lim _{p \rightarrow \infty} \lambda_{n_{p}}\left(A_{k_{n_{p}}}\right)=\lim _{p \rightarrow \infty} k_{n_{p}}^{2}=k_{0}^{2} .
$$

Then

$$
\left|\lambda_{n_{p}}\left(A_{k_{0}}\right)-k_{0}^{2}\right| \leqq\left|\lambda_{n_{p}}\left(A_{k_{n_{p}}}\right)-\lambda_{n_{p}}\left(A_{k_{0}}\right)\right|+\left|\lambda_{n_{p}}\left(A_{k_{n_{p}}}\right)-k_{0}^{2}\right| .
$$

Due to the uniformity in $n$ of continuity estimates for $\lambda_{n}\left(A_{k}\right)$, we obtain that if $k_{n_{p}}-k_{0}$ is sufficiently small, i.e., $\partial \omega$ for $p$ great enough, the value of $\left|\lambda_{n_{p}}\left(A_{k_{0}}\right)-k_{0}^{2}\right|$ can be made arbitrarily small. This contradicts the results of Theorem 2.9.

The proof of Theorem 2.1 now becomes natural.
Proof of Theorem 2.1. Let e solve $\left(P_{k}\right)$; we have already seen that $\mathbf{e}_{\mid \Omega_{\rho}^{\text {ext }}}$ is in $D\left(A_{k}\right)$. But the relation $\Delta \mathbf{e}+k^{2} \mathbf{e}=0$ holds on $\Omega_{\rho}^{\text {ext }}$, so that $\mathbf{e}$ is an eigenvector of $A_{k}$. Consequently, $k$ is one of the values satisfying (2.12), and Lemma 2.11 gives the required result.
2.3. Concluding remarks. We now want to underline some facts about our method. The construction of § 2.2 enables us to identify a solution of (1.16) with an eigenvector of $A_{k}$. The question now is, does an eigenvector of $A_{k}$ give rise to a solution of $\left(P_{k}\right)$ ? If this were the case, we could state that there are really values of $k$ for which problem (1.16) is not uniquely solvable. But eigenvectors of $A_{k}$ cannot always be extended to the whole $\Omega^{\text {ext }}$, satisfying the conditions dictated by the partial differential equations.

The first critical point is that we do not know if $\mathbf{e}_{J}\left({ }_{-}^{+} \rho\right)=0$ for $J$ in $J_{k}^{-}$, so that we can extend each $\mathbf{e}_{J}(\cdot), J$ in $J_{k}^{-}$by zero, as is required by Lemma 2.2. Even if these conditions are satisfied, we then have to prove that the divergence of the extended eigenvector is zero, and this problem is related to that of the eigenvalues for the scalar case, with Dirichlet boundary conditions. Uniqueness properties for an arbitrarily smooth scatterer $\omega$ in this case have already been analysed, and have led to the same conclusions as Theorem 2.1: there is at most an increasing sequence of values $k$ for which uniqueness is not satisfied, for the scalar Dirichlet problem; moreover, an eigenvector of this case gives, by considering its gradient field, an eigenvector for the Maxwell's equations problem (1.16). Besides, if $\omega$ satisfies a geometrical condition related to convexity properties we know that the scalar Dirichlet problem has no eigenvalue (no such criterion is known for the Neumann case). Granted these results, we can state that, if we are in the situation decribed above and if $k^{2}$ is not an eigenvalue of the scalar Dirichlet problem, then the extended eigenvector is actually a solution of $\left(P_{k}\right)$.
3. Green kernel and integral equation formulation. It is known [1], [2], [8] that the determination of the diffracted field by a perfectly conducting body $\omega$ can be reduced to that of the surface currents $\mathbf{p}$ and charges $\lambda$ on $\partial \omega$, which satisfy an integral equation, involving a suitable kernel, dictated by conditions at infinity. In this section we show that the same program can be carried out for the "quasi-periodic" diffraction problem, deriving by the way the expression of the requested Green kernel.
3.1. The Green kernel. We look for a function $\mathbf{G}^{q P}(X, Z)$ defined on $\Omega$, which is "quasi periodic" and satisfies radiation conditions in the sense of $\S 1$, and which is also an elementary solution of the Helmholtz equation in $\Omega$. To this end we consider
the family

$$
\begin{equation*}
\left(\chi_{J}\right)_{J \in \mathbb{Z}^{2} ; \chi_{J}}:=\frac{1}{i \mu_{J}(k)} \exp \left(i \mu_{J}(k)|Z|\right) \tag{3.1}
\end{equation*}
$$

where we assume that $\mu_{J}(k) \neq 0\left(\left|\mathbf{K}+\mathbf{K}_{J}\right| \neq k\right)$ for all $J$ in $\mathbb{Z}^{2}$.
$\chi_{J}$ is an elementary solution of the Helmholtz equation (1.6) with the radiation conditions (1.7).

We then consider formally the sum

$$
\begin{equation*}
\mathbf{G}^{q p}(X, Z):=\frac{1}{2 d_{1} d_{2}} \sum_{J \in \mathbb{Z}^{2}} \chi_{J}(Z) \exp \left(-i\left(\mathbf{K}+\mathbf{K}_{J}\right) \cdot X\right) . \tag{3.2}
\end{equation*}
$$

Proposition 3.1. Assume that for every $J \in \mathbb{Z}^{2}\left|\mathbf{K}+\mathbf{K}_{J}\right| \neq k$. Then (3.2) defines an $L^{2, \text { loc }}\left(\mathbb{R}^{3}\right)$ function, which satisfies:
(i) $\Delta \mathbf{G}^{q p}+k^{2} \mathbf{G}^{q p}=\sum_{J \in \mathbb{Z}^{2}} \delta\left(X_{J}, 0\right) \exp \left(i \mathbf{K} \cdot X_{J}\right)$ in $\left(C_{0}^{\infty}\left(\mathbb{R}^{3}\right)\right)^{\prime}$,
(ii) $\Delta \mathbf{G}^{q p}+k^{2} \mathbf{G}^{q p}=\delta_{K}$ in $\left(C_{K}^{\infty}(\Omega)\right)^{\prime}$,
(iii) $\mathbf{G}^{q p}$ is a $C^{\infty}$ function in $\bar{\Omega} \backslash\{(0,0,0)\}$, which satisfies "quasi-periodicity" conditions and radiation conditions.
Here, $\delta_{K}$ is the Dirac distribution of the dual space of $C_{K}^{\infty}(\Omega)$, defined by $\left\langle\delta_{K}, \varphi\right\rangle:=$ $\varphi(0,0,0)$ for all $\varphi \in C_{K}^{\infty}(\Omega)$ where $\langle\cdot, \cdot\rangle$ stands for the duality bracket between $\left(C_{K}^{\infty}(\Omega)\right)^{\prime}$ and $C_{K}^{\infty}(\Omega)$.

Remark. We have to eliminate the case $\left|\mathbf{K}+\mathbf{K}_{J}\right|=k$, because a Green function satisfying radiation conditions cannot be constructed in this way.

Proof. Let $J$ be in $J_{k}^{+}$, and consider

$$
\xi_{J}(\rho):=\int_{-\rho}^{+\rho}\left|\chi_{J}\right|^{2} d Z \quad \text { for } \rho>0
$$

Elementary calculus shows that

$$
\xi_{J}(\rho)=2 /\left|\mu_{J}(k)\right|^{3}\left(1-\exp \left(-2 \rho\left|\mu_{J}(k)\right|\right)\right) .
$$

Hence the family $\left(\xi_{J}(\rho)\right)_{J \in J_{k}^{+}}$is summable even if we take $\rho=+\infty$. For $J$ in $J_{k}^{-}$, we also define

$$
\begin{aligned}
\xi_{J}(\rho) & :=\int_{-\rho}^{+\rho}\left|\chi_{J}\right|^{2} d Z \text { for } \rho>0 \\
& =2 \frac{\rho}{\left|\mu_{J}(k)\right|^{2}} .
\end{aligned}
$$

But there is only a finite number of such terms, so that $\left(\xi_{J}(\rho)\right)_{J \in \mathbb{Z}^{2}}$ is a summable family. Now it is clear that for every finite part $F \subset \mathbb{Z}^{2}$

$$
\left|\sum_{J \in F} \chi_{J}(Z) \exp \left(-i\left(\mathbf{K}+\mathbf{K}_{J}\right) \cdot X\right)\right|_{0, \Omega_{\rho}}^{2}=d_{1} d_{2} \sum_{J \in F} \xi_{J}(\rho) \leqq d_{1} d_{2} \sum_{J \in \mathbb{Z}^{2}} \xi_{J}(\rho) .
$$

We conclude that $\mathbf{G}^{q p}$ is in $L^{2, \text { loc }}(\Omega)$, and so (3.1) is almost everywhere summable in $\Omega$. Now (3.2) defines a "q.p." function almost everywhere on $\mathbb{R}^{3}$, which is clearly in $L^{2, \text { loc }}\left(\mathbb{R}^{3}\right)$.

We now come to point (i); indeed we have in a distributional sense the following expansion:

$$
\Delta \mathbf{G}^{q p}+k^{2} \mathbf{G}^{q p}=1 / d_{1} d_{2} \sum_{j \in \mathbb{Z}^{2}} \exp \left(-i\left(\mathbf{K}+\mathbf{K}_{J}\right) \cdot X\right) \otimes \delta_{Z=0} \quad \text { in }\left(C_{0}^{\infty}\left(\mathbb{R}^{3}\right)\right)^{\prime}
$$

Hence for $\varphi$ in $C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$, we get

$$
\begin{aligned}
\left\langle\Delta \mathbf{G}^{q p}+k^{2} \mathbf{G}^{q p}, \varphi\right\rangle & =1 / d_{1} d_{2} \sum_{J \in \mathbb{Z}^{2}} \int_{\mathbb{R}^{2}} \exp \left(-i\left(\mathbf{K}+\mathbf{K}_{J}\right) \cdot X\right) \varphi(X, 0) d X \\
& =1 / d_{1} d_{2} \sum_{J \in \mathbb{Z}^{2}} F_{X}(\varphi)\left(\mathbf{K}+\mathbf{K}_{J}, 0\right) \\
& =\sum_{J \in \mathbb{Z}^{2}} \varphi\left(X_{J}, 0\right) \exp \left(-i \mathbf{K} \cdot X_{J}\right)
\end{aligned}
$$

by using Poisson's formula for the Fourier transform in the $X$ variable. Thus, we obtain (i).

In (ii), we consider $\mathbf{G}^{q p}$ as a distribution that is "q.p." in the $X$ variable and acts as a usual distribution on the $Z$ variable. "q.p." distributions are defined similarly to periodic distributions (see [10]), noting that, if $F(X)$ is a "q.p." function, $F(X) \exp (-i K \cdot X)$ is a periodic function. To prove (ii), we just note that $\delta_{K}$ has the following expansion in $\left(C_{K}^{\infty}(\Omega)\right)^{\prime}$ :

$$
\delta_{K}=1 / d_{1} d_{2} \sum_{J \in \mathbb{Z}^{2}} \exp \left(-i\left(\mathbf{K}+\mathbf{K}_{J}\right) \cdot X\right) \otimes \delta_{Z=0}
$$

and that is exactly what we get, applying $\left(\Delta+k^{2}\right)$ to $\mathbf{G}^{q p}$.
Proposition 3.2. Let $\mathbf{G}^{0}$ be a usual elementary solution of the Helmholtz equation:

$$
\mathbf{G}^{0}((X, Z)):=\frac{\exp (i k|(X, Z)|)}{4 \pi|(X, Z)|}
$$

Then $\mathbf{G}^{r}:=\mathbf{G}^{0}-\mathbf{G}^{q p}$ is a $C^{\infty}$ function in every open set which does not contain a point $\left(X_{J}, 0\right), J \in \mathbb{Z}^{2}, j \neq(0,0)$. Hence $\mathbf{G}^{q p}$ is a $C^{\infty}$ function in $\bar{\Omega} \backslash\{(0,0,0)\}$ and satisfies radiation conditions (1.7).

Proof. In an open set $\vartheta$ which does not contain a point $\left(X_{J}, 0\right), \mathbf{G}^{r}$ satisfies

$$
\Delta \mathbf{G}^{r}+k^{2} \mathbf{G}^{r}=0 \quad \text { in }\left(C^{\infty}(\vartheta)\right)^{\prime} .
$$

But $\mathbf{G}^{r}$ is in $L^{2, \text { loc }}\left(\mathbb{R}^{3}\right)$ so that, applying classical results on elliptic regularity for Laplace operator, we obtain that $\mathbf{G}^{r}$ is a $C^{\infty}(\vartheta)$ function. The rest of Proposition 3.2 is easy, because we know explicitly the behaviour of $\mathbf{G}^{0}$, and radiation conditions follow from the definition of $\mathbf{G}^{q p}$.
3.2. Integral formulations and existence results. Let $\mathbf{e}$ be defined almost everywhere in $\Omega$ by the following: $\mathbf{e}$ is a solution of (1.16) in $\Omega^{\text {ext }}$, and $\mathbf{e}$ is a solution of the interior problem related to (1.16) in $\omega$.

Find $\mathbf{e}$ in $H_{\Delta}^{1}\left(\omega, \mathbb{C}^{3}\right)$ such that

$$
\begin{array}{ll}
\Delta \mathbf{e}+k^{2} \mathbf{e}=\mathbf{0} & \text { in } \omega, \\
\operatorname{div} \mathbf{e}=0 & \text { in } \omega, \\
\mathbf{n} \times \mathbf{e}=\mathbf{c} & \text { on } \partial \omega .
\end{array}
$$

Regularity results yield $\mathbf{e} \in C^{\infty}\left(\bar{\omega}, \mathbb{C}^{3}\right) \cup C_{K}^{\infty}\left(\overline{\Omega^{\text {ext }}}, \mathbb{C}^{3}\right)$.
We can then state the following proposition, giving a representation formula for $\mathbf{e}$.

Proposition 3.3. e admits the representation

$$
\begin{align*}
\mathbf{e}(X, Z)= & -\operatorname{grad} v(\lambda)(X, Z)+\mathbf{A}(\mathbf{p})(X, Z) \quad \text { for all }(X, Z) \quad \text { in } \Omega^{\mathrm{ext}} \cup \omega  \tag{3.3}\\
& v(\lambda)(X, Z):=\int_{\partial \omega} \mathbf{G}^{q p}\left(X^{\prime}-X, Z^{\prime}-Z\right) \lambda\left(X^{\prime}, Z^{\prime}\right) d \sigma^{\prime} \tag{3.4}
\end{align*}
$$

$$
\begin{align*}
& \mathbf{A}(\mathbf{p})(X, Z):=\int_{\partial \omega} \mathbf{G}^{q p}\left(X^{\prime}-X, Z^{\prime}-Z\right) \mathbf{p}\left(X^{\prime}, Z^{\prime}\right) d \sigma^{\prime}, \quad \text { and }  \tag{3.5}\\
& \lambda:=-[\mathbf{e} \cdot n],  \tag{3.6}\\
& \mathbf{p}:=[\operatorname{curl} \mathbf{e} \times n] . \tag{3.7}
\end{align*}
$$

Here [ $\cdot$ ] stands for the jump across $\partial \omega$ of a function with exterior and interior traces at $\partial \omega$.

Proof. We apply Green formula to the vector fields $\mathbf{G}^{q p} \mathbf{e}^{*}$ and $\mathbf{e}$, where $\mathbf{e}^{*}$ is an arbitrary constant vector of $\mathbb{R}^{3}$ in the sets $\omega$ and $\Omega_{\rho}^{\text {ext }}$, respectively. This yields (after some tedious but classical computations) the following. If $|Z|<\rho$, then

$$
\begin{aligned}
\mathbf{e}(X, Z) \cdot \mathbf{e}^{*}=( & -\operatorname{grad} v(\lambda)(X, Z)+\mathbf{A}(\mathbf{p})(X, Z)) \cdot \mathbf{e}^{*} \\
& +\int_{\Sigma^{\rho}}\left(\left(\nabla_{X} \cdot \mathbf{G}^{q p}\left(X^{\prime}-X, Z^{\prime}-Z\right) \times \mathbf{e}^{*}\right) \times \mathbf{e}_{3}\right) \cdot \mathbf{e}\left(X^{\prime}, Z^{\prime}\right) d \sigma^{\prime} \\
& +\int_{\Sigma^{\rho}}\left(\nabla_{X} \cdot \mathbf{G}^{q p}\left(X^{\prime}-X, Z^{\prime}-Z\right) \cdot \mathbf{e}^{*}\right)\left(\mathbf{e}_{3} \cdot \mathbf{e}^{*}\left(X^{\prime}, Z^{\prime}\right)\right) d \sigma^{\prime} \\
& -\int_{\Sigma^{\rho}}\left(\mathbf{G}^{q p}\left(X^{\prime}-X, Z^{\prime}-Z\right) \mathbf{e}^{*}\right) \cdot\left(\operatorname{curl} \mathbf{e}\left(X^{\prime}, Z^{\prime}\right) \times \mathbf{e}_{3}\right) d \sigma^{\prime} .
\end{aligned}
$$

Thus, we only have to show that our radiation conditions imply that the contribution from $\Sigma^{\rho}$ vanishes: again this is only a matter of computation and we omit the proof.

We now give a more precise framework for the integral equation analysis, which is to be related to the study done in [2]. We begin by recalling some results that can be found in [2].

To this end, we set

$$
\begin{aligned}
& \mathbf{H}:=T H^{-1 / 2}(\partial \omega), \\
& \mathbf{X}:=\left\{\mathbf{p} \in H ; \operatorname{div}_{\partial \omega} \mathbf{p} \in H^{-1 / 2}(\partial \omega)\right\}, \\
& \mathbf{M}:=\left\{\lambda \in H^{-1 / 2}(\partial \omega) ;\langle\lambda, 1\rangle=0\right\}, \\
& \mathbf{L}:=\left\{\lambda \in M ; \lambda \in H^{1 / 2}(\partial \omega)\right\}
\end{aligned}
$$

(these spaces are endowed with their natural norms), and we define the following operators, for smooth $\mathbf{p}$ and $\lambda$ :

$$
\begin{aligned}
& \mathbf{A}^{0}(\mathbf{p})(X, Z):=\int_{\partial \omega} \mathbf{G}^{0}\left(X^{\prime}-X, Z^{\prime}-Z\right) \mathbf{p}\left(X^{\prime}, Z^{\prime}\right) d \sigma \\
& v^{0}(\lambda)(X, Z):=\int_{\partial \omega} \mathbf{G}^{0}\left(X^{\prime}-X, Z^{\prime}-Z\right) \lambda\left(X^{\prime}, Z^{\prime}\right) d \sigma^{\prime} \\
& \mathbf{C}(\rho)(X, Z):=\int_{\partial \omega} \frac{1}{4 \pi\left|\left(X^{\prime}-X, Z^{\prime}-Z\right)\right|} \rho\left(X^{\prime}, Z^{\prime}\right) d \sigma^{\prime}
\end{aligned}
$$

From [9], we can state that $\mathbf{C}(\cdot)$ defines an isomorphism from $H^{s}(\partial \omega)$ onto $H^{s+1}(\partial \omega)$, for every positive real $s$.

From [2], we can state the following theorem.
Theorem (Bendali). The operator defined for smooth ( $\mathbf{p}, \lambda$ ) in $\mathbf{X} \times \mathbf{L}$ by

$$
\Lambda(\mathbf{p}, \lambda):=\left(\mathbf{A}^{0}(\mathbf{p})-\operatorname{grad}_{\partial \omega}\left(v^{0}(\lambda)\right), \mathbf{C}\left(\operatorname{div}_{\partial \omega} \mathbf{p}+k^{2} \lambda\right)\right)
$$

can be extended to a continuous linear operator from $\mathbf{X} \times \mathbf{L}$ onto $\boldsymbol{T H}^{1 / 2}(\partial \omega) \times \mathbf{M}^{\prime}$. Moreover, $\Lambda$ is an isomorphism from $\mathbf{X} \times \mathbf{L}$ onto $T^{1 / 2}(\partial \omega) \times \mathbf{M}^{\prime}$.

As a corollary of this result we state the following corollary.
Corollary. The operator defined for smooth $\mathbf{p}$ in $\mathbf{X}$ by

$$
\tilde{\Lambda}(\mathbf{p}):=\mathbf{A}^{0}(\mathbf{p})+1 / k^{2} \operatorname{grad}_{\partial \omega}\left(v^{0}\left(\operatorname{div}_{\partial \omega} \mathbf{p}\right)\right)
$$

can be extended to an isomorphism from $\mathbf{X}_{+}:=\left\{\mathbf{p} \in \mathbf{X} ; \operatorname{div}_{\partial \omega} \mathbf{p} \in H^{1 / 2}(\partial \omega)\right\}$ onto $T H^{1 / 2}(\partial \omega)$. The norm on $\mathbf{X}^{+}$is $\|\mathbf{p}\|_{\mathbf{x}_{+}}=\|\mathbf{p}\|_{-1 / 2, \partial \omega}+\left\|\operatorname{div}_{\partial \omega} \mathbf{p}\right\|_{1 / 2, \partial \omega}$.

Proof. We want to solve

$$
\tilde{\Lambda}(\mathbf{p})=\mathbf{c} \text { for } \mathbf{c} \text { in } T H^{1 / 2}(\partial \omega) .
$$

Let $(\mathbf{p}, \lambda)$ be the solution of

$$
\Lambda(\mathbf{p}, \lambda)=(\mathbf{c}, 0) ;
$$

then

$$
\operatorname{div}_{\partial \omega} \mathbf{p}=-k^{2} \lambda \in H^{1 / 2}(\partial \omega)
$$

and hence

$$
\mathbf{p} \in \mathbf{X}_{+} \quad \text { and } \quad \tilde{\Lambda}(\mathbf{p})=\mathbf{c}
$$

Now, $\tilde{\Lambda}$ is clearly continuous and injective; this follows from the properties of $\Lambda$.
Proposition 3.4. The operator $\Lambda^{q p}$, defined for smooth $\mathbf{p}$ in $\mathbf{X}_{+}$by

$$
\begin{equation*}
\Lambda^{q p}(\mathbf{p})=1 / k^{2} \operatorname{grad}_{\partial \omega}\left(v^{q p}\left(\operatorname{div}_{\partial \omega} \mathbf{p}\right)\right)+\mathbf{A}^{q p}(\mathbf{p}), \tag{3.8}
\end{equation*}
$$

where

$$
\begin{align*}
& v^{q p}(\lambda)(X, Z):=\int_{\partial \omega} \mathbf{G}^{q p}\left(X^{\prime}-X, Z^{\prime}-Z\right) \lambda\left(X^{\prime}, Z^{\prime}\right) d \sigma^{\prime}  \tag{3.9}\\
& \mathbf{A}^{q p}(\mathbf{p})(X, Z):=\int_{\partial \omega} \mathbf{G}^{q p}\left(X^{\prime}-X, Z^{\prime}-Z\right) \mathbf{p}\left(X^{\prime}, Z^{\prime}\right) d \sigma^{\prime} \tag{3.10}
\end{align*}
$$

can be extended to a bounded linear operator from $\mathbf{X}_{+}$to $T H^{1 / 2}(\partial \omega)$.
Let $\mathbf{c}$ be in $T H^{1 / 2}(\partial \omega)$, and let $\mathbf{p}$ in $\mathbf{X}_{+}$satisfy the integral equation

$$
\begin{equation*}
\Lambda^{q p}(\mathbf{p})=\mathbf{c} \tag{3.11}
\end{equation*}
$$

Then e defined by

$$
\begin{equation*}
\mathbf{e}(X, Z)=-\operatorname{grad}\left(v^{q p}\left(\operatorname{div}_{\partial \omega} \mathbf{p}\right)\right)(X, Z)+\mathbf{A}^{q p}(\mathbf{p})(X, Z) \tag{3.12}
\end{equation*}
$$

for all $(X, Z)$ in $\Omega^{\mathrm{ext}} \cup \omega$, is a solution of (1.16), and of the related interior problem, and we have

$$
\begin{equation*}
\mathbf{p}=[\operatorname{curl} \mathbf{e} \times \mathbf{n}] . \tag{3.13}
\end{equation*}
$$

Proof. We use the splitting of $\mathbf{G}^{q p}$ :

$$
\mathbf{G}^{q p}=\mathbf{G}^{0}+\mathbf{G}^{r} .
$$

This decomposition leads us to define analogously to (3.9) and (3.10) for the kernel $\mathbf{G}^{r}$ :

$$
\begin{aligned}
& v^{r}(\lambda)(X, Z):=\int_{\partial \omega} \mathbf{G}^{r}\left(X^{\prime}-X, Z^{\prime}-Z\right) \lambda\left(X^{\prime}, Z^{\prime}\right) d \sigma^{\prime} \\
& \mathbf{A}^{r}(\mathbf{p})(X, Z):=\int_{\partial \omega} \mathbf{G}^{r}\left(X^{\prime}-X, Z^{\prime}-Z\right) \mathbf{p}\left(X^{\prime}, Z^{\prime}\right) d \sigma^{\prime}
\end{aligned}
$$

From the Bendali theorem and its corollary we know that the mapping defined for smooth $\mathbf{p}$ in $\mathbf{X}$, by

$$
\tilde{\Lambda}^{0}(\mathbf{p}):=1 / k^{2} \operatorname{grad}_{\partial \omega} v^{0}\left(\operatorname{div}_{\partial \omega} \mathbf{p}\right)+\mathbf{A}^{0}(\mathbf{p})
$$

can be extended to a bounded linear operator from $\mathbf{X}_{+}$to $T H^{1 / 2}(\partial \omega)$.
Now it is easily seen that the regular kernel $\mathbf{G}^{r}$ defines a regularizing operator, which maps $\mathbf{X}_{+}$on $T C^{\infty}(\partial \omega)$ (smooth tangential fields on $\partial \omega$ ), by

$$
\Lambda^{r}(\mathbf{p}):=1 / k^{2} \operatorname{grad}_{\partial \omega} v^{r}\left(\operatorname{div}_{\partial \omega} \mathbf{p}\right)+\mathbf{A}^{r}(\mathbf{p})
$$

Thus $\Lambda^{q p}=\Lambda^{0}+\Lambda^{r}$ can be extended to a bounded linear operator from $\mathbf{X}_{+}$to $T H^{1 / 2}(\partial \omega)$.

Thanks to the splitting $\mathbf{G}^{q p}=\mathbf{G}^{0}+\mathbf{G}^{r}$, it is already seen that $\mathbf{e}(X, Z)$, defined by (3.12), satisfies

$$
\begin{aligned}
& \mathbf{e} \text { is in } H_{\Delta, K}^{1, \text { loc }}\left(\Omega^{\mathrm{ext}}, \mathbb{C}^{3}\right), \\
& \Delta \mathbf{e}+k^{2} \mathbf{e}=0 \quad \text { in } \Omega^{\mathrm{ext}} \cup \omega
\end{aligned}
$$

Classical potential relations can be applied to the kernel $\mathbf{G}^{0}$, giving the continuity of the tangential component of (3.12) across $\partial \omega$, having in mind that the regular kernel $\mathbf{G}^{r}$ introduces no discontinuity across $\partial \omega$ :

$$
\begin{aligned}
\Pi \mathbf{e} & =\Pi\left(1 / k^{2} \operatorname{grad} v^{q p}\left(\operatorname{div}_{\partial \omega} \mathbf{p}\right)+\mathbf{A}^{q p}(\mathbf{p})\right) \\
& =1 / k^{2} \operatorname{grad}_{\partial \omega} v^{q p}\left(\operatorname{div}_{\partial \omega} \mathbf{p}\right)+\mathbf{A}^{q p}(\mathbf{p})=\mathbf{c}
\end{aligned}
$$

Moreover, radiation conditions are satisfied: indeed, for $z \geqq \rho_{0}$, for example, the following expansion holds:

$$
\mathbf{e}(X, Z)=\sum_{j \in \mathbb{Z}^{2}} \mathbf{e}_{J}^{0+} \exp \left(i\left(\mathbf{K}+\mathbf{K}_{J}\right) \cdot X\right) \exp \left(i Z \mu_{J}(k)\right)
$$

where $\mathbf{e}_{J}^{0+}$ is the constant vector of $\mathbb{C}^{3}$ given by

$$
\begin{aligned}
\mathbf{e}_{J}^{0+}:=\left(-\frac{1}{k^{2}}\right. & {\left[\int_{\partial \omega} \frac{\exp \left(-i\left(\mathbf{K}+\mathbf{K}_{J}\right) \cdot X^{\prime}\right)}{i \mu_{J}(k)}\right.} \\
& \left.\quad \cdot \exp \left(i Z^{\prime} \mu_{J}(k)\right) \operatorname{div}_{\partial \omega} \mathbf{p}\left(X^{\prime}, z^{\prime}\right) d \sigma^{\prime}\right]\left(i\left(\mathbf{K}+\mathbf{K}_{J}\right)+i \mu_{J}(k) \mathbf{e}_{3}\right) \\
& \left.+\int_{\partial \omega} \frac{\exp \left(-i\left(\mathbf{K}+\mathbf{K}_{J}\right) \cdot X^{\prime}\right)}{i \mu_{J}(k)} \exp \left(i Z^{\prime} \mu_{J}(k)\right) \mathbf{p}\left(X^{\prime}, z^{\prime}\right) d \sigma\right)
\end{aligned}
$$

and the series is absolutely convergent and termwise infinitely differentiable.
We just have now to check dive:

$$
\begin{align*}
\operatorname{div} \mathbf{e} & =1 / k^{2} \Delta v^{q p}\left(\operatorname{div}_{\partial \omega} \mathbf{p}\right)+\operatorname{div}\left(\mathbf{A}^{q p}(\mathbf{p})\right)  \tag{3.14}\\
& =-v^{q p}\left(\operatorname{div}_{\partial \omega} \mathbf{p}\right)+\operatorname{div}\left(\mathbf{A}^{q p}(\mathbf{p})\right)
\end{align*}
$$

and $\operatorname{div}\left(\mathbf{A}^{q p}(\mathbf{p})\right)$ is given by

$$
\begin{aligned}
\operatorname{div}\left(\mathbf{A}^{q p}(\mathbf{p})\right)(X, Z) & :=\int_{\partial \omega} \nabla_{X} \mathbf{G}^{q p}\left(X^{\prime}-X, Z^{\prime}-Z\right) \mathbf{p}\left(X^{\prime}, Z^{\prime}\right) d \sigma^{\prime} \\
& =-\int_{\partial \omega} \nabla_{\partial \omega, X} \cdot \mathbf{G}^{q p}\left(X^{\prime}-X, Z^{\prime}-Z\right) \mathbf{p}\left(X^{\prime}, Z^{\prime}\right) d \sigma^{\prime}
\end{aligned}
$$

and using the Stokes formula:

$$
\begin{aligned}
& \int_{\partial \omega} \nabla_{\partial \omega X} \cdot \mathbf{G}^{q p}\left(X^{\prime}-X, Z^{\prime}-Z\right) \mathbf{p}\left(X^{\prime}, Z^{\prime}\right) d \sigma^{\prime} \\
& \quad=-\int_{\partial \omega} \mathbf{G}^{q p}\left(X^{\prime}-X, Z^{\prime}-Z\right) \operatorname{div}_{\partial \omega} \mathbf{p}\left(X^{\prime}, Z^{\prime}\right) d \sigma^{\prime}
\end{aligned}
$$

and so (3.14) vanishes.
To prove (3.13), we just recall that the regular kernel $\mathbf{G}^{r}$ induces no jump across $\partial \omega$, and then we apply results of [2].

Equation (3.11) defines an integral equation for the unknown $\mathbf{p}$; it gives rise to solutions of (1.16) and of its related interior problem in $\omega$, so that we can use the uniqueness results of $\S 2$ in our analysis.

Theorem 3.5. Let $\mathbf{N}$ be defined by
$\mathbf{N}:=\left\{r \in \mathbb{R}_{+} ;\left(r \in K_{\text {sing }}\right)\right\}$
$\cup\left\{-r^{2}\right.$ is an eigenvalue of $\Delta$ in $\omega$ with Dirichlet homogenous condition $\}$ $\left.\cup\left\{\exists J \in \mathbb{Z}^{2} / r=\left|\mathbf{K}+\mathbf{K}_{J}\right|\right)\right\}$.
Suppose that $k \notin \mathbf{N}$; then the integral equation (3.11) is uniquely solvable, and so gives rise to a unique solution to problem (1.16).

Proof. Our purpose is to show that (3.11) can be handled by a Fredholm alternative technique. As $T C^{\infty}(\partial \omega)$ is compactly embedded in $T H^{1 / 2}(\partial \omega), \Lambda^{r}$ is found to be a compact perturbation of $\Lambda^{0}$. Hence we can now state the conclusions of the Fredholm alternative if we show that first part of Fredholm alternative holds when $k$ is not in $\mathbf{N}$.

Let us suppose that

$$
\Lambda^{q p}(\mathbf{p})=\mathbf{0}
$$

By uniqueness results of $\S 2$, applied to the vector field e given in $\Omega_{\rho}^{\text {ext }}$ by (3.12), we have $\mathbf{e}=\mathbf{0}$ in $\Omega_{\rho}^{\text {ext }}$. In $\omega$, the hypothesis that $-k^{2}$ is not an eigenvalue of the Laplace operator with homogenous Dirichlet boundary condition ensures that $\mathbf{e}=\mathbf{0}$ in $\omega$ (see [2], [9]). Thus $\mathbf{p}=[$ curl $\mathbf{e} \times \mathbf{n}]=\mathbf{0}$. Fredholm's alternative then implies that (3.11) has one and only one solution.
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# DIFFUSION OF FLUID IN A FISSURED MEDIUM WITH MICROSTRUCTURE* 
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#### Abstract

A system of quasilinear degenerate parabolic equations arising in the modeling of diffusion in a fissured medium is studied. There is one such equation in the local cell coordinates at each point of the medium, and these are coupled through a similar equation in the global coordinates. It is shown that the initial boundary value problems are well posed in the appropriate spaces.
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1. Introduction. We shall study the Cauchy-Dirichlet problem for degenerate parabolic systems of the form

$$
\begin{align*}
& \frac{\partial}{\partial t} a(u)-\vec{\nabla} \cdot \widetilde{A}(x, \vec{\nabla} u)+\int_{\Gamma_{x}} \widetilde{B}\left(x, s, \vec{\nabla}_{y} U\right) \cdot \vec{\nu} d s \ni f, \quad x \in \Omega,  \tag{1.1a}\\
& \frac{\partial}{\partial t} b(U)-\vec{\nabla}_{y} \cdot \widetilde{B}\left(x, y, \vec{\nabla}_{y} U\right) \ni F, \quad y \in \Omega_{x},  \tag{1.1b}\\
& \widetilde{B}\left(x, y, \vec{\nabla}_{y} U\right) \cdot \vec{\nu}+\mu(U(x, y, t)-u(x, t)) \ni 0, \quad y \in \Gamma_{x} . \tag{1.1c}
\end{align*}
$$

Here $\Omega$ is a domain in $\mathbb{R}^{n}$ and for each value of the macrovariable $x \in \Omega$ is specified a domain $\Omega_{x}$ with boundary $\Gamma_{x}$ for the microvariable $y \in \Omega_{x}$. Each of $a, b, \mu$ is a maximal monotone graph. These graphs are not necessarily strictly increasing; they may be piecewise constant or multivalued. The elliptic operators in (1.1a) and (1.1b) are of $p$-Laplacian type, i.e., they are nonlinear in the gradient of degree $p-1>0$ and $q-1>0$, respectively, with $\frac{1}{q}+\frac{1}{n} \geq \frac{1}{p}$, so some specific degeneracy is also permitted here. Certain first-order spatial derivatives can be added to (1.1a) and (1.1b) with no difficulty, and corresponding problems with constraints, i.e., variational inequalities, can be treated similarly. A particular example important for applications is the linear constraint

$$
\begin{equation*}
U(x, y, t)=u(x, t), \quad y \in \Gamma_{x}, \quad x \in \Omega \tag{1.1c'}
\end{equation*}
$$

which then replaces (1.1c). The system (1.1) with $\mu(s)=\frac{1}{\varepsilon}|s|^{q-2} s$ is called a regularized microstructure model, and (1.1a), (1.1b), (1.1 $\mathrm{c}^{\prime}$ ) is the corresponding matched microstructure model in which (formally) $\varepsilon \rightarrow 0$. An example of such a system as a model for the flow of a fluid (liquid or gas) through a fractured medium will be given below. In such a context, (1.1a) prescribes the flow on the global scale of the fissure system and (1.1b) gives the flow on the microscale of the individual cell at a specific

[^135]point $x$ in the fissure system. The transfer of fluid between the cells and surrounding medium is prescribed by (1.1c) or (1.1c'). A major objective is to accurately model this fluid exchange between the cells and fissures.

Systems of the form (1.1) were developed in [21], [22], [10] in physical chemistry as models for diffusion through a medium with a prescribed microstructure. Similar systems arose in soil science [5], [14] and in reservoir models for fractured media [11], [16]. An existence-uniqueness theory for linear problems which exploits the strong parabolic structure of the system was given in [24]. Alternatively it is possible to eliminate $U$ and obtain a single functional differential equation for $u$ in the simpler space $L^{2}(\Omega)$, but the structure of the equation then obstructs the optimal parabolic type results [18]. Also see [13] for a nonlinear system with reaction-diffusion local effects.

These systems also arise from methods of homogenization. There an exact model is assumed periodic and described by a parabolic equation with periodic coefficients corresponding to the properties of the two components, the cells and fissures. The limit of this highly singular problem as the period tends to zero is the system (1.1), which is thereby justified as an approximation for the exact model. Homogenization theory provides not only a justification of the linear case of (1.1) as a model but also a means of calculating the coefficients in (1.1) in terms of those of the exact model, and a deeper analysis may describe the convergence itself [25], [17], [2], [3]. Here we study the nonlinear system directly. The task of determining the coefficients in (1.1) directly from, e.g., boundary observations, is an intriguing open problem.

The plan of this paper is as follows. In § 2 we shall give the precise description and resolution of the stationary problem in a variational formulation by monotone operators from Banach spaces to their duals. In order to achieve this we describe first the relevant Sobolev spaces, the continuous direct sums of these spaces, and the distributed trace and constant functionals which occur in the system. The operators are monotone functions or multivalued subgradients and serve as models for nonlinear elliptic equations in divergence form. We develop an abstract Green's theorem to describe the resolution of the variational form as the sum of a partial differential equation and a complementary boundary operator. Then sufficient conditions of coercivity type are given to assert the existence of generalized solutions of the variational equations. In § 3 we describe the restriction of our system to appropriate products of $L^{r}$ spaces. The Hilbert space case, $r=2$, serves not only as a convenient starting point but also leads to the generalized accretive estimates we shall need for the singular case of (1.1) in which $a$ or $b$ is not only nonlinear but multivalued. The stationary operator for (1.1) is shown to be $m$-accretive in the $L^{1}$ space, so we obtain a generalized solution in the sense of the nonlinear semigroup theory for general Banach spaces. As an intermediate step we shall show the special case of $a=b=$ identity is resolved as a strong solution in every $L^{r}$ space, $1<r<\infty$, and also in appropriate dual Sobolev spaces.

In order to motivate the system (1.1), let us consider the flow of a fluid through a fissured medium. This is assumed to be a structure of porous and permeable blocks or cells which are separated from each other by a highly developed system of fissures. The majority of fluid transport will occur along flow paths through the fissure system, and the relative volume of the cell structure is much larger than that of the fissure system. There is assumed to be no direct flow between adjacent cells, since they are individually isolated by the fissures, but the dynamics of the flux exchanged between each cell and its surrounding fissures is a major aspect of the model. The distributed microstructure models that we develop here contain explicitly the local geometry of
the cell matrix at each point of the fissure system, and they thereby reflect more accurately the flux exchange on the microscale of the individual cells across their intricate interface.

Let the flow region $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ with boundary $\Gamma=\partial \Omega$. Let $\rho(x, t)$ and $p(x, t)$ be the density and pressure, respectively, at $x \in \Omega$ and $t>0$, each being obtained by averaging over an appropriately small neighborhood of $x$. At each such $x$ let there be given a cell $\Omega_{x}$, a bounded domain in $\mathbb{R}^{n}$ with smooth boundary $\Gamma_{x}=\partial \Omega_{x}$. The collection of these $\Omega_{x}, x \in \Omega$, is the distribution of blocks or cells in the structure. Within each $\Omega_{x}$ there is fluid of density $\tilde{\rho}(x, y, t)$ and pressure $\tilde{p}(x, y, t)$, respectively, for $y \in \Omega_{x}, t>0$. The conservation of fluid mass in the fissure system yields the global diffusion equation

$$
\begin{align*}
& \frac{\partial}{\partial t}\left(\rho+a_{0}(p)\right)- \sum_{j=1}^{n} \frac{\partial}{\partial x_{j}}\left(\rho k_{j}\left(\rho \frac{\partial p}{\partial x_{j}}\right) \frac{\partial p}{\partial x_{j}}\right)  \tag{1.2a}\\
&+q(x, t)=f(x, t), \quad x \in \Omega
\end{align*}
$$

in which the total concentration $\rho+a_{0}(p)$ includes adsorption or capillary effects, the function $k_{j}$ gives the permeability of the fissure system in the $j$ th coordinate direction, $q(x, t)$ is the density of mass flow of fluid into the cell $\Omega_{x}$ at $x$, and $f$ is the density of fluid sources. Similarly, we have within each cell

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\tilde{\rho}+b_{0}(\tilde{p})\right)=\sum_{j=1}^{n} \frac{\partial}{\partial y_{j}}\left(\tilde{\rho} \tilde{k}_{j}\left(\tilde{\rho} \frac{\partial \tilde{p}}{\partial y_{j}}\right) \frac{\partial \tilde{p}}{\partial y_{j}}\right), \quad y \in \Omega_{x} \tag{1.2b}
\end{equation*}
$$

where $b_{0}$ denotes adsorption or capillary effects and the function $\tilde{k}_{j}$ gives the local cell permeability. Assume the flux across the cell boundary is driven by the pressure difference and is also proportional to the average density $\bar{\rho}$ on that pressure interval. Thus, we have the interface condition

$$
\begin{equation*}
\sum_{j=1}^{n} \tilde{\rho} \tilde{k}_{j}\left(\tilde{\rho} \frac{\partial \tilde{p}}{\partial y_{j}}\right) \frac{\partial \tilde{p}}{\partial y_{j}} \nu_{j}+\mu(\bar{\rho}(\tilde{p}-p)) \ni 0, \quad y \in \Gamma_{x} \tag{1.2c}
\end{equation*}
$$

where $\vec{\nu}$ is the unit outward normal on $\Gamma_{x}$ and $\mu$ is the relation between the flux across the interface and the density-weighted pressure difference as indicated. The total mass flow into the cell is given by

$$
\begin{equation*}
q(x, t)=\int_{\Gamma_{x}} \tilde{\rho} \sum_{j=1}^{n} \tilde{k}_{j}\left(\tilde{\rho} \frac{\partial \tilde{p}}{\partial y_{j}}\right) \frac{\partial \tilde{p}}{\partial y_{j}} \nu_{j} d s \tag{1.2d}
\end{equation*}
$$

In order to complete the dynamical system we need only to add a boundary condition on $\Gamma$ to (1.2a) and to postulate the state equation

$$
\begin{equation*}
\rho=s(p) \tag{1.2e}
\end{equation*}
$$

for the fluid in the fissure and cell systems. Here $s(\cdot)$ is a given monotone function (or graph) determined by the fluid.

In order to place (1.2) in a more convenient form, we introduce the monotone function

$$
S(w) \equiv \int_{0}^{w} s(r) d r
$$

and the corresponding flow potentials for the fluid in the fissures and cells

$$
u=S(p), \quad U=S(\tilde{p})
$$

In these variables with a change of notation the system (1.2) can be written in the form (1.1) together with boundary conditions on $\Gamma$ for $u$ or $\widetilde{A}(\nabla u) \cdot \nu$ and initial conditions at $t=0$ on $a(u), b(U)$. Note that the average density on the pressure interval $p, \tilde{p}$ is given by

$$
\bar{\rho}=\frac{1}{p-\tilde{p}} \int_{\tilde{p}}^{p} s(r) d r=\frac{u-U}{p-\tilde{p}}
$$

As an alternative to (1.2c), we could require that $\tilde{p}=p$ on $\Gamma_{x}$ and this leads to (1.1c $\left.\mathrm{c}^{\prime}\right)$ in place of (1.1c). Finally, we note that the classical Forchheimer-type corrections to the Darcy law for fluids lead to the case $p=q=\frac{3}{2}$.
2. The variational formulation. We begin by stating and resolving the stationary forms of our systems. Let $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ with smooth boundary, $\Gamma=\partial \Omega$. Let $1 \leq p<\infty$ and denote by $L^{p}(\Omega)$ the space of $p$ th power-integrable functions on $\Omega$, by $L^{\infty}(\Omega)$ the essentially bounded measurable functions, and the duality pairing by

$$
(u, f)_{L(\Omega)}=\int_{\Omega} u(x) f(x) d x, \quad u \in L^{p}(\Omega), \quad f \in L^{p^{\prime}}(\Omega)
$$

for any pair of conjugate powers, $\frac{1}{p}+\frac{1}{p^{\prime}}=1$. Let $C_{0}^{\infty}(\Omega)$ denote the space of infinitely differentiable functions with compact support in $\Omega . W^{m, p}(\Omega)$ is the Banach space of functions in $L^{p}(\Omega)$ for which each partial derivative up to order $m$ belongs to $L^{p}(\Omega)$, and $W_{0}^{m, p}(\Omega)$ is the closure of $C_{0}^{\infty}(\Omega)$ in $W^{m, p}(\Omega)$. See [1] for information on these Sobolev spaces. In addition, we shall be given for each $x \in \Omega$ a bounded domain $\Omega_{x}$ which lies locally on one side of its smooth boundary $\Gamma_{x}$. Let $1<q<\infty$ and denote by $\gamma_{x}: W^{1, q}\left(\Omega_{x}\right) \rightarrow L^{q}\left(\Gamma_{x}\right)$ the trace map which assigns boundary values. Let $T_{x}$ be the range of $\gamma_{x}$; this is a Banach space with the norm induced by $\gamma_{x}$ from $W^{1, q}\left(\Omega_{x}\right)$. Since $\Gamma_{x}$ is smooth, there is a unit outward normal $\nu_{x}(s)$ at each $s \in \Gamma_{x}$. Finally, we define $W_{x}^{1, q}\left(\Omega_{x}\right)$ to be that closed subspace consisting of those $\varphi \in W^{1, q}\left(\Omega_{x}\right)$ with $\gamma_{x} \varphi \in \mathbb{R}$, i.e., each $\gamma_{x}(\varphi)$ is constant almost everywhere on $\Gamma_{x}$. We shall denote by $\vec{\nabla}_{y}$ the gradient on $W^{1, q}\left(\Omega_{x}\right)$ and by $\vec{\nabla}$ the gradient on $W^{1, p}(\Omega)$.

The essential construction to be used below is an example of a continuous direct sum of Banach spaces. The special case that is adequate for our purposes can be described as follows. Let $S$ be a measure space and consider the product (measure) space $Q=\Omega \times S$, where $\Omega$ has Lebesgue measure. If $U \in L^{q}(Q)$ then from the Fubini theorem it follows that $U(x)(z) \equiv U(x, z), x \in \Omega, z \in S$ defines $U(x) \in L^{q}(S)$ at almost everywhere $x \in \Omega$, and for each $\Phi \in L^{q^{\prime}}(Q)$

$$
\int_{\Omega}(U(x), \Phi(x))_{L(S)} d x \equiv \int_{\Omega}\left\{\int_{S} U(x, z) \Phi(x, z) d z\right\} d x=\iint_{Q} U \Phi
$$

Thus $L^{q}(Q)$ is naturally identified with $L^{q}\left(\Omega, L^{q}(S)\right)$, the Bochner $q$ th integrable (equivalence classes of) functions from $\Omega$ to $L^{q}(S)$.

In order to prescribe a measurable family of cells $\left\{\Omega_{x}, x \in \Omega\right\}$, set $S=\mathbb{R}^{n}$, let $Q \subset$ $\Omega \times \mathbb{R}^{n}$ be a given measurable set for which each section $\Omega_{x}=\left\{y \in \mathbb{R}^{n}:(x, y) \in Q\right\}$ is a bounded domain in $\mathbb{R}^{n}$. By zero-extension we identify $L^{q}(Q) \hookrightarrow L^{q}\left(\Omega \times \mathbb{R}^{n}\right)$ and each $L^{q}\left(\Omega_{x}\right) \hookrightarrow L^{q}\left(\mathbb{R}^{n}\right)$. Thus we obtain from above

$$
L^{q}(Q) \cong\left\{U \in L^{q}\left(\Omega, L^{q}\left(\mathbb{R}^{n}\right)\right): U(x) \in L^{q}\left(\Omega_{x}\right) \text { a.e. } x \in \Omega\right\}
$$

We shall denote the duality on this Banach space by

$$
\begin{aligned}
& (U, \Phi)_{L(Q)}=\int_{\Omega}\left\{\int_{\Omega_{x}} U(x, y) \Phi(x, y) d y\right\} d x \\
& U \in L^{q}(Q), \Phi \in L^{q^{\prime}}(Q)
\end{aligned}
$$

The state space for our problems will be the product $L^{1}(\Omega) \times L^{1}(Q)$.
Note that $W^{1, q}\left(\Omega_{x}\right)$ is continuously imbedded in $L^{q}\left(\Omega_{x}\right)$, uniformly for $x \in \Omega$. It follows that the direct sum

$$
\begin{aligned}
& \mathcal{W}_{q} \equiv L^{q}\left(\Omega, W^{1, q}\left(\Omega_{x}\right)\right) \equiv\left\{U \in L^{q}(Q): U(x) \in W^{1, q}\left(\Omega_{x}\right) \text { a.e. } x \in \Omega\right. \\
&\text { and } \left.\int_{\Omega}\|U(x)\|_{W^{1, q}}^{q} d x<\infty\right\}
\end{aligned}
$$

is a Banach space. We shall use a variety of such spaces which can be constructed in this manner. Moreover, we shall assume that each $\Omega_{x}$ lies locally on one side of its boundary $\Gamma_{x}$, and $\Gamma_{x}$ is a $C^{2}$-manifold of dimension $n-1$. We assume the trace maps $\gamma_{x}: W^{1, q}\left(\Omega_{x}\right) \rightarrow L^{q}\left(\Gamma_{x}\right)$ are uniformly bounded. Thus for each $U \in \mathcal{W}_{q}$ it follows that the distributed trace $\gamma(U)$ defined by $\gamma(U)(x, s) \equiv \gamma_{x}(U(x))(s), s \in \Gamma_{x}, x \in \Omega$, belongs to $L^{q}\left(\Omega, L^{q}\left(\Gamma_{x}\right)\right)$. The distributed trace $\gamma$ maps $\mathcal{W}_{q}$ onto $\mathcal{T}_{q} \equiv L^{q}\left(\Omega, T_{x}\right) \hookrightarrow$ $L^{q}\left(\Omega, L^{q}\left(\Gamma_{x}\right)\right)$.

Next consider the collection $\left\{W_{x}^{1, q}\left(\Omega_{x}\right): x \in \Omega\right\}$ of Sobolev spaces given above and denote by $\mathcal{W}_{1} \equiv L^{q}\left(\Omega, W_{x}^{1, q}\left(\Omega_{x}\right)\right)$ the corresponding direct sum. Thus for each $U \in \mathcal{W}_{1}$ it follows that the distributed trace $\gamma(U)$ belongs to $L^{q}(\Omega)$. We define $\mathcal{W}_{0}^{1, p}$ to be the subspace of those $U \in \mathcal{W}_{1}$ for which $\gamma(U) \in W_{0}^{1, p}(\Omega)$. Since $\gamma: \mathcal{W}_{1} \rightarrow L^{q}(\Omega)$ is continuous, $\mathcal{W}_{0}^{1, p}$ is complete with the norm

$$
\|U\|_{\mathcal{W}_{0}^{1, p}} \equiv\|U\|_{\mathcal{W}_{q}}+\|\gamma U\|_{W_{0}^{1, p}}
$$

This Banach space $W_{0}^{1, p}(\Omega) \times \mathcal{W}_{q}$ will be the energy space for the regularized problem (1.1) and $\mathcal{W}_{0}^{1, p}$ will be the energy space for the constrained problem in which (1.1c) is replaced by the Dirichlet condition ( $1.1 \mathrm{c}^{\prime}$ ). Note that $\mathcal{W}_{0}^{1, p}$ is identified with the closed subspace $\left\{[\gamma U, U]: U \in \mathcal{W}_{0}^{1, p}\right\}$ of $W_{0}^{1, p}(\Omega) \times \mathcal{W}_{q}$. Finally, we shall let $\mathcal{W}_{0}$ denote the kernel of $\gamma, \mathcal{W}_{0}=\left\{U \in \mathcal{W}_{q}: \gamma U=0\right.$ in $\left.\mathcal{T}_{q}\right\}$.

We have defined $W_{x}^{1, q}\left(\Omega_{x}\right)$ to be the set of $w \in W^{1, q}\left(\Omega_{x}\right)$ for which $\gamma_{x} w$ is a constant multiple of $\mathbf{1}_{x}$, the constant function equal to one on $\Gamma_{x}$. Thus $W_{x}^{1, q}\left(\Omega_{x}\right)$ is the pre-image by $\gamma_{x}$ of the subspace $\mathbb{R} \cdot \mathbf{1}_{x}$ of $T_{x}$. We specified the subspace $\mathcal{W}_{1}$ similarly as the subspace of $\mathcal{W}_{q}$ obtained as the pre-image by $\gamma$ of the subspace $L^{q}(\Omega)$ of $\mathcal{T}_{q}$. To be precise, we denote by $\lambda$ the map of $L^{q}(\Omega)$ into $\mathcal{T}_{q}$ given by $\lambda v(x)=v(x) \cdot \mathbf{1}_{x}$,
almost everywhere $x \in \Omega, v \in L^{q}(\Omega) ; \lambda$ is an isomorphism of $L^{q}(\Omega)$ onto a closed subspace of $\mathcal{T}_{q}$. The dual map $\lambda^{\prime}$ taking $\mathcal{T}_{q}^{\prime}$ into $L^{q^{\prime}}(\Omega)$ is given by

$$
\lambda^{\prime} g(v)=g(\lambda v)=\int_{\Omega} g_{x}\left(\mathbf{1}_{x}\right) \cdot v(x) d x, \quad g \in \mathcal{T}_{q}^{\prime}, \quad v \in L^{q}(\Omega)
$$

so we have $\lambda^{\prime} g(x)=g_{x}\left(\mathbf{1}_{x}\right)$, almost everywhere $x \in \Omega$.
Moreover, when $g_{x} \in L^{q^{\prime}}\left(\Gamma_{x}\right)$ it follows that

$$
g_{x}\left(\mathbf{1}_{x}\right)=\int_{\Gamma_{x}} g_{x}(y) d y
$$

the integral of the indicated boundary functional. Thus, for $g \in L^{q^{\prime}}\left(\Omega, L^{q^{\prime}}\left(\Gamma_{x}\right)\right) \subset \mathcal{T}_{q}^{\prime}$, $\lambda^{\prime} g \in L^{q^{\prime}}(\Omega)$ is given by

$$
\begin{equation*}
\lambda^{\prime} g(x)=\int_{\Gamma_{x}} g_{x}(y) d y \quad \text { a.e. } x \in \Omega . \tag{2.1}
\end{equation*}
$$

The imbedding $\lambda$ of $L^{q}(\Omega)$ into $\mathcal{T}_{q}$ and its dual map $\lambda^{\prime}$ will play an essential role in our system below.

We consider elliptic differential operators in divergence form as realizations of monotone operators from Banach spaces to their duals. Assume we are given $\widetilde{A}$ : $\Omega \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ such that for some $1<p<\infty, g_{1} \in L^{p^{\prime}}(\Omega), g_{0} \in L^{1}(\Omega), c$ and $c_{0}>0$

$$
\begin{equation*}
\widetilde{A}(x, \vec{\xi}) \text { is continuous in } \vec{\xi} \in \mathbb{R}^{n} \text { and measurable in } x \text {, and } \tag{2.2a}
\end{equation*}
$$

$$
\begin{align*}
& \qquad|\widetilde{A}(x, \vec{\xi})| \leq c|\xi|^{p-1}+g_{1}(x) \\
& \langle\widetilde{A}(x, \vec{\xi})-\widetilde{A}(x, \vec{\eta}), \vec{\xi}-\vec{\eta}\rangle \geq 0  \tag{2.2~b}\\
& \widetilde{A}(x, \vec{\xi}) \cdot \vec{\xi} \geq c_{0}|\vec{\xi}|^{p}-g_{0}(x)  \tag{2.2c}\\
& \text { for a.e. } x \in \Omega \quad \text { and all } \vec{\xi}, \vec{\eta} \in \mathbb{R}^{n} .
\end{align*}
$$

Then the global diffusion operator $\mathcal{A}: W_{0}^{1, p}(\Omega) \rightarrow W^{-1, p^{\prime}}(\Omega)$ is given by

$$
\mathcal{A} u(v)=\int_{\Omega} \widetilde{A}(x, \vec{\nabla} u(x)) \vec{\nabla} v(x) d x, \quad u, v \in W_{0}^{1, p}(\Omega)
$$

Thus, each $\mathcal{A} u$ is equivalent to its restriction to $C_{0}^{\infty}(\Omega)$, the distribution

$$
\left.A u \equiv \mathcal{A} u\right|_{C_{0}^{\infty}(\Omega)}=-\vec{\nabla} \cdot \widetilde{A}(\cdot, \vec{\nabla} u)
$$

which specifies the value of this nonlinear elliptic divergence operator.
In order to specify a collection of local diffusion operators, $\mathcal{B}_{x}: W^{1, q}\left(\Omega_{x}\right) \rightarrow$ $W^{1, q}\left(\Omega_{x}\right)^{\prime}$, assume we are given $\widetilde{B}: Q \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ such that for some $1<q<\infty$, $h_{1} \in L^{q^{\prime}}(Q), h_{0} \in L^{1}(Q), c$ and $c_{0}>0$
(2.3a) $\widetilde{B}(x, y, \vec{\xi})$ is continuous in $\vec{\xi} \in \mathbb{R}^{n}$ and measurable in $(x, y) \in Q$, and $|\widetilde{B}(x, y, \vec{\xi})| \leq c|\vec{\xi}|^{q-1}+h_{1}(x, y)$,

$$
\begin{equation*}
\langle\widetilde{B}(x, y, \vec{\xi})-\widetilde{B}(x, y, \vec{\eta}), \vec{\xi}-\vec{\eta}\rangle \geq 0 \tag{2.3b}
\end{equation*}
$$

$$
\begin{equation*}
\widetilde{B}(x, y, \vec{\xi}) \cdot \vec{\xi} \geq c_{0}|\vec{\xi}| q-h_{0}(x, y) \tag{2.3c}
\end{equation*}
$$

$$
\text { for a.e. }(x, y) \in Q \text { and all } \vec{\xi}, \vec{\eta} \in \mathbb{R}^{n} \text {. }
$$

Then define for each $x \in \Omega$

$$
\mathcal{B}_{x} w(v)=\int_{\Omega_{x}} \widetilde{B}\left(x, y, \vec{\nabla}_{y} w(y)\right) \vec{\nabla}_{y} v(y) d y, \quad w, v \in W^{1, q}\left(\Omega_{x}\right)
$$

The elliptic differential operator on $\Omega_{x}$ is given by the formal part of $\mathcal{B}_{x}$, the distribution

$$
\left.B_{x} w \equiv \mathcal{B}_{x} w\right|_{C_{0}^{\infty}\left(\Omega_{x}\right)}=-\vec{\nabla}_{y} \cdot \widetilde{B}\left(x, \cdot, \vec{\nabla}_{y} w\right)
$$

in $W_{0}^{1, q}\left(\Omega_{x}\right)^{\prime}$. Also, we shall denote by $\mathcal{B}: \mathcal{W}_{q} \rightarrow \mathcal{W}_{q}^{\prime}$ the distributed operator constructed from the collection $\left\{\mathcal{B}_{x}: x \in \Omega\right\}$ by

$$
\mathcal{B} U(x)=\mathcal{B}_{x}(U(x)) \quad \text { a.e. } \quad x \in \Omega, U \in \mathcal{W}_{q}
$$

and we note that this is equivalent to

$$
\mathcal{B} U(V) \equiv \int_{\Omega} \mathcal{B}_{x}(U(x)) V(x) d x, \quad U, V \in \mathcal{W}_{q}
$$

The coupling term in our system will be given as a monotone graph which is a subgradient operator. Thus, assume $m: \mathbb{R} \rightarrow \mathbb{R}^{+}$is convex and bounded by

$$
\begin{equation*}
m(s) \leq C\left(|s|^{q}+1\right), \quad s \in \mathbb{R} \tag{2.4}
\end{equation*}
$$

hence, continuous. Then by

$$
\tilde{m}(g) \equiv \int_{\Omega} \int_{\Gamma_{x}} m(g(x, s)) d s d x, \quad g \in L^{q}\left(\Omega, L^{q}\left(\Gamma_{x}\right)\right)
$$

we obtain the convex, continuous $\tilde{m}: L^{q}\left(\Omega, L^{q}\left(\Gamma_{x}\right)\right) \rightarrow \mathbb{R}^{+}$. Assume $\frac{1}{q}+\frac{1}{n} \geq \frac{1}{p}$ so that $W_{0}^{1, p}(\Omega) \hookrightarrow L^{q}(\Omega)$, and consider the linear continuous maps

$$
\lambda: W_{0}^{1, p}(\Omega) \rightarrow L^{q}\left(\Omega, L^{q}\left(\Gamma_{x}\right)\right), \quad \gamma: \mathcal{W}_{q} \rightarrow L^{q}\left(\Omega, L^{q}\left(\Gamma_{x}\right)\right)
$$

Then the composite function

$$
M[u, U] \equiv \tilde{m}(\gamma U-\lambda u), \quad u \in W_{0}^{1, p}(\Omega), U \in \mathcal{W}_{q},
$$

is convex and continuous on $W_{0}^{1, p}(\Omega) \times \mathcal{W}_{q}$. The subgradients are directly computed by standard results [12]. Specifically, we have $\hat{g} \in \partial \tilde{m}(g)$ if and only if

$$
\hat{g}(x, s) \in \partial m(g(x, s)) \quad \text { a.e. } s \in \Gamma_{x}, \text { a.e. } x \in \Omega
$$

and we have $[f, F] \in \partial M[u, U]$ if and only if $f=-\lambda^{\prime}(\mu)$ in $W^{-1, p^{\prime}}(\Omega)$ and $F=\gamma^{\prime}(\mu)$ in $\mathcal{W}_{q}^{\prime}$ for some $\mu \in \partial \tilde{m}(\gamma U-\lambda u)$.

The following result gives sufficient conditions for the stationary regularized problem to be well posed.

Proposition 1. Assume $1<p, q, \frac{1}{q}+\frac{1}{n} \geq \frac{1}{p}$, and define the spaces and operators $\lambda, \gamma$ as above. Specifically, the sets $\left\{\Omega_{x}: x \in \Omega\right\}$ are uniformly bounded with smooth
boundaries, and the trace maps $\left\{\gamma_{x}\right\}$ are uniformly bounded. Let the functions $\widetilde{A}, \widetilde{B}$, and $m$ satisfy (2.2)-(2.4), and assume in addition that

$$
\begin{equation*}
m(s) \geq c_{0}|s|^{q}, \quad s \in \mathbb{R} \tag{2.5}
\end{equation*}
$$

Then for each pair $f \in W^{-1, p^{\prime}}(\Omega), F \in \mathcal{W}_{q}^{\prime}$ there exists a solution of

$$
\begin{align*}
& u \in W_{0}^{1, p}(\Omega): A(u)-\lambda^{\prime}(\mu)=f \quad \text { in } W^{-1, p^{\prime}}(\Omega)  \tag{2.6a}\\
& U \in \mathcal{W}_{q}: \mathcal{B}(U)+\gamma^{\prime}(\mu)=F \quad \text { in } \mathcal{W}_{q}^{\prime}  \tag{2.6b}\\
& \mu \in L^{q^{\prime}}\left(\Omega, L^{q^{\prime}}\left(\Gamma_{x}\right)\right): \mu \in \partial \tilde{m}(\gamma U-\lambda u) \tag{2.6c}
\end{align*}
$$

For any such solution we have

$$
\begin{equation*}
\int_{\Gamma_{x}} \mu(x, s) d s=\left\langle F(x), \mathbf{1}_{x}\right\rangle \quad \text { a.e. } x \in \Omega \tag{2.7}
\end{equation*}
$$

where $\mathbf{1}_{x}$ denotes the constant unit function in $W^{1, q}\left(\Omega_{x}\right)$.
Proof. The system (2.6) is a "pseudo-monotone plus subgradient" operator equation of the form

$$
\begin{align*}
& {[u, U] \in W_{0}^{1, p}(\Omega) \times \mathcal{W}_{q}: \text { for all }[v, V] \in W_{0}^{1, p}(\Omega) \times \mathcal{W}_{q}} \\
& \mathcal{A} u(v)+\mathcal{B} U(V)+\partial M[u, U]([v, V]) \ni f(v)+F(V)
\end{align*}
$$

It remains only to verify a coercivity condition, namely,

$$
\begin{align*}
& \frac{\mathcal{A} u(u)+\mathcal{B} U(U)+\tilde{m}(\gamma U-\lambda u)}{\|u\|_{W_{0}^{1, p}(\Omega)}+\|U\|_{\mathcal{W}_{q}}} \rightarrow+\infty  \tag{2.8}\\
& \text { as }\|u\|_{W_{0}^{1, p}(\Omega)}+\|U\|_{\mathcal{W}_{q}} \rightarrow+\infty
\end{align*}
$$

Choose $k=\max \left\{\left|y_{n}\right|: y \in \Omega_{x}, x \in \Omega\right\}$ and let $\nu_{x}=\left(\nu_{x}^{1}, \cdots, \nu_{x}^{n}\right)$ be the unit normal on $\Gamma_{x}$. For $v \in W^{1, q}\left(\Omega_{x}\right)$ we have by Gauss' theorem

$$
\begin{aligned}
\int_{\Omega_{x}}\left(|v|^{q}+y_{n} q|v|^{q-1} \partial_{n} v\right) & =\int_{\Omega_{x}} \partial_{n}\left(y_{n}|v(y)|^{q}\right) d y \\
& =\int_{\Gamma_{x}} \nu_{x}^{n}(s) s_{n}\left|\gamma_{x} v(s)\right|^{q} d s
\end{aligned}
$$

Hölder's inequality then shows

$$
\|v\|_{L^{q}\left(\Omega_{x}\right)}^{q} \leq k\left\|\gamma_{x} v\right\|_{L^{q}\left(\Gamma_{x}\right)}^{q}+q k\|v\|_{L^{q}\left(\Omega_{x}\right)}^{q-1}\left\|\partial_{n} v\right\|_{L^{q}\left(\Omega_{x}\right)}
$$

and from this follows

$$
\|v\|_{L^{q}\left(\Omega_{x}\right)}^{q} \leq 2 k\left\|\gamma_{x} v\right\|_{L^{q}\left(\Gamma_{x}\right)}^{q}+(2 k)^{q}(q-1)^{q-1}\left\|\partial_{n} v\right\|_{L^{q}\left(\Omega_{x}\right)}^{q}
$$

by Young's inequality. From here we obtain

$$
\begin{equation*}
c_{0}\|V\|_{L^{q}(Q)}^{q} \leq\|\gamma V\|_{L^{q}\left(\Omega, L^{q}\left(\Gamma_{x}\right)\right)}^{q}+\left\|\nabla_{y} V\right\|_{L^{q}(Q)}^{q}, \quad V \in \mathcal{W}_{q} \tag{2.9}
\end{equation*}
$$

Thus from the a priori estimate

$$
\begin{align*}
& \mathcal{A} u(u)+\mathcal{B} U(U)+M(\gamma U-\lambda u) \\
& \quad \geq c_{0}\|\vec{\nabla} u\|_{L^{p}(\Omega)}^{p}-\left\|g_{0}\right\|_{L^{1}(\Omega)}+c_{0}\left\|\vec{\nabla}_{y} U\right\|_{L^{q}(Q)}^{q}-\left\|h_{0}\right\|_{L^{1}(Q)}  \tag{2.10}\\
& \quad+c_{0}\|\gamma U-\lambda u\|_{L^{q}\left(\Omega, L^{q}\left(\Gamma_{x}\right)\right)}^{q}, \quad u \in W_{0}^{1, p}(\Omega), U \in \mathcal{W}_{q},
\end{align*}
$$

the Poincaré-type inequality (2.9) and the equivalence of $\|\nabla u\|_{L^{p}(\Omega)}$ with the norm on $W_{0}^{1, p}(\Omega)$, we can obtain the coercivity condition (2.8). Specifically, if (2.8) is bounded by $K$, then (2.10) is bounded above by

$$
\begin{gathered}
K\left(\|u\|_{W_{0}^{1, p}(\Omega)}+\left\|\nabla_{y} U\right\|_{L^{q}(Q)}+\|\gamma U\|_{L^{q}\left(\Omega, L^{q}\left(\Gamma_{x}\right)\right)}\right) \\
\leq K\left(\|u\|_{W_{0}^{1, p}(\Omega)}+\left\|\nabla_{y} U\right\|_{L^{q}(Q)}+\| \gamma U\right. \\
\left.\quad-\lambda \varphi\left\|_{L^{q}\left(\Omega, L^{q}\left(\Gamma_{x}\right)\right)}+\right\| \lambda u \|_{L^{q}(\Omega)}\right)
\end{gathered}
$$

and the last term is dominated by the first. This gives an explicit bound on each of these terms and, hence, on $\|u\|_{W_{0}^{1, p}(\Omega)}+\|U\|_{\mathcal{W}_{q}}$.

Finally, we apply (2.6b) to the function $V \in \mathcal{W}_{q}$ given by $V(x, y)=v(x)$ for some $v \in L^{q}(\Omega)$, and this shows

$$
\mu(\gamma v)=\langle F, v\rangle
$$

since $\mathcal{B} U(V)=0$, and thus

$$
\int_{\Omega} \lambda^{\prime} \mu(x) v(x) d x=\mu(\lambda v)=\mu(\gamma v)=\int_{\Omega}\langle F(x), 1\rangle v(x) d x .
$$

The identity (2.7) now follows from (2.1).
For the more general case of the degenerate stationary problem corresponding to (1.1), we obtain the following result.

Corollary 1. Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}^{+}$and $\Phi: \mathbb{R} \rightarrow \mathbb{R}^{+}$be convex and continuous, with $\varphi(0)=\Phi(0)=0$, and assume

$$
\begin{equation*}
\varphi(s) \leq C\left(|s|^{q}+1\right), \quad \Phi(s) \leq C\left(|s|^{q}+1\right), \quad s \in \mathbb{R} . \tag{2.11}
\end{equation*}
$$

For each pair $f \in W^{-1, p^{\prime}}(\Omega), F \in \mathcal{W}_{q}^{\prime}$, there exists a solution of

$$
\begin{align*}
& u \in W_{0}^{1, p}(\Omega): a+A(u)-\lambda^{\prime}(\mu)=f \quad \text { in } W^{-1, p^{\prime}}(\Omega)  \tag{2.12a}\\
& U \in \mathcal{W}_{q}: b+\mathcal{B}(U)+\gamma^{\prime}(\mu)=F \quad \text { in } \mathcal{W}_{q}^{\prime}  \tag{2.12b}\\
& \mu \in \partial \tilde{m}(\gamma U-\lambda u) \quad \text { in } L^{q^{\prime}}\left(\Omega, L^{q^{\prime}}\left(\Gamma_{x}\right)\right) \tag{2.12c}
\end{align*}
$$

For any such solution we have

$$
\begin{equation*}
\int_{\Omega_{x}} b(x, y) d y+\int_{\Gamma_{x}} \mu(x, s) d s=\left\langle F(x), \mathbf{1}_{x}\right\rangle \quad \text { a.e. } x \in \Omega . \tag{2.13}
\end{equation*}
$$

Proof. This follows as above but with the continuous convex function

$$
\begin{aligned}
\Psi[u, U]= & \int_{\Omega} \varphi(u(x)) d x+\int_{\Omega} \int_{\Omega_{x}} \Phi(U(x, y)) d y d x \\
& +\tilde{m}(\gamma U-\lambda u), \quad[u, U] \in W_{0}^{1, p}(\Omega) \times \mathcal{W}_{q} .
\end{aligned}
$$

The subgradient can be computed termwise because the three terms are continuous on $L^{q}(\Omega), L^{q}(Q)$, and $L^{q}\left(\Omega, L^{q}\left(\Gamma_{x}\right)\right)$, respectively.

Remark. The lower bound (2.5) on $m(\cdot)$ may be deleted in Corollary 1 if such a lower estimate is known to hold for $\Phi$. It is also unnecessary in the matched microstructure model; see below.

In order to prescribe the boundary condition (1.1c) explicitly, we develop an appropriate Green's formula for the operators $\mathcal{B}_{x}$.

Note that we can identify $L^{q^{\prime}}\left(\Omega_{x}\right) \subset W^{-1, q^{\prime}}\left(\Omega_{x}\right)$ since $W_{0}^{1, q}\left(\Omega_{x}\right)$ is dense in $L^{q}\left(\Omega_{x}\right)$, so it is meaningful to define

$$
D_{x} \equiv\left\{w \in W^{1, q}\left(\Omega_{x}\right): B_{x} w \in L^{q^{\prime}}\left(\Omega_{x}\right)\right\}
$$

This is the domain for the abstract Green's theorem.
Lemma 1. There is a unique operator $\partial_{x}: D_{x} \rightarrow T_{x}^{\prime}$ for which $\mathcal{B}_{x} w=B_{x} w+$ $\gamma_{x}^{\prime} \partial_{x} w$ for all $w \in D_{x}$. That is, we have

$$
\begin{equation*}
\mathcal{B}_{x} w(v)=\left(B_{x} w, v\right)_{L\left(\Omega_{x}\right)}+\left\langle\partial_{x} w, \gamma_{x} v\right\rangle, \quad v \in W^{1, q}\left(\Omega_{x}\right) \tag{2.14}
\end{equation*}
$$

for every $w \in D_{x}$.
Proof. The strict morphism $\gamma_{x}$ of $W^{1, q}\left(\Omega_{x}\right)$ onto $T_{x}$ has a dual $\gamma_{x}^{\prime}$ which is an isomorphism of $T_{x}^{\prime}$ onto $W_{0}^{1, q}\left(\Omega_{x}\right)^{\perp}$, the annihilator in $W^{1, q}\left(\Omega_{x}\right)^{\prime}$ of the kernel of $\gamma_{x}$. For each $w \in D_{x}$, the difference $\mathcal{B}_{x} w-B_{x} w$ is in $W_{0}^{1, q}\left(\Omega_{x}\right)^{\perp}$, so it is equal to $\gamma_{x}^{\prime}\left(\partial_{x} w\right)$ for a unique element $\partial_{x} w \in T_{x}^{\prime}$.

Remark. The identity (2.14) is a generalized decomposition of $\mathcal{B}_{x}$ into a partial differential operator on $\Omega_{x}$ and a boundary condition on $\Gamma_{x}$. If $\Gamma_{x}$ is smooth, $\nu_{x}$ denotes the unit outward normal on $\Gamma_{x}$, and if $\tilde{B}\left(x, \cdot, \vec{\nabla}_{y} w\right) \in\left[W^{1, q^{\prime}}\left(\Omega_{x}\right)\right]^{n}$, then $w \in D_{x}$ and from the classical Green's theorem we obtain

$$
\begin{aligned}
& \mathcal{B}_{x} w(v)-\left(B_{x} w, v\right)_{L\left(\Omega_{x}\right)}=\int_{\Gamma_{x}} \widetilde{B}\left(x, s, \vec{\nabla}_{y} w\right) \vec{\nu}_{x}(s) \gamma v(s) d s \\
& v \in W^{1, q}\left(\Omega_{x}\right)
\end{aligned}
$$

Thus, $\partial_{x} w=\widetilde{B}\left(x, \cdot, \vec{\nabla}_{y} w\right) \cdot \vec{\nu}_{x}$ is the indicated normal derivative in $L^{q^{\prime}}\left(\Gamma_{x}\right)$ when $\widetilde{B}\left(x, \cdot, \vec{\nabla}_{y} w\right)$ is as smooth as above, and so we can regard $\partial_{x} w$ in general as an extension of this nonlinear differential operator on the boundary.

The formal part of $\mathcal{B}: \mathcal{W}_{q} \rightarrow \mathcal{W}_{q}^{\prime}$ is the operator $B: \mathcal{W}_{q} \rightarrow \mathcal{W}_{0}^{\prime}$ given by the restriction $\left.B(U) \equiv \mathcal{B} U\right|_{\mathcal{W}_{0}}$. Since $\mathcal{W}_{0}$ is dense in $L^{q}(Q)$ we can specify the domain

$$
D \equiv\left\{U \in \mathcal{W}_{q}: B(U) \in L^{q^{\prime}}(Q)\right\}
$$

on which we obtain as before a distributed form of Green's theorem.
Lemma 2. There is a unique operator $\partial: D \rightarrow \mathcal{T}_{q}^{\prime}$ such that

$$
\mathcal{B}(U)(V)=(B(U), V)_{L(Q)}+\langle\partial U, \gamma V\rangle, \quad U \in D, V \in \mathcal{W}_{q}
$$

Proposition 2. Let the Sobolev spaces and trace operators be given as above. We summarize them in the following diagrams:

| $L^{q}\left(\Omega_{x}\right)$ |  | $L^{q}\left(\Gamma_{x}\right)$ | $L^{q}(Q)$ |  | $L^{q}\left(\Omega, L^{q}\left(\Gamma_{x}\right)\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\cup$ |  | $\cup$ | $\cup$ |  | $\cup$ |
| $W^{1, q}\left(\Omega_{x}\right)$ | $\gamma_{x}$ | $T_{x}$ | $\mathcal{W}_{q}$ | $\gamma$ | $\mathcal{T}_{q}$ |
| $U$ |  | $\lambda_{x} \uparrow$ | $U$ |  | $\lambda t$ |
| $W_{x}^{1, q}\left(\Omega_{x}\right)$ | - | $\mathbb{R} \cdot \mathbf{1}_{\boldsymbol{x}}$ | $\mathcal{W}_{1}$ | $\gamma_{1}$ | $L^{q}(\Omega)$ |
| U |  | U | U |  | $\uparrow$ |
| $W_{0}^{1, q}\left(\Omega_{x}\right)$ | $\longrightarrow$ | \{0\} | $\mathcal{W}_{0}$ | $\longrightarrow$ | \{0\} |

in which $\gamma_{1}$ is the restriction of $\gamma$ to $\mathcal{W}_{1} . W_{0}^{1, q}\left(\Omega_{x}\right), \mathcal{W}_{0}$ are dense in $L^{q}\left(\Omega_{x}\right), L^{q}(Q)$, respectively. Let operators $\mathcal{B}_{x}, x \in \Omega$, and $\mathcal{B}$ be given and define their formal parts $B_{x}, B$ as above. Then construct the domains $D_{x}, D$ and boundary operators $\partial_{x}, \partial$ as in Lemmas 1 and 2, respectively. It follows that for any $U \in \mathcal{W}_{q}$,
(a) $B U(x)=B_{x}(U(x))$ in $W_{0}^{1, q}\left(\Omega_{x}\right)^{\prime}$ for a.e. $x \in \Omega$, and $U \in D$ if and only if $U(x) \in D_{x}$ for a.e. $x \in \Omega$ and $x \mapsto B_{x} U(x)$ belongs to $L^{q^{\prime}}(Q)$;
(b) for each $U \in D$,

$$
\partial U(x)=\partial_{x}(U(x)) \text { in } T_{x}^{\prime} \text { for a.e. } x \in \Omega
$$

and

$$
\mathcal{B} U=B U+\gamma_{1}^{\prime}\left(\lambda^{\prime} \partial U\right) \quad \text { in } \mathcal{W}_{1}^{\prime}
$$

and for each $V \in \mathcal{W}_{1}$ we have

$$
\begin{aligned}
\int_{\Omega} \mathcal{B}_{x} U(x)(V(x)) d x= & \int_{Q} B_{x} U(x) V(x) d y d x \\
& \quad+\int_{\Omega}\left\langle\partial_{x} U(x), \mathbf{1}_{x}\right\rangle\left(\gamma_{1} V\right)(x) d x
\end{aligned}
$$

Proof. (a) For $V \in \mathcal{W}_{0}$ we obtain from the definitions of $B, \mathcal{B}$, and $B_{x}$, respectively,

$$
\begin{aligned}
\int_{\Omega} B U(x) V(x) d x & =\int_{\Omega} \mathcal{B} U(V) d x=\int_{\Omega} \mathcal{B}_{x} U(x)(V(x)) d x \\
& =\int_{\Omega} B_{x} U(x) V(x) d x
\end{aligned}
$$

and so the first equality holds since $\mathcal{W}_{0}^{\prime}=L^{q^{\prime}}\left(\Omega, W_{0}^{1, q}\left(\Omega_{x}\right)^{\prime}\right)$. The characterization of $D$ is immediate now.
(b) For $V \in \mathcal{W}_{q}$ we obtain from the definitions of $\gamma, \partial, \partial_{x}$, respectively, and (a)

$$
\begin{aligned}
\int_{\Omega} \partial U\left(\gamma_{x} V(x)\right) d x & =\int_{\Omega} \partial U(\gamma V) d x=\int_{\Omega}(\mathcal{B} U-B U)(x) V(x) d x \\
& =\int_{\Omega} \partial_{x}(U(x)) \gamma_{x} V(x) d x
\end{aligned}
$$

Since the range of $\gamma$ is $\mathcal{T}_{q}^{\prime}=L^{q^{\prime}}\left(\Omega, T_{x}^{\prime}\right)$, the first equality follows. The second is immediate from Lemma 2 since on $\mathcal{W}_{1}, \gamma=\lambda \circ \gamma_{1}$ and $\gamma^{\prime}=\gamma_{1}^{\prime} \lambda^{\prime}$, and the third follows from the preceding remarks.

Corollary 2. In the situation of Corollary $1, f \in L^{q^{\prime}}(\Omega)$ and $F \in L^{q^{\prime}}(Q)$ if and only if $A u \in L^{q^{\prime}}(\Omega)$ and $B(U) \in L^{q^{\prime}}(Q)$, and in that case the solution satisfies almost everywhere

$$
\begin{aligned}
& a(x) \in \partial \varphi(u(x)) \\
& a(x)+A u(x)+\int_{\Omega_{x}} b(x, y) d y=f(x)+\int_{\Omega_{x}} F(x, y) d y, \quad x \in \Omega \\
& u(s)=0, \quad s \in \Gamma, \\
& b(x, y) \in \partial \Phi(U(x, y)), \quad b(x, y)+B U(x, y)=F(x, y), \quad y \in \Omega_{x}, \\
& \mu(x, s) \in \partial m(\gamma U(x, s)-u(x)), \quad \partial_{x}(U(x))(s)+\mu(x, s)=0, \quad s \in \Gamma_{x}
\end{aligned}
$$

Finally, we note that corresponding results for the stationary matched microstructure model are obtained directly by specializing the system (2.6') to the space $\mathcal{W}_{0}^{1, p}$. This is identified with $\left\{[\gamma U, U]: U \in \mathcal{W}_{0}^{1, p}\right\}$ as a subspace of $W_{0}^{1, p}(\Omega) \times \mathcal{W}_{q}$, and we need only to restrict the solution $[u, U]$ and the test functions $[v, V], v=\gamma V$, to this subspace to resolve the matched model. Then the coupling term $M$ does not occur in the system; see the proof of Proposition 1, especially for the coercivity. These observations yield the following analogous results for the matched microstructure model.

Proposition $1^{\prime}$. Assume $1<p, q, \frac{1}{q}+\frac{1}{n} \geq \frac{1}{p}$, and define the spaces and operators $\lambda, \gamma$ as before. Let the functions $\widetilde{A}, \widetilde{B}$, and $m$ satisfy (2.2)-(2.4). Then for each pair $f \in W^{-1, p^{\prime}}(\Omega), F \in \mathcal{W}_{1}^{\prime}$ there exists a unique solution of

$$
\begin{align*}
& u \in W_{0}^{1, p}(\Omega): A(u)=f+\langle F, \mathbf{1}\rangle \quad \text { in } W^{-1, p^{\prime}}(\Omega)  \tag{2.15a}\\
& U \in \mathcal{W}_{1}: B(U)=F \quad \text { in } \mathcal{W}_{0}^{\prime}  \tag{2.15b}\\
& \gamma U=\lambda u \quad \text { in } L^{q}(\Omega) \subset \mathcal{T}_{q} \tag{2.15c}
\end{align*}
$$

Corollary $1^{\prime}$. Suppose $\varphi, \Phi$ are given as before and assume (2.11). For f, $F$ as above there exists a unique solution of

$$
\begin{array}{ll}
(2.16 \mathrm{a}) & u \in W_{0}^{1, p}(\Omega): a+\langle b, 1\rangle+A(u)=f+\langle F, 1\rangle \quad \text { in } W^{-1, p^{\prime}}(\Omega), \\
(2.16 \mathrm{~b}) & U \in \mathcal{W}_{1}: b+B(U)=F \quad \text { in } \mathcal{W}_{0}^{\prime}  \tag{2.16b}\\
(2.16 \mathrm{c}) & \gamma U=\lambda u \text { in } L^{q}(\Omega) \subset \mathcal{T}_{q}, \\
(2.16 \mathrm{~d}) & a \in \partial \varphi(u) \text { in } L^{q^{\prime}}(\Omega), \quad b \in \partial \Phi(U) \quad \text { in } L^{q^{\prime}}(Q)
\end{array}
$$

In addition, $f \in L^{q^{\prime}}(\Omega)$ and $F \in L^{q^{\prime}}(Q)$ if and only if $A u \in L^{q^{\prime}}(\Omega)$ and $B(U) \in$ $L^{q^{\prime}}(Q)$, and in that case the solution satisfies almost everywhere

$$
\begin{aligned}
& a(x) \in \partial \varphi(u(x)) \\
& a(x)+A u(x)+\int_{\Omega_{x}} b(x, y) d y=f(x)+\int_{\Omega_{x}} F(x, y) d y, \quad x \in \Omega \\
& u(s)=0, \quad s \in \Gamma, \\
& b(x, y) \in \partial \Phi(U(x, y)), \quad b(x, y)+B U(x, y)=F(x, y), \quad y \in \Omega_{x} \\
& U(x, s)=u(x), \quad s \in \Gamma_{x} .
\end{aligned}
$$

Remark. For the very special case of $p=q \geq 2$ and $a(u)=u, b(U)=U$ in the situation of Proposition 1 it follows from [7] or [20] that the Cauchy-Dirichlet problem for (1.1) is well posed in the space $L^{p}\left(0, T ; W_{0}^{1, p}(\Omega) \times \mathcal{W}_{p}\right)$ with appropriate initial data $u(x, 0), U(x, y, 0)$ and source functions $f(x, t), F(x, y, t)$. A similar remark holds in the case of Proposition $1^{\prime}$ for the matched model with (1.1c'). These restrictive assumptions will be substantially relaxed in the next section.

Furthermore, variational inequalities may be resolved for problems corresponding to either the regularized or the matched microstructure model by adding the indicator function of a convex constraint set to the convex function $\Psi$. Thus such problems can be handled with constraints on the global variable $u$, the local variables $U$, or their difference $\lambda u-\gamma U$ on the interface.
3. The $L^{r}$-operators. Assume we are in the situation of Proposition 1. We define a relation or multi-valued operator $\mathbb{C}_{2}$ on the Hilbert space $L^{2}(\Omega) \times L^{2}(Q)$ as follows: $\mathbb{C}_{2}[u, U] \ni[f, F]$ if and only if

$$
\begin{align*}
& u \in L^{2}(\Omega) \cap W_{0}^{1, p}(\Omega): \mathcal{A}(u)-\lambda^{\prime} \mu=f \in L^{2}(\Omega)  \tag{3.1a}\\
& U \in L^{2}(Q) \cap \mathcal{W}_{q}: \mathcal{B}(U)+\gamma^{\prime} \mu=F \in L^{2}(Q) \tag{3.1b}
\end{align*}
$$

for some $\mu \in \partial \tilde{m}(\gamma U-\lambda u) \quad$ in $L^{q^{\prime}}\left(\Omega, L^{q^{\prime}}\left(\Gamma_{x}\right)\right)$.
Thus, $\mathbb{C}_{2}$ is the restriction of (2.6) to $L^{2}(\Omega) \times L^{2}(Q)$. Note that $\lambda^{\prime} \mu \in L^{2}(\Omega)$ by (2.7).
Lemma 3. If $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ is monotone, Lipschitz, and $\sigma(0)=0$, then for each pair

$$
\mathbb{C}_{2}\left[u_{j}, U_{j}\right] \ni\left[f_{j}, F_{j}\right], \quad j=1,2,
$$

there follows

$$
\left(f_{1}-f_{2}, \sigma\left(u_{1}-u_{2}\right)\right)_{L^{2}(\Omega)}+\left(F_{1}-F_{2}, \sigma\left(U_{1}-U_{2}\right)\right)_{L^{2}(Q)} \geq 0
$$

Proof. Since $\sigma$ is Lipschitz and $\sigma(0)=0$, we have $\sigma\left(u_{1}-u_{2}\right) \in W_{0}^{1, p}(\Omega)$ and $\sigma\left(U_{1}-U_{2}\right) \in \mathcal{W}_{q}$. Also the chain rule applies to these functions, so we compute

$$
\begin{aligned}
&\left\langle\mathcal{A} u_{1}\right.\left.-\mathcal{A} u_{2}, \sigma\left(u_{1}, u_{2}\right)\right\rangle \\
&=\int_{\Omega}\left(\widetilde{A}\left(x, \vec{\nabla} u_{1}\right)-\widetilde{A}\left(x, \nabla u_{2}\right)\right) \vec{\nabla}\left(u_{1}-u_{2}\right) \sigma^{\prime}\left(u_{1}-u_{2}\right) d x \\
&\left\langle\mathcal{B} U_{1}\right.\left.-\mathcal{B} U_{2}, \sigma\left(U_{1}-U_{2}\right)\right\rangle \\
&=\int_{\Omega} \int_{\Omega_{x}}\left(\widetilde{B}\left(x, y, \vec{\nabla}_{y} U_{1}\right)-\widetilde{B}\left(x, y, \vec{\nabla}_{y} U_{2}\right)\right) \\
& \quad \vec{\nabla}_{y}\left(U_{1}-U_{2}\right) \sigma^{\prime}\left(U_{1}-U_{2}\right) d y d x .
\end{aligned}
$$

Both of these are nonnegative because of (2.1b), (2.2b), and $\sigma^{\prime} \geq 0$. The remaining term to check is

$$
\begin{aligned}
& \left(-\lambda^{\prime}\left(\mu_{1}-\mu_{2}\right), \sigma\left(u_{1}-u_{2}\right)\right)_{L^{2}(\Omega)}+\left\langle\gamma^{\prime}\left(\mu_{1}-\mu_{2}\right), \sigma\left(U_{1}-U_{2}\right)\right\rangle \\
& \quad=\int_{\Omega} \int_{\Gamma_{x}}\left(\mu_{1}(x, s)-\mu_{2}(x, s)\right)\left(\sigma\left(\gamma U_{1}-\gamma U_{2}\right)-\sigma\left(\lambda u_{1}-\lambda u_{2}\right)\right) d s d x
\end{aligned}
$$

Since $\sigma$ is a monotone function and $\partial m$ is a monotone graph, this integrand is nonnegative and the result follows.

As a consequence of Lemma 3 with $\sigma(s)=s$, the operator $\mathbb{C}_{2}$ is monotone on the Hilbert space $L^{2}(\Omega) \times L^{2}(Q)$. Moreover, we obtain the following.

Proposition 3. The operator $\mathbb{C}_{2}$ is maximal monotone on $L^{2}(\Omega) \times L^{2}(Q)$. Let $j: \mathbb{R} \rightarrow \mathbb{R}^{+}$be convex, lower-semicontinuous, and $j(0)=0$. If $\partial m$ is a function, then $\mathbb{C}_{2}$ is also single valued and

$$
\begin{equation*}
\left(\mathbb{C}_{2}\left[u_{1}, U_{1}\right]-\mathbb{C}_{2}\left[u_{2}, U_{2}\right],\left[\sigma_{1}, \sigma_{2}\right]\right)_{L^{2}(\Omega) \times L^{2}(Q)} \geq 0 \tag{3.2}
\end{equation*}
$$

for any selections $\sigma_{1} \in \partial j\left(u_{1}-u_{2}\right)$ in $L^{2}(\Omega)$ and $\sigma_{2} \in \partial j\left(U_{1}-U_{2}\right)$ in $L^{2}(Q)$.
Proof. To show $\mathbb{C}_{2}$ is maximal monotone it suffices to show that for any pair $[f, F] \in L^{2}(\Omega) \times L^{2}(Q)$ there is a solution of

$$
\begin{align*}
& u \in L^{2}(\Omega) \cap W_{0}^{1, p}(\Omega): u+\mathcal{A}(u)-\lambda^{\prime}(\mu)=f \text { in } W^{-1, p^{\prime}}(\Omega),  \tag{3.3a}\\
& U \in L^{2}(Q) \cap \mathcal{W}_{q}: U+\mathcal{B}(U)+\gamma^{\prime}(\mu)=F \text { in } \mathcal{W}_{q}^{\prime}  \tag{3.3b}\\
& \mu \in L^{q^{\prime}}\left(\Omega, L^{q^{\prime}}\left(\Gamma_{x}\right)\right): \mu \in \partial \tilde{m}(\gamma U-\lambda u) . \tag{3.3c}
\end{align*}
$$

The existence of a (unique) solution of (3.3) follows as in Proposition 1, but by considering the pseudomonotone operator $[\mathcal{A}, \mathcal{B}]$ on the product space $L^{2}(\Omega) \cap W_{0}^{1, p}(\Omega) \times$ $L^{2}(Q) \cap \mathcal{W}_{q}$ and the convex function, $\frac{1}{2}\|u\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\|U\|_{L^{2}(Q)}^{2}+\tilde{m}(\gamma U-\lambda u)$, on that space.

To establish the estimate (3.2), we consider the lower-semicontinuous convex function

$$
\begin{align*}
& \tilde{\jmath}[u, U]=\int_{\Omega}\left(j(u(x))+\int_{\Omega_{x}} j(U(x, y)) d y\right) d x  \tag{3.4}\\
& {[u, U] \in L^{2}(\Omega) \times L^{2}(Q)}
\end{align*}
$$

The subgradient of $\tilde{\jmath}$ is given on this product space by

$$
\begin{aligned}
& \tilde{\sigma}=\left[\sigma_{1}, \sigma_{2}\right] \in \partial \tilde{\jmath}[u, U] \text { if and only if } \\
& \tilde{\sigma}[v, V]=\int_{\Omega}\left(\sigma_{1}(x) v(x)+\int_{\Omega_{x}} \sigma_{2}(x, y) V(x, y) d y\right) d x \\
& {[v, V] \in L^{2}(\Omega) \times L^{2}(Q)}
\end{aligned}
$$

where

$$
\begin{aligned}
& \sigma_{1}(x) \in \partial j(u(x)), \quad \text { a.e. } x \in \Omega \\
& \sigma_{2}(x, y) \in \partial j(U(x, y)), \quad \text { a.e. }(x, y) \in Q .
\end{aligned}
$$

The Yoshida approximation $\tilde{\jmath}_{\varepsilon}$ of $\tilde{\jmath}$ is given as in (3.4) but with $j$ replaced by $j_{\varepsilon}$. Since the derivative of $j_{\varepsilon}$ is Lipschitz, monotone, and contains the origin, it follows by

Lemma 3 that the special case of (3.2) with $j_{\varepsilon}$ is true. Thus, $\mathbb{C}_{2}$ is $\partial \tilde{\jmath}$-monotone [8] and the desired result follows, since the single-valued $\mathbb{C}_{2}$ equals its minimal section.

We define the realization of (2.6) in $L^{r}(\Omega) \times L^{r}(Q), 1 \leq r<\infty$, as follows. For $r \geq 2, \mathbb{C}_{r}$ is the restriction of $\mathbb{C}_{2}$ to $L^{r}(\Omega) \times L^{r}(Q)$, and for $1 \leq r<2, \mathbb{C}_{r}$ is the closure in $L^{r}(\Omega) \times L^{r}(Q)$ of $\mathbb{C}_{2}$.

Corollary 3. The operator $\mathbb{C}_{r}$ is m-accretive in $L^{r}(\Omega) \times L^{r}(Q)$ for $1 \leq r<\infty$.
Proof. Let $\left(I+\varepsilon \mathbb{C}_{2}\right)\left(\left[u_{j}, U_{j}\right]\right) \ni\left[f_{j}, F_{j}\right], j=1,2$, and assume $\left[f_{j}, F_{j}\right] \in L^{r}(\Omega) \times$ $L^{r}(Q)$ if $r \geq 2$. Set $j(s)=|s|^{r}, s \in \mathbb{R}$. From Proposition 4.7 of [8] it follows that

$$
\left\|\left[u_{1}-u_{2}, U_{1}-U_{2}\right]\right\|_{L^{r}(\Omega) \times L^{r}(Q)} \leq\left\|\left[f_{1}-f_{2}, F_{1}-F_{2}\right]\right\|_{L^{r}(\Omega) \times L^{r}(Q)} .
$$

Taking $\left[f_{2}, F_{2}\right]=[0,0]$, we see that $L^{r}(\Omega) \times L^{r}(Q)$ is invariant under $\left(I+\varepsilon \mathbb{C}_{2}\right)^{-1}$, and then the estimate shows this operator is a contraction on that space. We have $R g\left(I+\varepsilon \mathbb{C}_{r}\right)=L^{r}(\Omega) \times L^{r}(Q)$ directly from the definition for $r \geq 2$, and for $1 \leq r<2$, $R g\left(I+\varepsilon \mathbb{C}_{r}\right) \supset L^{2}(\Omega) \times L^{2}(Q)$, which is dense, so the result follows easily.

Remarks. The Cauchy-Dirichlet problem for the regularized model (1.1) is well posed in $L^{r}(\Omega) \times L^{r}(Q)$ when $a(u)=u, b(U)=U$, and $r>1$. This follows from Corollary 3 and the theory of evolution equations generated by $m$-accretive operators in a uniformly convex Banach space. For example, from [19] we recall the following:

If $\mathfrak{f} \in W^{1,1}(0, T ; X)$ and $w_{0} \in D\left(\mathbb{C}_{r}\right)$, where $\mathbb{C}_{r}$ is $m$-accretive on the uniformly convex Banach space $X$, then there exists a unique Lipschitz function $w:[0, T] \rightarrow X$ for which

$$
\begin{aligned}
& w^{\prime}(t)+\mathbb{C}_{r}(w(t)) \ni \mathfrak{f}(t), \quad \text { a.e. } t \in(0, T) \\
& w(t) \in D\left(\mathbb{C}_{r}\right) \quad \text { for all } t \in[0, T], \quad \text { and } \\
& w(0)=w_{0}
\end{aligned}
$$

See [4] for details (Theorem III.2.3) and references. By applying this result to the operator $\mathbb{C}_{r}$ given in $X \equiv L^{r}(\Omega) \times L^{r}(Q), 1<r<\infty$, we obtain a generalized strong solution $w(t)=[u(t), U(t)]$ of the system

$$
\begin{aligned}
& \frac{\partial u(x, t)}{\partial t}+A u(x, t)+\int_{\Omega_{x}} \frac{\partial U(x, y, t)}{\partial t} d y \\
& \quad=f(x, t)+\int_{\Omega_{x}} F(x, y, t) d y, \quad x \in \Omega, t \in(0, T) \\
& u(s, t)=0, \quad s \in \Gamma \\
& \frac{\partial U(x, y, t)}{\partial t}+B U(x, y, t)=F(x, y, t), \quad y \in \Omega_{x}, \\
& \mu(x, s, t) \in \partial m(U(x, s, t)-u(x, t)), \quad \partial_{x} U(x, s, t)+\mu(x, s, t)=0, \quad s \in \Gamma_{x}, \\
& u(x, 0)=u_{0}(x), \quad U(x, y, 0)=U_{0}(x, y) .
\end{aligned}
$$

The restrictions on the data $\mathfrak{f}(t)=[f(t), F(t)]$ and $w_{0}=\left[u_{0}, U_{0}\right]$ can be considerably relaxed in the Hilbert space case $r=2[8]$.

By applying Proposition $1^{\prime}$ similarly, it follows that corresponding results for the matched model are obtained. Thus we obtain a generalized strong solution in $L^{r}(\Omega) \times L^{r}(Q), 1<r<\infty$, of the system

$$
\begin{aligned}
& \frac{\partial u(x, t)}{\partial t}+A u(x, t)+\int_{\Omega_{x}} \frac{\partial U(x, y, t)}{\partial t} d y \\
& \quad=f(x, t)+\int_{\Omega_{x}} F(x, y, t) d t, \quad x \in \Omega, \quad t \in(0, T) \\
& u(s, t)=0, \quad s \in \Gamma \\
& \frac{\partial U(x, y, t)}{\partial t}+B U(x, y, t)=F(x, y, t), \quad y \in \Omega_{x} \\
& U(x, s, t)=u(x, t), \quad s \in \Gamma_{x} \\
& u(x, 0)=u_{0}(x), \quad U(x, y, 0)=U_{0}(x, y)
\end{aligned}
$$

This follows as above from the analogue of Proposition 3 and Corollary 3.
We return to consider the fully nonlinear model (1.1). The generator of this evolution system will be obtained by closing up the composition of $\mathbb{C}_{2}$ with the inverse of $[\partial \varphi, \partial \Phi]$ in $L^{1}(\Omega) \times L^{1}(Q)$. Thus, we begin with the following.

Definition. $\mathbb{C}[a, b] \ni[f, F]$ if $\mathbb{C}_{2}[u, U] \ni[f, F]$ and $a \in \partial \varphi(u)$ in $L^{2}(\Omega), b \in$ $\partial \Phi(U)$ in $L^{2}(Q)$ for some pair $[u, U]$ as in (3.1).

Lemma 4. The operator $\mathbb{C}$ is accretive on $L^{1}(\Omega) \times L^{1}(Q)$ if either $\partial m$ is a function or if both $\partial \varphi$ and $\partial \Phi$ are functions.

Proof. Let $\varepsilon>0$ and suppose that $(I+\varepsilon \mathbb{C})\left[a_{j}, b_{j}\right] \ni\left[f_{j}, F_{j}\right]$ for $j=1,2$. Thus we have $\varepsilon \mathbb{C}_{2}\left[u_{j}, U_{j}\right] \ni\left[f_{j}-a_{j}, F_{j}-b_{j}\right], a_{j} \in \partial \varphi\left(u_{j}\right), b_{j} \in \partial \Phi\left(U_{j}\right)$ as above. First we choose $\sigma(s)=\operatorname{sgn}_{\delta}^{+}(s)$, the Yoshida approximation of the maximal monotone sgn ${ }^{+}$, apply Lemma 3 and obtain

$$
\begin{aligned}
& \left(a_{1}-a_{2}, \operatorname{sgn}_{\delta}^{+}\left(u_{1}-u_{2}\right)\right)_{L^{2}(\Omega)}+\left(b_{1}-b_{2}, \operatorname{sgn}_{\delta}^{+}\left(U_{1}-U_{2}\right)\right)_{L^{2}(Q)} \\
& \quad \leq\left\|\left(f_{1}-f_{2}\right)+\right\|_{L^{1}(\Omega)}+\left\|\left(F_{1}-F_{2}\right)^{+}\right\|_{L^{1}(Q)} .
\end{aligned}
$$

If $\partial \varphi$ and $\partial \Phi$ are functions, then

$$
\begin{aligned}
& \left(a_{1}-a_{2}\right) \operatorname{sgn}_{0}^{+}\left(u_{1}-u_{2}\right)=\left(a_{1}-a_{2}\right)^{+} \\
& \left(b_{1}-b_{2}\right) \operatorname{sgn}_{0}^{+}\left(U_{1}-U_{2}\right)=\left(b_{1}-b_{2}\right)^{+}
\end{aligned}
$$

so letting $\delta \rightarrow 0$ gives

$$
\begin{align*}
& \left\|\left(a_{1}-a_{2}\right)+\right\|_{L^{1}(\Omega)}+\left\|\left(b_{1}-b_{2}\right)+\right\|_{L^{1}(Q)} \\
& \quad \leq\left\|\left(f_{1}-f_{2}\right)+\right\|_{L^{1}(\Omega)}+\left\|\left(F_{1}-F_{2}\right)+\right\|_{L^{1}(Q)} . \tag{3.5}
\end{align*}
$$

The same holds for negative parts, so it follows that $(I+\varepsilon \mathbb{C})^{-1}$ is an order-preserving contraction with respect to $L^{1}(\Omega) \times L^{1}(Q)$ for each $\varepsilon>0$.

Next we suppose $\partial m$ is a function. Choose $j(s)=s^{+}$, so that $\partial j=\operatorname{sgn}^{+}$, and then set

$$
\begin{aligned}
\sigma_{1}(x) & =\operatorname{sgn}_{0}^{+}\left(u_{1}-u_{2}+a_{1}-a_{2}\right) \in \operatorname{sgn}^{+}\left(u_{1}-u_{2}\right) \cap \operatorname{sgn}^{+}\left(a_{1}-a_{2}\right), \\
\sigma_{2}(x, y) & =\operatorname{sgn}_{0}^{+}\left(U_{1}-U_{2}+b_{1}-b_{2}\right) \in \operatorname{sgn}^{+}\left(U_{1}-U_{2}\right) \cap \operatorname{sgn}^{+}\left(b_{1}-b_{2}\right) .
\end{aligned}
$$

Proposition 3 applies here to give (3.5). A similar estimate for negative parts yields the result.

Although $\mathbb{C}$ is not accretive on $L^{r}$ for $1<r$, we can obtain $L^{\infty}$ estimates when the graphs $\partial \varphi, \partial \Phi$ are not too dissimilar.

Corollary 4. If $(I+\varepsilon \mathbb{C})[a, b] \ni[f, F]$ with $\varepsilon>0$, then

$$
\begin{align*}
& \left\|a^{+}\right\|_{L^{\infty}(\Omega)} \leq \max \left(a_{0}(k),\left\|f^{+}\right\|_{L^{\infty}(\Omega)}\right)  \tag{3.6}\\
& \left\|b^{+}\right\|_{L^{\infty}(Q)} \leq \max \left(b_{0}(k),\left\|F^{+}\right\|_{L^{\infty}(Q)}\right)
\end{align*}
$$

where $k \equiv \max \left(a_{0}^{-1}\left(\left\|f^{+}\right\|_{L^{\infty}}\right), b_{0}^{-1}\left(\left\|F^{+}\right\|\right)\right)$.
Remarks. Here $a_{0}$ is the minimal section $(\partial \varphi)_{0}, a_{0}^{-1}$ is the minimal section of $(\partial \varphi)^{-1}$, and $b_{0}, b_{0}^{-1}$ are defined similarly from $\partial \Phi$. Specifically, we obtain an explicit a priori bound on $\left\|a^{+}\right\|_{L^{\infty}(\Omega)}$ and $\left\|b^{+}\right\|_{L^{\infty}(Q)}$ when $\left\|f^{+}\right\|_{L^{\infty}(\Omega)} i n R g(\partial \varphi)$ and $\left\|F^{+}\right\|_{L^{\infty}(Q)} \in R g(\partial \Phi)$. By similar estimates for negative parts, we obtain explicit estimates on $\|a\|_{L^{\infty}(\Omega)}$ and $\|b\|_{L^{\infty}(Q)}$ for any pair $f \in L^{\infty}(\Omega), F \in L^{\infty}(\Omega)$ if $R g(\partial \varphi)=\mathbb{R}$ and $\operatorname{Rg}(\partial \Phi)=\mathbb{R}$ or (trivially) if both $\operatorname{Rg}(\partial \varphi)$ and $\operatorname{Rg}(\partial \Phi)$ are bounded in $\mathbb{R}$. Finally, we note that in the special case $\varphi=\Phi$, we obtain

$$
\max \left(\left\|a^{+}\right\|_{L^{\infty}(\Omega)},\left\|b^{+}\right\|_{L^{\infty}(Q)}\right) \leq \max \left(\left\|f^{+}\right\|_{L^{\infty}(\Omega)},\left\|F^{+}\right\|_{L^{\infty}(Q)}\right)
$$

Proof. By the choice of $k \geq 0$ we have

$$
\partial \varphi(k) \ni \ell_{1} \geq\left\|f^{+}\right\|_{L^{\infty}}, \quad \partial \Phi(k) \ni \ell_{2} \geq\left\|F^{+}\right\|_{L^{\infty}}
$$

for some pair $\ell_{1}, \ell_{2}$. Subtract these from the operator equation, multiply by either

$$
\operatorname{sgn}_{\delta}^{+}(u-k), \quad \operatorname{sgn}_{\delta}^{+}(U-k)
$$

or by

$$
\operatorname{sgn}_{0}^{+}\left(a-\ell_{1}+u-k\right), \quad \operatorname{sgn}_{0}^{+}\left(b-\ell_{2}+U-k\right),
$$

depending on whether $\partial \varphi$ and $\partial \Phi$ are functions or $\partial m$ is a function, respectively. Apply Lemma 3 and let $\delta \rightarrow 0$ or apply Proposition 3, respectively, to obtain

$$
\begin{aligned}
& \left\|\left(a-\ell_{1}\right)+\right\|_{L^{1}(\Omega)}+\left\|\left(b-\ell_{2}\right)+\right\|_{L^{1}(Q)} \\
& \quad \leq\left\|\left(f^{+}-\ell_{1}\right)+\right\|_{L^{1}(\Omega)}+\left\|\left(F^{+}-\ell_{2}\right)^{+}\right\|_{L^{1}(Q)} .
\end{aligned}
$$

The right side is zero, so the result follows.
Proposition 4 (Moser). Let $(u, U) \in W_{0}^{1, p}(\Omega) \times \mathcal{W}_{q}$ be a solution to

$$
\begin{gathered}
\mathcal{A}(u)-\lambda^{\prime} \mu \ni f \quad \text { in } W^{-1, p^{\prime}}(\Omega), \\
\mathcal{B}(U)+\gamma^{\prime} \mu \ni F \quad \text { in } \mathcal{W}_{q}^{\prime}, \\
\mu \in \partial m(\gamma U-\lambda u) .
\end{gathered}
$$

(a) If $(f, F) \in L^{\tau^{\prime}}(\Omega) \times L^{\tau^{\prime}}(Q)$ with $\tau^{\prime}>\frac{n}{p}$, and

$$
\widetilde{A}(x, \vec{\xi}) \cdot \vec{\xi} \geq c_{0}|\xi|^{p}-g_{0}(x)
$$

where $g_{0} \in L^{\tau^{\prime}}(\Omega)$, then $u \in L^{\infty}(\Omega)$.
(b) If, additionally, $F \in L^{\infty}\left[\Omega ; L^{t^{\prime}}\left(\Omega_{x}\right)\right]$ with $t^{\prime}>\frac{n}{q}$,

$$
\widetilde{B}(x, y, \vec{\xi}) \cdot \vec{\xi} \geq c_{0}|\xi|^{q}-h_{0}(x, y)
$$

where $h_{0} \in L^{\infty}\left[\Omega ; L^{t^{\prime}}\left(\Omega_{x}\right)\right]$, and $m$ satisfies the growth condition (2.5) and $m(0)=0$, then $U \in L^{\infty}(Q)$.

Proof. (a) Estimate (2.7) of Proposition 1 shows that $\lambda^{\prime} \mu \in L^{\tau^{\prime}}(\Omega)$, so that

$$
\mathcal{A}(u)=f-\lambda^{\prime} \mu=\tilde{f} \in L^{\tau^{\prime}}(\Omega) .
$$

Lemma 3 of [23] can now be used to conclude $u \in L^{\infty}(\Omega)$.
(2) Define $\widetilde{U}=U-u \mathbf{1}$. Since $\mathcal{B}(\widetilde{U})=B(U)$, it follows that

$$
\mathcal{B}(\widetilde{U})+\gamma^{\prime} \mu=F \text { in } \mathcal{W}_{q}^{\prime}, \quad \mu \in \partial m(\gamma \widetilde{U})
$$

and for almost every $x \in \Omega$, and every $V \in \mathcal{W}_{q}$

$$
\begin{equation*}
\int_{\Omega_{x}} \widetilde{B}\left(x, \cdot, \nabla_{y} \tilde{U}(x)\right) \cdot \nabla_{y} V(x)+\int_{\Gamma_{x}} \mu(x) \gamma V(x)=\int_{\Omega_{x}} F(x, \cdot) V(x), \tag{*}
\end{equation*}
$$

with $\mu(x) \in \partial m(\gamma \widetilde{U}(x))$. We will now use Moser iteration with (*) to conclude $\|\widetilde{U}(x)\|_{L^{\infty}\left(\Omega_{x}\right)} \leq C$, where $C$ is to be chosen independently of $x \in \Omega$.

If $\tilde{U}(x) \in L^{r}\left(\Omega_{x}\right)(r=q$ suffices for the first iterate $)$, define $s=1+(r-t / t q)$ $\left(\frac{1}{t}+\frac{1}{t^{\prime}}=1\right)$. Let $H \in C^{1}(\mathbb{R})$ satisfy $H(s)=|s|^{s}$ if $|s| \leq s_{0}, H$ affine for $|s|>s_{0}$, and define $G(s)=\int_{0}^{s}\left|H^{\prime}(\xi)\right|^{q} d \xi$. Since $H$ has linear growth, it follows that $G(\widetilde{U}) \in \mathcal{W}_{q}$. Substituting $G(\widetilde{U})$ for $V$ in (*) gives

$$
\begin{aligned}
\int_{\Omega_{x}} & \widetilde{B}\left(x, \cdot, \nabla_{y} \tilde{U}(x)\right) \cdot \nabla_{y} \widetilde{U}(x) G^{\prime}(\widetilde{U}(x)) \\
& \quad+\int_{\Gamma_{x}} \mu(x) \gamma G(\widetilde{U}(x))=\int_{\Omega_{x}} F(x, \cdot) G(\widetilde{U}(x))
\end{aligned}
$$

The first term of the formula above is bounded below using ( $2.3 \mathrm{c}^{\prime}$ ). To estimate the second term, use
(i) $\mu \widetilde{U} \geq m(\widetilde{U})$ (as $m(0)=0$ ), and
(ii) $\operatorname{sgn}(\widetilde{U})=\operatorname{sgn}(G(\widetilde{U}))$ (so that $G(\widetilde{U}) / \tilde{U} \geq 0$ when $\tilde{U} \neq 0$ )
to get

$$
\begin{gathered}
\mu G(\widetilde{U})=\mu \widetilde{U} G(\widetilde{U}) / \widetilde{U} \geq m(\widetilde{U}) G(\widetilde{U}) / \widetilde{U} \\
\geq c_{0}|\widetilde{U}|^{q} G(\widetilde{U}) / \widetilde{U}=c_{0}|\widetilde{U}|^{q-1}|G(\widetilde{U})| \\
c_{0} \int_{\Omega_{x}}\left|\nabla_{y} \widetilde{U}\right|^{q} G^{\prime}(\widetilde{U})+c_{0} \int_{\Gamma_{x}}|\widetilde{U}|^{q-1}|G(\widetilde{U})| \leq \int_{\Omega_{x}} F G(\widetilde{U})+h_{0} G^{\prime}(\widetilde{U}) .
\end{gathered}
$$

The first term may be written as $\left|\nabla_{y} H(\widetilde{U})\right|^{q}$ which, using the Sobolev embedding theorem, is bounded below by

$$
c(\varepsilon)\|H(\widetilde{U})\|_{\left.L^{\frac{n q}{n-q}} \Omega_{x}\right)}-\varepsilon \int_{\Gamma_{x}}|H(\tilde{U})|^{q}
$$

where $\varepsilon>0$ can be chosen arbitrarily small (see (2.9)). The right-hand side is bounded using Hölder's inequality.

$$
\begin{aligned}
& c(\varepsilon)\|H(\widetilde{U})\|_{L^{n q /(n-q)}\left(\Omega_{x}\right)}^{q}+\int_{\Gamma_{x}}|\widetilde{U}|^{q-1}|G(\widetilde{U})|-\varepsilon|H(\widetilde{U})|^{q} \\
& \quad \leq \frac{1}{c_{0}}\left(\|F\|_{L^{t^{\prime}}\left(\Omega_{x}\right)}\|G(\widetilde{U})\|_{L^{t}\left(\Omega_{x}\right)}+\left\|h_{0}\right\|_{L^{t^{\prime}}\left(\Omega_{x}\right)}\left\|G^{\prime}(\widetilde{U})\right\|_{L^{t}\left(\Omega_{x}\right)}\right)
\end{aligned}
$$

when $s_{0} \rightarrow \infty, H(\widetilde{U}) \rightarrow|\widetilde{U}|^{s}$, and $|\widetilde{U}|^{q-1}|G(\widetilde{U})| \rightarrow \eta(r)|\widetilde{U}|^{s q}$, where $\eta(r)=\frac{t}{r} s^{q}=$ $\frac{t}{r}(1+(r-t / q t))^{q}$. If $\varepsilon$ is chosen as $\varepsilon=\min _{q \leq r<\infty} \eta(r)$, it follows that

$$
\|\tilde{U}\|_{L^{s q(n / n-q)}\left(\Omega_{x}\right)} \leq(c s)^{1 / s} \max \left[1,\|\tilde{U}\|_{L^{r}\left(\Omega_{x}\right)}\right]
$$

The result now follows by iteration of the above estimate.
Theorem 1. Assume the hypotheses of Proposition 1, Corollary 1, Lemma 4, and Proposition 4. Also, assume that $R g(\partial \varphi)$ and $R g(\partial \Phi)$ are both bounded or that both are equal to $\mathbb{R}$. Then $\overline{\mathbb{C}}$, the closure of $\mathbb{C}$ in $L^{1}(\Omega) \times L^{1}(Q)$, is $m$-accretive.

Proof. Let $f \in L^{\infty}(\Omega)$ and $F \in L^{\infty}(Q)$. Corollary 1 asserts there is a solution of (2.12). If the graphs $\partial \varphi$ and $\partial \Phi$ have bounded range, then $a \in L^{\infty}(\Omega), b \in L^{\infty}(Q)$, and it follows from Proposition 4 that $u \in L^{2}(\Omega)$ and $U \in L^{2}(Q)$. This shows $\mathbb{C}_{2}[u, U] \ni[a-f, b-F]$, so $(I+\mathbb{C})([a, b]) \ni[f, F]$. Thus, $\operatorname{Rg}(I+\overline{\mathbb{C}})$ is dense in and, hence, equal to $L^{1}(\Omega) \times L^{1}(Q)$.

If the ranges of $\partial \varphi$ and $\partial \Phi$ equal $\mathbb{R}$, then by Corollary 4 any solution satisfies

$$
\|a\|_{L^{\infty}(\Omega)} \leq K, \quad\|b\|_{L^{\infty}(Q)} \leq K
$$

where $K$ depends on $f$ and $F$. Replace $\partial \varphi, \partial \Phi$ by the appropriately truncated $\partial \varphi_{K}, \partial \Phi_{K}$.

The solution with these truncated graphs, then, is a solution of the equation with the original graphs, so we are done.

Corollary 5. Under the hypotheses of Theorem 1, problem (1.1) has a unique generalized solution $(a, b) \in C\left[0, T ; L^{1}(\Omega) \times L^{1}(Q)\right]$, provided the data satisfy $(f, F) \in$ $L^{1}\left[0, T ; L^{1}(\Omega) \times L^{1}(Q)\right]$, and $(a(0), b(0)) \in \overline{D(\mathbb{C})}$.

This follows from the Crandall-Liggett theorem [9], which is proved by showing that the step functions ( $a^{N}, b^{N}$ ), constructed from solutions to the differencing scheme

$$
\begin{equation*}
\left(a^{n}, b^{n}\right)-\left(a^{n-1}, b^{n-1}\right)+\tau \mathbb{C}\left(a^{n}, b^{n}\right) \ni \tau\left(f^{n}, F^{n}\right) \tag{3.7}
\end{equation*}
$$

( $\tau=\frac{T}{N}$ ), converge uniformly when the operator $\mathbb{C}$ is $m$-accretive. Benilan [6] proves that these generalized solutions are unique.

All of our results hold for the matched microstructure model problem. Specifically, Lemma 4 and Corollary 4 are obtained from Proposition 3, and Proposition 4 is actually simpler for the matched problem. The analogues of Theorem 1 and Corollary 5 show that the matched problem (1.1a), (1.1b), (1.1c') has a unique generalized solution $(a, b) \in C\left[0, T ; L^{1}(\Omega) \times L^{1}(Q)\right]$.

The next theorem shows that if the data is further restricted, the generalized solutions will satisfy the partial differential equation (1.1). The following notation is used:

$$
\begin{aligned}
& L^{r}(T)=L^{r}\left[0, T ; L^{r}(\Omega) \times L^{r}(Q)\right], \quad 1 \leq r \leq \infty \\
& V=W_{0}^{1, p}(\Omega) \times \mathcal{W}_{q} \\
& \mathcal{V}(T)=L^{p}\left[0, T ; W_{0}^{1, p}(\Omega)\right] \times L^{q}\left[0, T ; \mathcal{W}_{q}\right] \\
& \widehat{\mathcal{V}}(T)=W^{1, p^{\prime}}\left[0, T ; W^{-1, p^{\prime}}(\Omega)\right] \times W^{1, q^{\prime}}\left[0, T ; \mathcal{W}_{q}^{\prime}\right]
\end{aligned}
$$

Theorem 2. Assume the hypotheses of Theorem 1 hold and in addition that $(f, F) \in L^{1}(T) \cap \mathcal{V}(T)^{\prime}$ and $(a(0), b(0)) \in \overline{D(\mathbb{C})} \cap V^{\prime}$. Then the generalized solutions of Corollary 5 satisfy

$$
\left.\begin{array}{l}
(a, b) \in \widehat{\mathcal{V}}(T), \quad(u, U) \in \mathcal{V}(T) \\
\frac{\partial}{\partial t}(a, b)+\left(\mathcal{A}(u)-\lambda^{\prime} \mu, \mathcal{B}(U)+\gamma^{\prime} \mu\right)=(f, F) \text { in } \mathcal{V}(T)^{\prime} \\
(a, b) \tag{3.8c}
\end{array}\right](\partial \phi(u), \partial \Phi(U)), \quad \mu \in \partial \tilde{m}(\lambda u-\gamma U) .
$$

Proof. The results of Grange and Mignot [15] show that the step functions ( $a^{N}, b^{N}$ ) and $\left(u^{N}, U^{N}\right)$ generated from the differencing scheme (3.7) converge weakly in $\widehat{\mathcal{V}}(T)$ and $\mathcal{V}(T)$, respectively. Moreover, equation (3.8) will be satisfied in the limit, provided the weak limits $(a, b)$ and $(u, U)$ satisfy $(a, b) \in(\partial \phi(u), \partial \Phi(U))$. To establish this inclusion, let $(v, V) \in \mathcal{V}(T)$ and $(\tilde{a}, \tilde{b}) \in(\partial \phi(v), \partial \Phi(V))$. The growth conditions on $\phi$ and $\Phi$ guarantee that $\left(a^{N}, b^{N}\right)$ and $(\tilde{a}, \tilde{b}) \in \mathcal{V}(T)^{\prime}$ are functions, so it is possible to define $\left(a^{N}-\tilde{a}, b^{N}-\tilde{b}\right)_{s}$ to be the pair of functions truncated above and below by $\pm s(s>0)$. This pair of functions is bounded in $L^{\infty}(T)$ and converges in $L^{1}(T)$ to $(a-\tilde{a}, b-\tilde{b})_{s}$, and so converges in $L^{r}(T)$ for $1 \leq r<\infty$. If $r \geq \max \left(p^{\prime}, q^{\prime}\right)$, it follows that $L^{r}(T) \subset \mathcal{V}(T)^{\prime}$, so the sequence $\left(a^{N}-\tilde{a}, b^{N}-\tilde{b}\right)_{s}$ converges strongly in $\mathcal{V}(T)^{\prime}$. The monotonicity of $\partial \phi$ and $\partial \Phi$ imply

$$
0 \leq\left\langle\left(a^{N}-\tilde{a}, b^{N}-\tilde{b}\right)_{s},\left(u^{N}-v, U^{n}-V\right)\right\rangle
$$

Passing to the limit as $N \rightarrow \infty$ and then letting $s \rightarrow \infty$ yields

$$
0 \leq\langle(a-\tilde{a}, b-\tilde{b}),(u-v, U-V)\rangle, \quad(\tilde{a}, \tilde{b}) \in(\partial \phi(v), \partial \Phi(V))
$$

Since $(\partial \phi(\cdot), \partial \Phi(\cdot))$ is maximally monotone, it follows that $(a, b) \in(\partial \phi(u), \partial \Phi(U))$.
Finally, we note that the corresponding solution of the matched problem satisfies

$$
\begin{align*}
& (a, b) \in \tilde{\mathcal{V}}(T), \quad(\gamma U, U) \in \mathcal{V}(T) \\
& \frac{\partial}{\partial t}(a, b)+(\mathcal{A}(\gamma U), \mathcal{B}(U))=(f, F) \text { in } \mathcal{V}_{0}(T)^{\prime} \\
& (a, b) \in(\partial \varphi(\gamma U), \partial \Phi(U)), \quad U \in \mathcal{W}_{0}
\end{align*}
$$

where the space $\mathcal{V}_{0}(T)$ is given by

$$
\mathcal{V}_{0}(T) \equiv\left\{U \in L^{q}\left[0, T ; \mathcal{W}_{1}\right]: \gamma(U) \in L^{p}\left[0, T ; W_{0}^{1, p}(\Omega)\right]\right\}
$$

with the appropriate norm for which $(\gamma(U), U) \in \mathcal{V}(T)$ for each $U \in \mathcal{V}_{0}(T)$.
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#### Abstract

In this paper some parabolic integrodifferential equations in $n$-space dimensions are studied. For the solution of such a linear equation, the classical Schauder and $L_{p}\left(Q_{T}\right)$ estimates are derived. As a direct corollary, the continuous dependence and the uniqueness of the solution for the full nonlinear integrodifferential equation are obtained. Then the global solvability for a class of quasilinear integrodifferential equations is considered. Using the method of energy estimates and the integral iteration technique along with the results of linear equations, an a priori estimate in the classical space $C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)$ is deduced and the global solution of our problem is established by the continuation argument similar to the case of a parabolic equation.
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1. Introduction. Let $T>0$ and $Q_{T}=\Omega \times(0, T], T>0$, where $\Omega$ is an open bounded region in $R^{n}$ with a smooth boundary $\partial \Omega$. In this paper we first study the linear equation:

$$
\begin{equation*}
u_{t}-L_{1} u=\int_{0}^{t} L_{2} u d \tau+f(x, t), \quad \text { in } Q_{T} \tag{1.1}
\end{equation*}
$$

where $L_{1}$ is a linear elliptic operator:

$$
L_{1} u=a_{i j}(x, t) u_{x_{i} x_{j}}+b_{i}(x, t) u_{x_{i}}+c(x, t) u
$$

and $L_{2}$ is an arbitrary differential operator of the second order:

$$
L_{2} u=c_{i j}(x, t, \tau) u_{x_{i} x_{j}}+d_{i}(x, t, \tau) u_{x_{i}}+e(x, t, \tau) u
$$

For the solution of this linear equation, we shall derive a priori Schauder and $W_{p}^{2,1}\left(Q_{T}\right)$ estimates which are well known for solutions of parabolic partial differential equations. Using these results, we then consider a class of nonlinear equations:

$$
\begin{align*}
u_{t}= & \frac{\partial}{\partial x_{i}}\left[a_{i j}\left(x, t, u, \int_{0}^{t} u d \tau\right) \frac{\partial u}{\partial x_{j}}\right]  \tag{1.2}\\
& +\int_{0}^{t}\left[\frac{\partial}{\partial x_{i}} b_{i}(x, t, \tau, u)+c(x, t, \tau, u)\right] d \tau \quad \text { in } Q_{T}
\end{align*}
$$

and establish the global solvability. Here and throughout the paper we shall use the standard notation: $u_{x}=\left(u_{x_{1}}, \cdots, u_{x_{n}}\right) \in R^{n}, u_{x x}=\left(u_{x_{i} x_{j}}\right) \in R^{n^{2}}$ and the repeated subscript implies summation from 1 to $n$.

The equation (1.1) or its more general form

$$
\begin{equation*}
u_{t}=A\left(x, t, u, u_{x}, u_{x x}\right)+\int_{0}^{t} B\left(x, t, \tau, u, u_{x}, u_{x x}\right) d \tau \quad \text { in } Q_{T} \tag{1.3}
\end{equation*}
$$

[^136]where the ellipticity condition
\[

$$
\begin{equation*}
\frac{\partial A(x, t, u, p, r)}{\partial r_{i j}} \xi_{i} \xi_{j} \geq A_{0}|\xi|^{2} \quad\left(A_{0}>0\right) \tag{1.4}
\end{equation*}
$$

\]

holds, is often called a Volterra integrodifferential equation of parabolic type. This kind of equation represents many mathematical models in physical and engineering fields such as heat transfer in a material with memory, the propagation of disturbances in viscous media, and so on (cf. [19]). The nonlinear equation (1.2) can be regarded as the generalization of some practical models in physics and biology. As an example, we consider the nonlinear version of the nuclear reactor model (cf. [21, p. 172]

$$
\begin{align*}
& u_{t}-\frac{\partial}{\partial x_{i}}\left[a_{i j}(x, t, u, v) u_{x_{j}}\right]=u(\lambda-b v),  \tag{1.5}\\
& v_{t}=-c v+a u \tag{1.6}
\end{align*}
$$

where $u$ represents the fast neutron density and $v$ the fuel temperature. It is easy to see by (1.6) that

$$
v(x, t)=v_{0}(x)+a \int_{0}^{t} e^{-c(t-\tau)} u(x, \tau) d \tau
$$

Hence, the system (1.5)-(1.6) can be written as the form which is similar to the equation (1.2). Similar models can be found in [21] such as the Fitzhugh-Nagumo system and the degenerate Volterra-Lotka model in which only one species diffuses is included. Recently, much attention has been received in the study of the wellposedness of the problem as well as its numerical solution. A large group of people write the equation (1.3) as a Volterra type integrodifferential equation in an abstract Banach space:

$$
\frac{d u(t)}{d t}=A(t, u(t))+\int_{0}^{t} B(s, u(s)) d s
$$

They employ the analytic semigroup theory to study the solvability of the problem and other properties (cf., e.g., [4], [7], [9], [12], [13], [16], [18]). There are also a number of authors who take the derivative with respect to $t$ in the equation (1.3) and obtain a third-order partial differential equation which is of mixed type (cf. [3], [5], $[6],[8],[20],[22]$, etc.). For such an equation, they use the Galerkin approach and some special treatments to investigate the local and global solvability of the problem when the principal part $A\left(x, t, u, u_{x}, u_{x x}\right)$ is a linear elliptic operator. These methods are powerful and many good results have been carried out previously under certain conditions. For a nonlinear elliptic operator $A$, the global solvability of the problem becomes much more difficult. Some effort has been devoted to this investigation (cf., e.g., [4], [16], [18], etc.). More recently, Yin [24] and [25] considers the problem from a rather different viewpoint. He regards the equation (1.1) as a parabolic one with a perturbation (the integral term). Hence, the theory of parabolic equations can be applied to the study of the problem. Indeed, as will be seen in $\S 2$ of this paper, the solution of the linear equation possesses many features such as Schauder and $W_{p}^{2,1}\left(Q_{T}\right)$ estimates which play important roles when studying nonlinear equations. In [24] and [25], the author establishes the global existence of the solutions for two classes of nonlinear integrodifferential equations in one space dimension. In the present
paper we will show global solvability for the nonlinear equation (1.2). We first derive a uniform bound by applying the integral iteration technique. Then we employ an analogous approach as in [2] to derive the $W_{p}^{2,1}$-estimate. Finally, the results for the solutions of linear problems are used to deduce an a priori estimate in $C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)$ and then the global solution is obtained by the method of continuity.

Remark. The argument presented in this paper can be used to deal with a more general equation than (1.2). However, these generalizations are left to the reader.

In $\S 2$ the Schauder and $L_{p}\left(Q_{T}\right)$ estimates are proved, and then as a direct corollary the continuous dependence and uniqueness of the solution for the full nonlinear equation (1.3) are obtained. In $\S 3$ we establish the global existence of the solution for the equation (1.3) associated with the suitable initial and boundary conditions.

For the reader's convenience, we list the following notation: Let $Q_{t}=\Omega \times(0, t]$ for $t \in(0, T], S=\partial \Omega, S_{T}=S \times[0, T], P_{T}=Q_{T} \times[0, T]$.

$$
\begin{aligned}
& \|u\|_{C\left(\bar{Q}_{T}\right)}=\max _{\bar{Q}_{T}}|u(x, t)|, \\
& {[u]_{C^{\alpha, \alpha / 2}\left(Q_{t}\right)}=\sup _{(x, s) \neq\left(x^{\prime}, s^{\prime}\right), 0 \leq s, s^{\prime} \leq t} \frac{\left|u(x, s)-u\left(x^{\prime}, s^{\prime}\right)\right|}{\left|x-x^{\prime}\right|^{\alpha}+\left|s-s^{\prime}\right|^{\alpha / 2}},} \\
& \|u\|_{C^{\alpha, \frac{\alpha}{2}}\left(\bar{Q}_{T}\right)}=\|u\|_{C\left(\bar{Q}_{T}\right)}+[u]_{C^{\alpha, \frac{\alpha}{2}}\left(\bar{Q}_{T}\right)}, \\
& \|u\|_{C^{1+\alpha, \frac{1+\alpha}{2}}\left(\bar{Q}_{T}\right)}=\|u\|_{C^{\alpha, \frac{\alpha}{2}}\left(\bar{Q}_{T}\right)}+\left\|u_{x}\right\|_{C^{\alpha, \frac{\alpha}{2}}\left(\bar{Q}_{T}\right)}, \\
& \|u\|_{C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)}=\|u\|_{C^{1+\alpha, \frac{1+\alpha}{2}}\left(\bar{Q}_{T}\right)}+\left\|u_{x x}\right\|_{C^{\alpha, \frac{\alpha}{2}}\left(\bar{Q}_{T}\right)}+\left\|u_{t}\right\|_{C^{\alpha, \frac{\alpha}{2}}\left(\bar{Q}_{T}\right)}, \\
& \|u\|_{W_{p}^{1}(\Omega)}^{p}=\int_{\Omega}\left(u^{p}+u_{x}^{p}\right) d x, \\
& \|w\|_{W_{P}^{2,1}\left(Q_{T}\right)}^{p}=\iint_{Q_{T}}\left[|u|^{p}+\left|u_{x}\right|^{p}+\left|u_{x x}\right|^{p}+\left|u_{t}\right|^{p}\right] d x d t
\end{aligned}
$$

for $p>1$ arbitrary. Moreover, on $P_{T}=Q_{T} \times(0, T]$,

$$
\begin{equation*}
[u]_{C^{\alpha, \alpha / 2, \alpha / 2}\left(P_{T}\right)}^{*}=\sup _{(x, t, s) \neq\left(x^{\prime}, t^{\prime}, s^{\prime}\right), 0 \leq t, t^{\prime}, s, s^{\prime} \leq T} \frac{\left|u(x, t, s)-u\left(x^{\prime}, t^{\prime}, s^{\prime}\right)\right|}{\left|x-x^{\prime}\right|^{\alpha}+\left|t-t^{\prime}\right|^{\alpha / 2}+\left|s-s^{\prime}\right|^{\alpha / 2}} . \tag{1.7}
\end{equation*}
$$

The norms $\|\cdot\|_{C^{\alpha, \alpha / 2, \alpha / 2}\left(P_{T}\right)}^{*}, \cdots,\|\cdot\|_{C^{2+\alpha, 1+\alpha / 2,1+\alpha / 2}\left(P_{T}\right)}^{*}$ can be defined similarly.
2. Schauder and $L_{P}\left(Q_{T}\right)$ estimates. It is well known that the theory of Schauder and $L_{p}\left(Q_{T}\right)$ estimates are important in the study of parabolic equations. In this section we shall derive such a priori estimates for the solutions of linear integrodifferential equations. We begin with the following Gronwall's inequality without its proof (cf. [14, Lemma 7.1.1].

Lemma 2.1. Assume that the function $g(t)$ is a nonnegative, nondecreasing, and integrable function on $[0, T]$. The function $f(t)$ satisfies

$$
\begin{equation*}
0 \leq f(t) \leq g(t)+\int_{0}^{t} \frac{f(\tau)}{(t-\tau)^{\alpha}} d \tau, \quad 0 \leq t \leq T \tag{2.1}
\end{equation*}
$$

where $0 \leq \alpha<1$. Then

$$
f(t) \leq C(\alpha, T) g(t), \quad t \in[0, T]
$$

where $C(\alpha, T)$ depends only on $\alpha$ and the upper bound of $T$.
The following lemma is elementary.
Lemma 2.2. Let $g(x, t)$ be a function in $C^{\alpha, \frac{\alpha}{2}}\left(\bar{Q}_{T}\right)(0 \leq \alpha<1)$ and $G(x, t)$ be a function defined as $\int_{0}^{t} h(x, t, \tau) g(x, \tau) d \tau$, where $h(x, t, s)$ is defined on $Q_{T} \times[0, T]$ and Hölder continuous with respect to $x, t$ and $s$ with the exponent $\alpha, \frac{\alpha}{2}$ and $\frac{\alpha}{2}$, respectively. Then

$$
\begin{equation*}
\|G\|_{C^{\alpha, \frac{\alpha}{2}}\left(\bar{Q}_{t}\right)} \leq C \int_{0}^{t}\left[2+\frac{1}{(t-\tau)^{\alpha}}\right]\|g(x, s)\|_{C^{\alpha, \alpha / 2}\left(\bar{Q}_{\tau}\right)} d \tau \tag{2.2}
\end{equation*}
$$

where $C$ depends on the Hölder norm of $h(x, t, s)$ and $T$.
Proof. By the definition, we have

$$
\|G(x, \tau)\|_{C\left(\bar{Q}_{t}\right)} \leq C \int_{0}^{t}\|g(x, s)\|_{C\left(\bar{Q}_{\tau}\right)} d \tau
$$

For any two points $(x, s)$ and $\left(x^{\prime}, s^{\prime}\right)$ in $Q_{t}$, we assume $s^{\prime}>s$ without loss of generality.

$$
\begin{aligned}
& \frac{\left|G(x, s)-G\left(x^{\prime}, s^{\prime}\right)\right|}{\left|x-x^{\prime}\right|^{\alpha}+\left|s-s^{\prime}\right|^{\frac{\alpha}{2}}} \\
= & \frac{\left|\int_{0}^{s} h(x, s, z) g(x, z) d z-\int_{0}^{s^{\prime}} h\left(x^{\prime}, s^{\prime}, z\right) g\left(x^{\prime}, z\right) d z\right|}{\left|x-x^{\prime}\right|^{\alpha}+\left|s-s^{\prime}\right|^{\frac{\alpha}{2}}} \\
\leq & \frac{\int_{0}^{s}\left[h(x, s, z)-h\left(x^{\prime}, s^{\prime}, z\right)\right] g(x, z) d z+\int_{0}^{s}|h|\left|g(x, z)-g\left(x^{\prime}, z\right)\right| d z+\int_{s}^{s^{\prime}}|h|\left|g\left(x^{\prime}, z\right)\right| d z}{\left|x-x^{\prime}\right|^{\alpha}+\left|s-s^{\prime}\right|^{\frac{\alpha}{2}}}
\end{aligned}
$$

We split the above fraction into three terms denoted by $K_{1}, K_{2}$, and $K_{3}$. It is clear by the Hölder continuity of $h(x, t, s)$ that

$$
K_{1} \leq C \int_{0}^{s}\|g(x, s)\|_{C\left(\bar{Q}_{\tau}\right)} d \tau
$$

and

$$
\begin{aligned}
K_{2} & \leq C \int_{0}^{s} \frac{\left|g(x, z)-g\left(x^{\prime}, z\right)\right|}{\left|x-x^{\prime}\right|^{\alpha}} d z \\
& \leq C \int_{0}^{s^{\prime}}\|g(x, \tau)\|_{C^{\alpha, \alpha / 2}\left(\bar{Q}_{z}\right)} d z
\end{aligned}
$$

To estimate $K_{3}$, noting that $s \leq z \leq s^{\prime}$, we have

$$
\frac{1}{\left|s^{\prime}-s\right|} \leq \frac{1}{\left|s^{\prime}-z\right|}
$$

Therefore,

$$
\begin{aligned}
K_{3} & \leq C \int_{s}^{s^{\prime}} \frac{\left|g\left(x^{\prime}, z\right)\right|}{\left|s^{\prime}-z\right|^{\frac{\alpha}{2}}} d z \\
& \leq C \int_{0}^{s^{\prime}} \frac{\left|g\left(x^{\prime}, z\right)\right|}{\left|s^{\prime}-z\right|^{\frac{\alpha}{2}}} d z \\
& \leq C \int_{0}^{s^{\prime}} \frac{1}{\left|s^{\prime}-z\right|^{\frac{\alpha}{2}}}\|g\|_{C\left(Q_{z}\right)} d z
\end{aligned}
$$

By combining the estimates for $K_{1}, K_{2}$, and $K_{3}$ and then taking the supremum over $\bar{Q}_{t}$ on both sides of the above inequality in conjunction with the maximum norm of $G(x, t)$, we obtain

$$
\|G\|_{C^{\alpha, \frac{\alpha}{2}}\left(\bar{Q}_{t}\right)} \leq C \sup _{0 \leq s^{\prime} \leq t} \int_{0}^{s^{\prime}}\left[2+\frac{1}{\left(s^{\prime}-\tau\right)^{\alpha}}\right]\|g(x, s)\|_{C^{\alpha, \alpha / 2}\left(\bar{Q}_{\tau}\right)} d \tau
$$

Since $\|g(x, s)\|_{C^{\alpha, \alpha / 2}\left(\bar{Q}_{\tau}\right)}$ is a monotone increasing function of $\tau$, by the integration by parts, we see that the function

$$
\int_{0}^{s^{\prime}}\left[2+\frac{1}{\left(s^{\prime}-\tau\right)^{\alpha}}\right]\|g(x, s)\|_{C^{\alpha, \alpha / 2}\left(\bar{Q}_{\tau}\right)} d \tau
$$

is monotone increasing. Thus, we end our proof.
Now we consider the following linear initial boundary value problem:

$$
\begin{gather*}
u_{t}-L_{1} u=\int_{0}^{t} L_{2} u d x+f(x, t), \quad Q_{T}  \tag{2.3}\\
u(x, t)=g(x, t), \quad(x, t) \in S_{T}  \tag{2.4}\\
u(x, 0)=u_{0}(x), \quad x \in \bar{\Omega} \tag{2.5}
\end{gather*}
$$

where the operators $L_{1}$ and $L_{2}$ are the same as in (1.1).
To obtain a Schauder type estimate, we assume the following conditions hold.
$\mathbf{H}(2.1)$. The coefficients of the operators $L_{1}$ and $L_{2}$ are in the Banach spaces $C^{\alpha, \frac{\alpha}{2}}\left(\bar{Q}_{T}\right)$ and $C^{\alpha, \frac{\alpha}{2}, \frac{\alpha}{2}}\left(\bar{P}_{T}\right)$, respectively. Moreover, there exists a constant $A_{0}$ which may depend on $Q_{T}$ such that

$$
\begin{aligned}
& \sum_{i, j=1}^{n}\left[\left\|a_{i j}\right\|_{\left.C^{\alpha, \frac{\alpha}{2}}{ }_{\left(\bar{Q}_{T}\right)}+\left\|c_{i j}\right\|_{C^{\alpha, \alpha / 2, \alpha / 2}\left(P_{T}\right)}^{*}\right]+\sum_{i=1}^{n}\left[\left\|b_{i}\right\|_{C^{\alpha, \frac{\alpha}{2}}\left(\bar{Q}_{T}\right)}+\left\|d_{i}\right\|_{C^{\alpha, \alpha / 2, \alpha / 2}\left(P_{T}\right)}^{*}\right]}^{\quad+\|c\|_{C^{\alpha, \frac{\alpha}{2}}\left(\bar{Q}_{T}\right)}+\|e\|_{C^{\alpha, \alpha / 2, \alpha / 2}\left(P_{T}\right)}^{*} \leq A_{0}} .\right.
\end{aligned}
$$

The function $f(x, t) \in C^{\alpha, \frac{\alpha}{2}}\left(\bar{Q}_{T}\right)$. Moreover, the ellipticity condition

$$
a_{i j}(x, t) \xi_{i} \xi_{j} \geq a_{0}|\xi|^{2} \quad\left(a_{0}>0\right)
$$

for $\xi \in R^{n}$ holds.
$\mathbf{H}(2.2)$. There exists a function $\Phi(x, t) \in C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)$ such that $\Phi(x, t)=$ $g(x, t)$ on $S_{T}$ and $\Phi(x, 0)=u_{0}(x)$ on $\bar{\Omega}$.

Now we state the Schauder estimate.
Theorem 2.1. Under the conditions $\mathrm{H}(2.1)$, (2.2), the solution $u(x, t)$ of the problem (2.3)-(2.5) satisfies

$$
\begin{equation*}
\|u\|_{C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)} \leq C\left[\|\Phi\|_{C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)}+\|f\|_{C^{\alpha, \frac{\alpha}{2}}\left(\bar{Q}_{T}\right)}\right] . \tag{2.6}
\end{equation*}
$$

Proof. Let $u(x, t)$ be an arbitrary classical solution of the problem (2.3)-(2.5). Regarding the right side of the equation (2.3) as an inhomogeneous term $F(x, t)$, we apply the Schauder estimate (cf. [10], Thm. 6, Chap. 3) for a parabolic equation to obtain

$$
\|u\|_{C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{t}\right)} \leq C\left[\|F\|_{C^{\alpha, \frac{\alpha}{2}}\left(\bar{Q}_{t}\right)}+\|\Phi\|_{C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{t}\right)}\right]
$$

where the constant $C$ depends only on $a_{0}, A_{0}$, and $Q_{T}$.
Since the coefficients of $L_{2}$ are Hölder continuous over $P_{T}$, by a direct calculation and using Lemma 2.2, we find that

$$
\|F\|_{C^{\alpha, \frac{\alpha}{2}}\left(\bar{Q}_{t}\right)} \leq C \int_{0}^{t}\left[2+\frac{1}{(t-\tau)^{\frac{\alpha}{2}}}\right]\|u\|_{C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{\tau}\right)} d \tau+\|f\|_{C^{\alpha, \frac{\alpha}{2}}\left(\bar{Q}_{t}\right)}
$$

where the constant $C$ depends only on the Hölder norms of the coefficients of $L_{2}$. Thus, the desired result follows from Gronwall's inequality (Lemma 2.1).

From the above result, we immediately have the following corollaries.
Corollary 2.1. Under conditions $\mathrm{H}(2.1)$, (2.2), the problem (2.3)-(2.5) has a unique classical solution.

Corollary 2.2. Assume that the functions $A$ and $B$ in (1.3) are smooth with respect to all of their arguments and the ellipticity condition (1.4) is satisfied. Let $u_{1}(x, t)$ and $u_{2}(x, t)$ be two classical solutions of the (1.3) corresponding to the initialboundary data $\left(u_{01}(x), g_{1}(x, t)\right)$ and $\left(u_{02}(x), g_{2}(x, t)\right)$, respectively. Then

$$
\left\|u_{1}-u_{2}\right\|_{C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)} \leq C\|\Phi\|_{C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)}
$$

where $\Phi(x, t) \in C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)$ coincides with $g_{1}(x, t)-g_{2}(x, t)$ on $S_{T}$ and $u_{01}(x)-$ $u_{02}(x)$ on $\{(x, t): x \in \bar{\Omega}, t=0\}$.

In fact, the existence of the solution for (2.3)-(2.5) can be obtained by the method of continuity or the bootstrap argument (see the proof of Theorem 3.1). To prove the result of Corollary 2.2, let $w(x, t)=u_{1}(x, t)-u_{2}(x, t)$. Then $w(x, t)$ satisfies the linear equation (2.3) with the Hölder coefficients of $L_{1}$ and $L_{2}$. Hence, the Schauder estimate (2.6) implies the desired result.

To study nonlinear parabolic integrodifferential equations, we often need the following $W_{p}^{2,1}$-estimate.

Theorem 2.2. Assume that $a_{i j}(x, t)$ is continuous on $\bar{Q}_{T}$ and

$$
a_{i j}(x, t) \xi_{i} \xi_{j} \geq a_{0}|\xi|^{2} \quad\left(a_{0}>0\right)
$$

Moreover, the coefficients of $L_{1}$ and $L_{2}$ are in $L^{\infty}\left(Q_{T}\right)$ and $L^{\infty}\left(P_{T}\right) f(x, t) \in L^{p}\left(Q_{T}\right)$. There exists a function $\Phi(x, t) \in W_{p}^{2,1}\left(Q_{T}\right)$ with $\Phi(x, 0)=u_{0}(x)$ on $\bar{\Omega}$ and $\Phi(x, t)=$ $g(x, t)$ on $S_{T}$. Then

$$
\begin{equation*}
\|u\|_{W_{p}^{2,1}\left(Q_{T}\right)} \leq C\left[\|\Phi(x, t)\|_{W_{p}^{2,1}\left(Q_{T}\right)}+\|f(x, t)\|_{L^{p}\left(Q_{T}\right)}\right] \tag{2.7}
\end{equation*}
$$

where $C$ depends only on the continuity modulus of $a_{i j}(x, t)$ and the bounds of the coefficients of $L_{1}$ and $L_{2}$.

Proof. We regard the right side of (2.3) as $F(x, t)$ again and apply $W_{p}^{2,1}\left(Q_{T}\right)$ estimate for parabolic equations (cf. [17, Thm. 9.1, p. 341]) to obtain

$$
\begin{aligned}
\|u\|_{W_{p}^{2,1}\left(Q_{T}\right)} & \leq C\left[\|\Phi\|_{W_{p}^{2,1}\left(Q_{T}\right)}+\|F\|_{L_{p}\left(Q_{T}\right)}\right] \\
& \leq C\left[\|\Phi\|_{W_{p}^{2,1}\left(Q_{T}\right)}+\int_{0}^{T}\|u\|_{W_{p}^{2,1}\left(Q_{t}\right)} d t\right]
\end{aligned}
$$

Since $T$ can be arbitrary, an application of Gronwall's inequality implies our result.
3. Global solvability. In this section we are concerned with the global existence of the solution for the equation

$$
\begin{align*}
u_{t}= & \frac{\partial}{\partial x_{i}}\left[a_{i j}\left(x, t, u, \int_{0}^{t} u d \tau\right) \frac{\partial u}{\partial x_{j}}\right] \\
& +\int_{0}^{t}\left[\frac{\partial}{\partial x_{i}} b_{i}(x, t, \tau, u)+c(x, t, \tau, u)\right] d \tau \quad \text { in } Q_{T} \tag{3.1}
\end{align*}
$$

subject to the initial and boundary conditions

$$
\begin{align*}
& u(x, t)=0, \quad(x, t) \in S_{T},  \tag{3.2}\\
& u(x, 0)=u_{0}(x), \quad x \in \bar{\Omega}, . \tag{3.3}
\end{align*}
$$

Throughout this section, the following conditions are assumed.
$\mathbf{H ( 3 . 1 )}$. The function $a_{i j}(x, t, u, s) \in C^{2,2,2,3}\left(\bar{Q}_{T} \times R^{2}\right)$ and $a_{i j}(x, t, u, s) \xi_{i} \xi_{j} \geq$ $a_{0}|\xi|^{2}\left(a_{0}>0\right)$ for any $\xi \in R^{n}$. The functions $b_{i}(x, t, s, u)$ and $c(x, t, s, u)$ are in $C^{2,1,1,2}\left(\bar{Q}_{T} \times[0, T] \times R\right)$. Moreover, there exists a constant $A_{0}$ such that

$$
\sum_{i=1}^{n}\left|b_{i}(x, t, s, u)\right|+|c(x, t, s, u)| \leq A_{0}[1+|u|]
$$

where $a_{0}$ and $A_{0}$ may depend on $Q_{T}$.
The initial data $u_{0}(x) \in C^{2+\alpha}(\bar{\Omega})$ and the consistency conditions

$$
u_{0}(x)=0, \quad \frac{\partial}{\partial x_{i}}\left[a_{i j}\left(x, 0, u_{0}(x), 0\right) u_{x_{j}}\right]=0 \quad \text { on } \partial \Omega
$$

hold. To obtain the global existence, we shall derive an a priori estimate in the Banach space $C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)$. Since the classical maximum principle is no longer valid, we will employ energy estimates to deduce such a bound step-by-step.

Lemma 3.1. The solution $u(x, t)$ of (3.1)-(3.3) satisfies

$$
\begin{equation*}
\int_{\Omega} u^{2} d x+\int_{0}^{t} \int_{\Omega} u_{x}^{2} d x \leq C_{1} \tag{3.4}
\end{equation*}
$$

where $C_{1}$ depends only on the known data and the upper bound of $T$.
Proof. If the equation (3.1) is multiplied by $u(x, t)$ and integrated over $Q_{t}$, we have

$$
\begin{aligned}
& \frac{1}{2} \int_{\Omega} u(x, t)^{2} d x+a_{0} \int_{0}^{t} \int_{\Omega} u_{x}^{2} d x d t \\
& \quad \leq \frac{1}{2} \int_{\Omega} u_{0}^{2} d x+\left|\int_{0}^{t} \int_{\Omega} u\left\{\int_{0}^{\tau}\left[\frac{\partial}{\partial x_{i}} b_{i}(\cdots)+c(\cdots)\right] d \xi\right\} d x d \tau\right|
\end{aligned}
$$

We perform the integration by parts to the second term of the right side of the above inequality and apply condition $\mathrm{H}(3.1)$. It follows by Cauchy's inequality that

$$
\begin{aligned}
& \left|\int_{0}^{t} \int_{\Omega} u\left\{\int_{0}^{\tau}\left[\frac{\partial}{\partial x_{i}} b_{i}(\cdots)+c(\cdots)\right] d \xi\right\} d x d \tau\right| \\
& \quad=\left|\int_{0}^{t} \int_{\Omega}\left\{-u_{x_{i}}\left[\int_{0}^{\tau} b_{i}(\cdots) d \xi\right]+\left[\int_{0}^{\tau} c(\cdots)\right] d \xi\right\} d x d \tau\right| \\
& \quad \leq C(T)+\varepsilon \iint_{Q_{t}} u_{x}^{2} d x+C(\varepsilon) \iint_{Q_{t}} u^{2} d x d t .
\end{aligned}
$$

By taking $\varepsilon=a_{0} / 2$ and applying Gronwall's inequality, we have the desired result.
Lemma 3.2. There exists a constant $C_{2}$ which depends only on the known data and the upper bound of $T$ such that

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\|u(\cdot, t)\|_{L^{\infty}(\Omega)} \leq C_{2} \tag{3.5}
\end{equation*}
$$

Proof. The proof is based on the integral iteration technique similar to Alikakos [1]. We do the following calculation for any $p=2^{k}$ with $k \geq 1$ :

$$
\begin{aligned}
\int_{0}^{t} \frac{d}{d \tau} & {\left[\int_{\Omega} u^{p} d x\right] d \tau } \\
= & \int_{0}^{t} \int_{\Omega} p u^{p-1} u_{\tau} d x d \tau \\
= & \int_{0}^{t} \int_{\Omega} p u^{p-1}\left[\frac{\partial}{\partial x_{i}} a_{i j}(\cdots) \frac{\partial u}{\partial x_{j}}\right] d x d \tau \\
& +\int_{0}^{t} \int_{\Omega} p u^{p-1}\left\{\int_{0}^{\tau}\left[\frac{\partial}{\partial x_{i}} b_{i}(\cdots)+c(\cdots)\right] d \xi\right\} d x d \tau \\
= & -\int_{0}^{t} \int_{\Omega} p(p-1) u^{p-2} u_{x_{i}} u_{x_{j}} a_{i j}(\cdots) d x d \tau \\
& -\int_{0}^{t} \int_{\Omega} p(p-1) u^{p-2} u_{x_{i}}\left[\int_{0}^{\tau} b_{i}(\cdots) d \xi\right] d x d \tau+\int_{0}^{t} \int_{\Omega} p u^{p-1}\left[\int_{0}^{\tau} c(\cdots) d \xi\right] d x d \tau \\
= & I_{1}+I_{2}+I_{3}
\end{aligned}
$$

It is clear that the elliptic condition implies

$$
I_{1} \leq-a_{0} \int_{0}^{t} \int_{\Omega} p(p-1) u^{p-2} u_{x}^{2} d x d t
$$

By Cauchy's inequality and condition $H(3.1)$, we have

$$
\begin{aligned}
\left|I_{2}\right| & \leq \frac{a_{0}}{2} p(p-1) \iint_{Q_{t}} u^{p-2} u_{x}^{2} d x d t+C p(p-1) \iint_{Q_{t}} u^{p-2}\left[\int_{0}^{\tau}\left(1+u^{2}\right) d \xi\right] d x d \tau \\
& \leq \frac{a_{0}}{2} p(p-1) \iint_{Q_{t}} u^{p-2} u_{x}^{2} d x d t+C(T) p(p-1) \iint_{Q_{t}}\left[u^{p-2}+u^{p}\right] d x d t
\end{aligned}
$$

Here at the final step we have used Young's inequality:

$$
a b \leq \eta \frac{a^{r}}{r}+\eta^{-\frac{s}{r}} \frac{b^{s}}{s}
$$

for $\frac{1}{r}+\frac{1}{s}=1(a, b \geq 0, r, s>1)$.
Similarly,

$$
\left|I_{3}\right| \leq C(T) p \iint_{Q_{t}}\left[|u|^{p-1}+u^{p}\right] d x d \tau
$$

We may assume that

$$
\sup _{0 \leq t \leq T}\|u(\cdot, t)\|_{L^{\infty}(\Omega)} \geq 1
$$

Otherwise, we have the result. We also assume that there exists an integer $p_{0}$ such that

$$
\begin{equation*}
\int_{\Omega} u_{0}^{p} d x \leq \frac{1}{2} \sup _{0 \leq t \leq T} \int_{\Omega} u^{p} d x \tag{3.6}
\end{equation*}
$$

holds for $p>p_{0}$. Otherwise, there exists a sequence $p_{i}$ which approaches $\infty$ as $i \rightarrow \infty$ such that

$$
\int_{\Omega} u_{0}^{p_{i}} d x \geq \frac{1}{2} \sup _{0 \leq t \leq T} \int_{\Omega} u^{p_{i}} d x
$$

If $p_{i}$ th root is taken on both sides of the above inequality, the desired result is obtained. Let $p_{0}$ be the smallest integer such that the inequality (3.6) holds for $p>p_{0}$. Hence we combine the above estimates to obtain for $p>p_{0}$

$$
\begin{align*}
& \int_{\Omega} u(x, t)^{p} d x+p(p-1) \int_{0}^{t} \int_{\Omega} u^{p-2} u_{x}^{2} d x d t \\
& \quad \leq C p(p-1) \sup _{0 \leq t \leq T} \int_{\Omega} u^{p} d x \tag{3.7}
\end{align*}
$$

where $C$ depends only on the known data and the upper bound of $T$. Note that Gagliardo-Nirenberg's inequality (cf. [17, p. 62]) for $v(x) \in W_{2}^{1}(\Omega)$ with $v(x)=0$ on $\partial \Omega$ implies:

$$
\|v(x)\|_{L_{2}(\Omega)} \leq \varepsilon\left\|v_{x}(x)\right\|_{L_{2}(\Omega)}+\varepsilon^{-\frac{n}{2}} C\|v(x)\|_{L_{1}(\Omega)}
$$

Observe that

$$
\int_{\Omega} p(p-1) u^{p-2} u_{x}^{2} d x \geq 2 \int_{\Omega}\left[\left(u^{\frac{p}{2}}\right)_{x}\right]^{2} d x
$$

We apply the above interpolation inequality for $v(x)=u(x, t)^{\frac{p}{2}}$ and take $\varepsilon^{2}=[(p(p-$ 1)) $/ 2]^{-1}$ in (3.7) to obtain

$$
\int_{\Omega} u^{p} d x \leq C p^{n+2} \sup _{0 \leq t \leq T} \int_{\Omega} u^{\frac{p}{2}} d x
$$

If we define

$$
A_{k}=\sup _{0 \leq t \leq T}\left[\int_{\Omega} u^{p} d x\right]^{\frac{1}{p}}
$$

for $p=2^{k}, k \geq 1$, we have

$$
A_{k} \leq[C 2]^{\frac{(n+2) k}{2^{k}}} A_{k-1}
$$

Letting $k \rightarrow \infty$, we have

$$
\sup _{0 \leq t \leq T}\|u(\cdot, t)\|_{L^{\infty}(\Omega)} \leq C A_{p_{0}}
$$

since

$$
\sum_{k=1}^{\infty} \frac{(n+2) k}{2^{k}}
$$

is convergent.
If $p_{0}=2$, then the estimate (3.4) indicates that $A_{0}$ is bounded, and so is $A_{\infty}$. If $p_{0}>2$, since $p_{0}$ is the smallest integer such that the inequality (3.6) holds, then

$$
A_{p_{0}} \leq\left[2 \int_{\Omega} u_{0}^{p_{0}} d x\right]^{\frac{1}{p_{0}}}
$$

which is bounded. Therefore, we conclude the result.
By Lemma 3.2, we can obtain the Hölder estimate for the solution of the problem (3.1)-(3.3).

Corollary 3.1. For the solution $u(x, t)$ of (3.1)-(3.3), there exist two constants $\alpha(0<\alpha<1)$ and $C_{3}$ which depends only on the known data and $T$ such that

$$
\begin{equation*}
\|u\|_{C^{\alpha, \frac{\alpha}{2}}\left(\bar{Q}_{T}\right)} \leq C_{3} . \tag{3.8}
\end{equation*}
$$

Proof. To show the estimate, we rewrite (3.1) in the following form:

$$
\begin{aligned}
u_{t}= & \frac{\partial}{\partial x_{i}}\left[a_{i j}\left(x, t, u, \int_{0}^{t} u d \tau\right) \frac{\partial u}{\partial x_{j}}\right] \\
& +\frac{\partial}{\partial x_{i}}\left[\int_{0}^{t} b_{i}(x, t, \tau, u)\right]+\int_{0}^{t} c(x, t, \tau, u) d \tau \quad \text { in } Q_{T} .
\end{aligned}
$$

Since $u(x, t)$ is uniformly bounded by the estimate (3.5), it follows that the functions $\int_{0}^{t} b_{i}(x, t, \tau, u) d \tau$ and $\int_{0}^{t} c(x, t, \tau, u) d \tau$ are uniformly bounded. We apply the results of [17, Thm. 10.1, Chap. 3, p. 204] to conclude the result.

Next we shall modify the idea in [2] to derive a $W_{p}^{2,1}\left(Q_{T}\right)$-estimate for $p>1$. For $\sigma \in[0,1]$, consider the following problem $\left(P_{\sigma}\right)$ with the equation

$$
\begin{equation*}
u_{t}-\frac{\partial}{\partial x_{i}}\left[a_{i j}\left(x, t, \sigma u, \int_{0}^{t} u d \tau\right) \frac{\partial u}{\partial x_{j}}\right]=\int_{0}^{t}\left\{\frac{\partial}{\partial x_{i}}\left[b_{i}(x, t, \tau, u)\right]+c(x, t, \tau, u)\right\} d \tau \tag{3.9}
\end{equation*}
$$

subject to the initial-boundary conditions (3.2), (3.3).
It is easy to see by Lemmas 3.1 and 3.2 that any solution $u_{\sigma}(x, t)$ of the problem $\left(P_{\sigma}\right)$ satisfies the estimates (3.4), (3.5), and (3.8), which we will use frequently in the sequel without explanation.

We first need a $W_{p}^{2,1}\left(Q_{T}\right)$-estimate for the case of $\sigma=0$.
Lemma 3.3. Assume that $u(x, t)$ is a classical solution of $\left(P_{0}\right)$. Then

$$
\begin{equation*}
\|u\|_{W_{p}^{2,1}\left(Q_{T}\right)} \leq C, \tag{3.10}
\end{equation*}
$$

where $C$ depends only on the known data and the upper bound of $T$.
Proof. To apply the $W_{p}^{2,1}\left(Q_{T}\right)$-estimate, we need to rewrite (3.9) in the form:

$$
\begin{aligned}
u_{t}- & a_{i j}\left(x, t, 0, \int_{0}^{t} u d \tau\right) u_{x_{i} x_{j}} \\
& =a_{i j x_{i}} u_{x_{j}}+a_{i j s} \int_{0}^{t} u_{x_{i}} d \tau u_{x_{j}}+\int_{0}^{t}\left\{\frac{\partial}{\partial x_{i}}\left[b_{i}(x, t, \tau, u)\right]+c(x, t, \tau, u)\right\} d \tau .
\end{aligned}
$$

We denote the right-hand side of the above equation by $G(x, t, u)=J_{1}+J_{2}+J_{3}$. Since we have obtained an a priori bound of the Hölder norm for $u(x, t)$ by Corollary 3.1, the continuity moduli of the coefficients $a_{i j}\left(x, t, 0, \int_{0}^{t} u d \tau\right)$ are known. Therefore, for any solution $u(x, t)$ of $\left(P_{0}\right)$, the $W_{p}^{2,1}\left(Q_{T}\right)$ estimate for parabolic equations (cf. [17 p. 341]) can be applied to obtain

$$
\|u\|_{W_{p}^{2,1}\left(Q_{T}\right)} \leq C\|G\|_{L^{p}\left(Q_{T}\right)}, \quad p>1,
$$

where $C$ depends only on $C_{2}$ and $C_{3}$.
It is easy to see that

$$
\left\|J_{1}\right\|_{L^{p}\left(Q_{T}\right)}+\left\|J_{3}\right\|_{L^{p}\left(Q_{T}\right)} \leq C\left[1+\left\|u_{x}\right\|_{L^{p}\left(Q_{T}\right)}\right]
$$

which can be dominated by means of the interpolation inequality (cf. [11, Thm. 1.10.1]) by

$$
\varepsilon\|u\|_{W_{p}^{2,1}\left(Q_{T}\right)}+C(\varepsilon) .
$$

To estimate $J_{2}$, we use Cauchy's inequality to get

$$
\begin{aligned}
\left\|J_{2}\right\|_{L^{p}\left(Q_{T}\right)}^{p} & \leq \int_{0}^{T} \int_{\Omega}\left[\int_{0}^{t}\left|u_{x}\right| d \tau \cdot\left|u_{x}\right|\right]^{p} d x \\
& \leq \varepsilon \int_{0}^{T} \int_{\Omega} u_{x}^{2 p} d x+C(\varepsilon) T \int_{0}^{T} \int_{\Omega} \int_{0}^{t} u_{x}^{2 p} d x \\
& \equiv J_{21}+J_{22} .
\end{aligned}
$$

Now for any fixed $t \in[0, T]$ we use Gagliardo-Nirenberg's inequality (cf. [11, Thm. 1.10.1]):

$$
\left\|u(\cdot, t)_{x}^{2}\right\|_{L^{p}(\Omega)} \leq C\|u(\cdot, t)\|_{L^{\infty}(\Omega)}\|u(\cdot, t)\|_{W_{p}^{2}(\Omega)}
$$

It follows that

$$
\int_{\Omega} u_{x}^{2 p} d x \leq C+C \int_{\Omega} u_{x x}^{p} d x .
$$

Consequently,

$$
\int_{0}^{T} \int_{\Omega} u_{x}^{2 p} d x d t \leq C+C \int_{0}^{T} \int_{\Omega} u_{x x}^{p} d x d t
$$

and

$$
\int_{0}^{T} \int_{0}^{t} \int_{0}^{\Omega} u_{x}^{2 p} d x d \tau d t \leq C+C \int_{0}^{T} \int_{0}^{t} \int_{\Omega} u_{x x}^{p} d x d \tau d t
$$

Finally, we first take $\varepsilon$ to be small enough such that $C \varepsilon<\frac{1}{2}$ and then employ Gronwall's inequality to conclude the desired estimate.

We now intend to estimate $u_{\sigma}(x, t)$ in the norm of $W_{p}^{2,1}\left(Q_{T}\right)$. Let $u_{1}$ and $u_{2}$ be two classical solutions of $\left(P_{\sigma}\right)$ corresponding to the parameters $\sigma_{1}$ and $\sigma_{2}$.

Define $w(x, t)=u_{1}(x, t)-u_{2}(x, t),(x, t) \in \bar{Q}_{T}$. It is easy to see that $w(x, t)$ satisfies the following equations:

$$
\begin{align*}
& w_{t}- \frac{\partial}{\partial x_{i}}\left[a_{i j}\left(x, t, \sigma_{1} u_{1}, \int_{0}^{t} u_{1} d \tau\right) \frac{\partial w}{\partial x_{j}}\right] \\
&=\frac{\partial}{\partial x_{i}}\left\{\left[A_{1 i j}(x, t) \sigma_{1} w+A_{2 i j}(x, t) \int_{0}^{t} w d \tau+A_{3 i j}(x, t)\left(\sigma_{1}-\sigma_{2}\right)\right] \frac{\partial u_{2}}{\partial x_{j}}\right\} \\
&11) \quad+\int_{0}^{t}\left\{\frac{\partial}{\partial x_{i}}\left[B_{i}(x, t, \tau) w(x, \tau)\right]+C(x, t, \tau) w(x, \tau)\right\} d \tau  \tag{3.11}\\
&  \tag{3.12}\\
&12) w(x, t)=0, \quad(x, t) \in S_{T}  \tag{3.13}\\
&13) w(x, 0)=0, \quad x \in \bar{\Omega},
\end{align*}
$$

where

$$
\begin{aligned}
A_{1 i j}(x, t) & =\int_{0}^{1} a_{i j u}\left(x, t, z\left(\sigma_{1} u_{1}\right)+(1-z)\left(\sigma_{1} u_{2}\right), \int_{0}^{t} u_{1} d \tau\right) d z \\
A_{2 i j}(x, t) & =\int_{0}^{1} a_{i j s}\left(x, t, \sigma_{2} u_{2}, z \int_{0}^{t} u_{1} d \tau+(1-z) \int_{0}^{t} u_{2} d \tau\right) d z \\
A_{3 i j}(x, t) & =\int_{0}^{1} a_{i j u}\left(x, t, z\left(\sigma_{1} u_{2}\right)+(1-z)\left(\sigma_{2} u_{2}\right), \int_{0}^{t} u_{1} d \tau\right) d z \\
B_{i}(x, t, \tau) & =\int_{0}^{1} b_{i u}\left(x, t, \tau, z u_{1}+(1-z) u_{2}\right) d z \\
C(x, t, \tau) & =\int_{0}^{1} c_{u}\left(x, t, \tau, z u_{1}+(1-z) u_{2}\right) d z
\end{aligned}
$$

which are uniformly bounded $(i, j=1, \cdots, n)$.
We claim that

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\|w(\cdot, t)\|_{L^{\infty}(\Omega)} \leq C\left(\sigma_{1}-\sigma_{2}\right) \tag{3.14}
\end{equation*}
$$

where the constant $C$ depends only on the known data and the upper bound of $T$.
Indeed, if we multiply the equation (3.11) by $w(x, t)$ and integrate it over $Q_{T}$, by a similar calculation to that of Lemma 3.1 we find

$$
\sup _{0 \leq t \leq T} \int_{\Omega} w^{2} d x+\int_{0}^{T} \int_{\Omega} w_{x}^{2} d x d t \leq C\left[\sigma_{1}-\sigma_{2}\right]^{2}
$$

By an analogous computation to that in the proof of Lemma 3.2 and noting the uniform boundedness of $w(x, t)$, we can deduce our assertion (3.14).

With the above auxiliary estimates in hand we are ready to show the following result.

Lemma 3.4. Let $u(x, t)$ be a solution of the problem (3.1)-(3.3). There exists a constant $C_{4}$ which depends only on the known data and the upper bound of $T$ such that

$$
\begin{equation*}
\|u\|_{W_{p}^{2,1}\left(Q_{T}\right)} \leq C_{4} . \tag{3.15}
\end{equation*}
$$

Proof. We assert that the following estimate holds:

$$
\|w\|_{w_{p}^{2,1}\left(Q_{T}\right)}^{p} \leq C+C \int_{0}^{T} \int_{\Omega} w_{x}^{2 p} d x d t
$$

In fact, we write (3.11) into a nondivergence form and note that

$$
\left\|\frac{\partial A_{k i j}}{\partial x_{i}}\right\|_{L^{p}\left(Q_{T}\right)} \leq C\left[\left\|u_{1 x}\right\|_{L^{p}\left(Q_{T}\right)}+\left\|u_{2 x}\right\|_{L^{p}\left(Q_{T}\right)}\right] .
$$

Then we perform the same calculation for the solution $w(x, t)$ of the problem (3.11)(3.13) as for $u(x, t)$ of $\left(P_{0}\right)$ in Lemma 3.2 and then employ $W_{p}^{2,1}$-estimate as well as Cauchy's inequality to get

$$
\|w\|_{W_{p}^{2,1}\left(Q_{T}\right)}^{p} \leq C\left[1+\left\|u_{1 x}^{2}\right\|_{L^{p}\left(Q_{T}\right)}^{p}+\left\|u_{2 x}^{2}\right\|_{L^{p}\left(Q_{T}\right)}^{p}+\left\|w_{x}^{2}\right\|_{L^{p}\left(Q_{T}\right)}^{p}\right] .
$$

Hence, the relationship $u_{2}=w-u_{1}$ yields

$$
\|w\|_{w_{p}^{2,1}\left(Q_{T}\right)}^{p} \leq C\left[1+\int_{0}^{T} \int_{\Omega} u_{1 x}^{2 p} d x d t+\int_{0}^{T} \int_{\Omega} w_{x}^{2 p}\right] d x d t .
$$

Again, we apply Gagliardo-Nirenberg's inequality

$$
\left\|w_{x}^{2}\right\|_{L^{p}\left(Q_{T}\right)} \leq C\|w\|_{L^{\infty}(\Omega)}\|w\|_{W_{p}^{2}(\Omega)}
$$

and the estimate (3.14) to arrive at

$$
\|w\|_{W_{p}^{2,1}\left(Q_{T}\right)}^{p} \leq C\left[1+\int_{0}^{T} \int_{\Omega} u_{1 x}^{2 p} d x d t+\left|\sigma_{1}-\sigma_{2}\right|\|w\|_{W_{p}^{2,1}\left(Q_{T}\right)}^{p}\right]
$$

Now we take $\sigma_{1}=0$ and $u_{1}(x, t)$ is the corresponding solution of $\left(P_{0}\right)$. Moreover, we restrict that $\sigma_{2} \in\left[0, \frac{1}{N}\right]$, where $N$ is large enough such that $\frac{C}{N} \leq \frac{1}{2}$. Thus, we obtain the estimate (3.15) for $u_{\sigma_{2}}$ with $\sigma_{2} \in\left[0, \frac{1}{N}\right]$ since $u_{1}$ satisfies (3.10). We can repeat the above procedure and derive the estimate (3.15) for the solution $u_{\sigma}$ with $\sigma \in\left[\frac{1}{N}, \frac{2}{N}\right]$. After $N$ steps, we finally reach the estimate (3.15) for $\sigma=1$.

By Lemma 3.3, we immediately have the following corollary.
Corollary 3.2. For any solution $u(x, t)$ of (3.1)-(3.3), we have

$$
\begin{equation*}
\|u\|_{C^{1+\alpha, \frac{1+\alpha}{2}}\left(\bar{Q}_{T}\right)} \leq C_{6} . \tag{3.16}
\end{equation*}
$$

Proof. This follows from Lemma 3.4 and the interpolation inequality (cf. [17, Cor., p. 342]) if $p>\frac{n+2}{2}$.

Lemma 3.5. There exists a constant $C_{7}$ which depends only on the known data and $T$ such that

$$
\begin{equation*}
\|u\|_{C^{2+\alpha, 1+\frac{\alpha}{2}}\left(\bar{Q}_{T}\right)} \leq C_{7} . \tag{3.17}
\end{equation*}
$$

Proof. We rewrite (3.1) in the following form:

$$
\begin{aligned}
u_{t}-a_{i j}\left(x, t, u, \int_{0}^{t} u d \tau\right) u_{x_{i} x_{j}}= & a_{i j u} u_{x_{i}} u_{x_{j}}+\left[a_{i j x_{i}}+a_{i j s} \cdot \int_{0}^{t} u_{x_{i}} d \tau\right] u_{x_{j}} \\
& +\int_{0}^{t}\left[\frac{\partial}{\partial x_{i}} b_{i}(x, t, \tau, u)+c(x, t, \tau, u)\right] d \tau
\end{aligned}
$$

From Corollary 3.2, the right side of the above equality is uniformly bounded in the norm of $C^{\alpha, \frac{\alpha}{2}}\left(\bar{Q}_{T}\right)$. Moreover, the coefficient $a_{i j}(\cdots)$ is Hölder continuous on $\bar{Q}_{T}$. By the Schauder estimate (2.6), we conclude the result.

Theorem 3.1. The problem (3.1)-(3.3) has a unique global solution.
Proof. The result can be demonstrated by the continuation argument which is similar to that of parabolic equations (cf. [10, Chap. 3]). For $\lambda \in[0,1]$, we consider the system ( $P_{\lambda}$ )
$u_{t}-\frac{\partial}{\partial x_{i}}\left[a_{i j}\left(x, t, u, \lambda \int_{0}^{t} u d \tau\right) \frac{\partial u}{\partial x_{j}}\right]=\lambda \int_{0}^{t}\left[\frac{\partial}{\partial x_{i}} b_{i}(x, t, \tau, u)+c(x, t, \tau, u)\right] d \tau \quad$ in $Q_{T}$
subject to the initial-boundary conditions (3.2), (3.3), where the initial data $u_{0}(x)$ is replaced by $\lambda u_{0}(x)$. Clearly, the estimate in Lemma 3.5 is also true for any solution $u_{\lambda}$ of $\left(P_{\lambda}\right)$. Let $\Sigma=\left\{\lambda\right.$ : the problem $\left(P_{\lambda}\right)$ is solvable on $\left.[0, T]\right\}$. It is easy to see (cf., e.g., $[17$, Thm. 6, p. 452]) that $0 \in \Sigma$. By applying the a priori estimate (3.17) we can show that the set $\Sigma$ is open as well as closed. It follows that $\Sigma=[0,1]$. When $\lambda=1$, it follows that the problem (3.1)-(3.3) is solvable on $[0, T]$ for any $T>0$.

Remark. With the a priori estimate (3.17), Theorem 3.1 can alternatively be shown by the bootstrap argument (cf. [21]).
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# ANALYTICITY OF SOLUTIONS OF THE KORTEWEG-DE VRIES EQUATION* 
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#### Abstract

It is proven that if the initial function of the Korteweg-de Vries equation is analytic and has an analytic continuation to a strip containing the real axis, then the local in time solution has the same property, although the width of the strip might decrease with time. The result contains the case of the complex-valued initial function.
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1. Introduction. We consider the following equation:
(KdV)

$$
\begin{aligned}
& \partial_{t} u+\partial_{x}^{3} u+a(u) \partial_{x} u=0 \quad(t, x) \in \mathbb{R}^{+} \times \mathbb{R}, \\
& u(0, x)=\phi(x), \quad x \in \mathbb{R},
\end{aligned}
$$

where $a(\lambda)$ is a polynomial. We show that if $\phi$ is analytic and has an analytic continuation to a strip containing the real axis, then the local in time solution of (KdV) has the same property for space variable, although the width of the strip might decrease with time.

We shall establish existence and analyticity simultaneously. This is in contrast to the work of Kato and Masuda [5]. They proved analyticity of the solution whose existence is guaranteed by $W^{s, 2}$-theory (see [2]-[6]). Existence theorems in $W^{s, 2}$ theory are based essentially on the following estimate: If $u$ is real valued, then

$$
\left|\left(a(u) \partial_{x} u, u\right)_{W^{s, 2}}\right| \leqq \tilde{a}\left(\|u\|_{W^{s, 2}}\right)\|u\|_{W^{s, 2}}^{2},
$$

where $\frac{3}{2}<s \leqq s^{\prime} \leqq s+1$ and $\tilde{a}(\lambda)$ is a certain polynomial depending only on $a$ and $s$ (see [4]). Therefore the arguments in [5] seem to work only for the case where $\phi$ is real valued. Our method in this paper is different from [5] and is a modification of the methods in [1]. Of course, our arguments work for complex valued $\phi$. It should be noted that in [5] the function $a(\lambda)$ is only assumed to be real analytic, while we assume that $a(\lambda)$ is a polynomial.

We state notation and introduce function spaces. We let $L^{p}=\{f(x)$ is measurable on $\left.\mathbb{R},\|f\|_{p}<\infty\right\}$, where $\|f\|_{p}=\left(\int|f(x)|^{p} d x\right)^{1 / p} \quad$ if $\quad 1 \leqq p<\infty$ and $\|f\|_{\infty}=$ $\sup \{|f(x)| ; x \in \mathbb{R}\}$. We denote by $(\cdot, \cdot)$ the inner product in $L^{2}$. We let $W^{m, p}(\mathbb{R})=$ $\left\{f \in L^{p} ;\|f\|_{m, p}<\infty\right\}$, where $\|f\|_{m, p}^{p}=\sum_{j=0}^{m}\left\|\partial_{x}^{j} f\right\|_{p}^{p} \quad$ if $\quad 1 \leqq p<\infty \quad$ and $\quad\|f\|_{m, \infty}=$ $\sum_{j=0}^{m}\left\|\partial_{x}^{j} f\right\|_{\infty}$. We denote by $[\mathscr{F} f](\xi)$ (or $\hat{f}(\xi)$ ) the Fourier transform $\int e^{-i x \xi} f(x) d x$ and by $\left[\mathscr{F}^{-1} g\right](x)$ the inverse Fourier transform of $g(\xi)$. For $r>0$ we define

$$
\begin{gathered}
L_{r}=\left\{f \in L^{2}:\|f\|_{L_{r}}^{2}=(f, f)_{L_{r}}=(\cosh (2 r \xi) \hat{f}, \hat{f})<\infty\right\}, \\
X_{r}=\left\{f \in L^{2} ;\|f\|_{X_{r}}^{2}=(f, f)_{X_{r}}=\sum_{j=0}^{1}\left(\xi^{2 j}(\cosh (2 r \xi)+\xi \sinh (2 r \xi)) \hat{f}, \hat{f}\right)<\infty\right\}, \\
Y_{r}=\left\{f, \partial_{x} f \in L^{2} ;\|f\|_{Y_{r}}^{2}=(f, f)_{Y_{r}}=\sum_{j=0}^{1}\left(\xi^{2 j+2} \cosh (2 r \xi) \hat{f}, \hat{f}\right)<\infty\right\} .
\end{gathered}
$$

[^137]Obviously, $X_{r} \subset L_{r}$; if $\partial_{x} f \in X_{r}$, then $f \in Y_{r}$. We let $z=x+i y(x, y \in \mathbb{R})$ and let $S(r)$ be the strip $\{z=x+i y ;|y|<r\}$. Note that the above function spaces are closely related to the analytic Hardy space $H^{p}(r)=\left\{F: F\right.$ is analytic on $S(r),\|F\|_{H^{p}(r)}=$ $\left.\sup _{|y|<r}\|F(\cdot+i y)\|_{p}<\infty\right\}$ on the strip $S(r)$ in the sense of Stein-Weiss [7]. For a nonnegative integer $m$ we let

$$
H^{m, p}(r)=\left\{F \in H^{p}(r):\|F\|_{H^{m, p}(r)}^{p}=\sum_{j=0}^{m}\left\|\partial_{z}^{j} F\right\|_{H^{p}(r)}^{p}<\infty\right\} .
$$

Obviously, $H^{0 . p}(r)=H^{p}(r) ;\|F\|_{H^{m, p}(r)}=\sup _{|y|<r}\|F(\cdot+i y)\|_{m, p}$. We have observed the following [1].

Theorem 1 [1]. We assume that $F \in H^{2}(r)$ and let $f$ be the trace of $F$ on the real axis. Then $f \in L_{r}$ and

$$
\|f\|_{L_{r}} \leqq \sqrt{2}\|F\|_{H^{2}(r)} .
$$

Conversely, we assume that $f \in L_{r}$. Then $f$ has an analytic extension $F \in H^{2}(r)$ and

$$
\|F\|_{H^{2}(r)} \leqq \sqrt{2}\|f\|_{L_{r}} .
$$

For the convenience of the reader we shall give a proof of Theorem 1 in § 2. For an interval $I$ or $\mathbb{R}$ and a Banach space $B$ with norm $\|\cdot\|_{B}$, we let $C(I ; B)=\{f(t): f(t)$ is continuous from $I$ to $\left.B, \sup \left\{\|f(t)\|_{B} ; t \in I\right\}<\infty\right\}$.

Our main result is the following theorem.
Theorem 2. If $\phi \in X_{\sigma_{0}}$ for $\sigma_{0}>0$, then there exist a positive constant $T=$ $T\left(\|\phi\|_{X_{\sigma}}, a\right)$ and a positive monotone decreasing function $\sigma(t)$ satisfying $\sigma(0)=\sigma_{0}$ such that (KdV) has a unique solution $u(t, x) \in C\left([0, T] ; X_{\sigma(T)}\right) \cap X_{\sigma(t)}$ for $0 \leqq t \leqq T$.

From Theorems 1 and 2, we have Corollary 1.
Corollary 1. Let $u(t, x)$ be the solution constructed in Theorem 2. Then $u(t, x)$ has an analytic continuation to $S(\sigma(t))$ for $0 \leqq t \leqq T$.
2. Preliminary estimates. In this section we collect some preliminary estimates. We first prove Theorem 1.

Proof of Theorem 1. For $F \in H^{2}(r)$ and $|y|<r$ we let $f_{y}(x)=F(x+i y)$. We note that the trace $f$ of $F$ on the real axis is equal to $f_{0}$. It is well known that

$$
\begin{equation*}
\hat{f}_{y}(\xi)=e^{-y \hbar} \hat{f}(\xi) \quad(\text { see }[7, \text { p. 99] }) \tag{2.1}
\end{equation*}
$$

The Plancherel theorem says

$$
\left\|f_{y}\right\|_{2}^{2}=\int e^{-2 y \xi}|\hat{f}(\xi)|^{2} d \xi \leqq 2 \int \cosh (2 r \xi)|\hat{f}(\xi)|^{2} d \xi
$$

for $|y|<r$. This yields the second inequality of the theorem. Conversely, observe from the monotone convergence theorem that

$$
\left\|f_{y}\right\|_{2}^{2} \geqq \int_{0}^{\infty} e^{-2 y \xi}|\hat{f}(\xi)|^{2} d \xi \rightarrow \int_{0}^{\infty} e^{2 r \xi}|\hat{f}(\xi)|^{2} d \xi
$$

as $y \rightarrow-r$. Hence

$$
\|F\|_{\boldsymbol{H}^{2}(r)}^{2} \geqq \int_{0}^{\infty} \cosh (2 r \xi)|\hat{f}(\xi)|^{2} d \xi,
$$

and similarly

$$
\|F\|_{H^{2}(r)}^{2} \geqq \int_{-\infty}^{0} \cosh (2 r \xi)|\hat{f}(\xi)|^{2} d \xi .
$$

Thus we have the first inequality of the theorem.

As a result we have the following lemma.
Lemma 2.1. Let $r>0$.
(a) If $f \in X_{r}$, then $f$ has an analytic continuation $F$ on $S(r)$ and

$$
\|F\|_{H^{1,2}(r)} \leqq \sqrt{2}\|f\|_{X_{r}}
$$

(b) If $f \in Y_{r}$, then $f$ has an analytic continuation $F$ on $S(r)$ and

$$
\left\|\partial_{z} F\right\|_{H^{1,2}(r)} \leqq \sqrt{2}\|f\|_{Y_{r}} .
$$

Proof. Let $f \in X_{r}$. By Theorem $1 f$ has an analytic continuation $F \in H^{2}(r)$. Let $f_{y}=F(\cdot+i y)$ for $|y|<r$. Then by (2.1) $f_{y}=\mathscr{F}^{-1}(\cosh (y \xi) \hat{f})+\mathscr{F}^{-1}(\sinh (-y \xi) \hat{f})$. Hence the Schwarz inequality yields

$$
\left\|f_{y}\right\|_{2}^{2}+\left\|\partial_{x} f_{y}\right\|_{2}^{2} \leqq 2 \sum_{j=0}^{1}\left(\left\|\partial_{x}^{j} \mathscr{F}^{-1} \cosh (y \xi) \hat{f}\right\|_{2}^{2}+\left\|\partial_{x}^{j} \mathscr{F}^{-1} \sinh (-y \xi) \hat{f}\right\|_{2}^{2}\right) .
$$

By a direct calculation we see that the right-hand side of the above inequality is equal to

$$
\begin{gathered}
2 \sum_{j=0}^{1}\left(\left(\xi^{2 j} \cosh (y \xi) \hat{f}, \cosh (y \xi) \hat{f}\right)+\left(\xi^{2 j} \sinh (y \xi) \hat{f}, \sinh (y \xi) \hat{f}\right)\right) \\
\quad=2 \sum_{j=0}^{1}\left(\xi^{2 j} \cosh (2 y \xi) \hat{f}, \hat{f}\right) \leqq 2 \sum_{j=0}^{1}\left(\xi^{2 j} \cosh (2 r \xi) \hat{f}, \hat{f}\right)
\end{gathered}
$$

This is less than or equal to $2\|f\|_{X_{r}}^{2}$. Thus we obtain (a). The assertion (b) is proved in the same way as in the proof of (a) and so we omit it.

Conversely, the inner product $(\cdot, \cdot)_{X_{r}}$ is controlled by the Hardy norm in the following way.

Lemma 2.2. Let $r>0$. Suppose $F \in H^{1,2}(r)$ and $V \in H^{2,2}(r)$. Iff and $v$ are the traces of $F$ and $V$ on the real axis, then

$$
\left|(f, v)_{X_{r}}\right| \leqq C_{1}\|F\|_{H^{1,2}(r)}\|V\|_{H^{2,2}(r)} .
$$

Proof. Let $0<\rho<r$. By a simple calculation

$$
\begin{aligned}
2(f, v)_{X_{\rho}} & =2 \sum_{j=0}^{1}\left(\xi^{j}(\cosh (2 \rho \xi)+\xi \sinh (2 \rho \xi)) \hat{f}, \xi^{j} \hat{v}\right) \\
& =\sum_{j=0}^{1}\left\{\left(\xi^{j} e^{\rho \xi} \hat{f}, \xi^{j}(1+\xi) e^{\rho \xi} \hat{v}\right)+\left(\xi^{j} e^{-\rho \xi} \hat{f}, \xi^{j}(1-\xi) e^{-\rho \xi} \hat{v}\right)\right\} \\
& =\sum_{j=0}^{1}\left\{\left(\partial_{x}^{j} f_{-\rho}, \partial_{x}^{j}\left(1-i \partial_{x}\right) v_{-\rho}\right)+\left(\partial_{x}^{j} f_{\rho}, \partial_{x}^{j}\left(1+i \partial_{x}\right) v_{\rho}\right)\right\},
\end{aligned}
$$

where $f_{ \pm \rho}=F(\cdot \pm i \rho)$ and $v_{ \pm \rho}=V(\cdot \pm i \rho)$. Therefore we have from the Schwarz inequality

$$
\begin{aligned}
\mid(f, v)_{X_{\rho}} \| & \leqq C_{2} \cdot\left(\left\|f_{\rho}\right\|_{1,2}\left\|v_{\rho}\right\|_{2,2}+\left\|f_{-\rho}\right\|_{1,2}\left\|v_{-\rho}\right\|_{2,2}\right) \\
& \leqq 2 C_{2}\|F\|_{H^{1,2}(r)}\|V\|_{H^{2,2}(r)}
\end{aligned}
$$

The monotone convergence theorem completes the proof.
Using Sobolev's inequality for $F(\cdot+i y)$, we obtain a multiplicative property of $\|F\|_{H^{1,2}(r)}$.

Lemma 2.3. Let $r>0$. Suppose $F, G \in H^{1,2}(r)$. Then $F G \in H^{1,2}(r)$ and

$$
\|F G\|_{H^{1,2}(r)} \leqq C_{3}\|F\|_{H^{1,2}(r)}\|G\|_{H^{1,2}(r)} .
$$

Proof. Sobolev's inequality shows

$$
\|F\|_{H^{\infty}(r)} \leqq C_{4}\|F\|_{H^{1,2}(r)} .
$$

Hence

$$
\begin{aligned}
&\|F G\|_{H^{2}(r)} \leqq\|F\|_{H^{\infty}(r)}\|G\|_{H^{2}(r)} \leqq C_{4}\|F\|_{H^{1,2}(r)}\|G\|_{H^{1,2}(r)}, \\
&\left\|\partial_{z}(F G)\right\|_{H^{2}(r)} \leqq\left\|\partial_{z} F\right\|_{H^{2}(r)}\|G\|_{H^{\infty}(r)}+\|F\|_{H^{\infty}(r)}\left\|\partial_{z} G\right\|_{H^{2}(r)} \\
& \leqq 2 C_{4}\|F\|_{H^{1,2}(r)}\|G\|_{H^{1,2}(r)} .
\end{aligned}
$$

The lemma follows.
We are now in a position to prove the main estimate.
Lemma 2.4. There exists a polynomial $\tilde{a}$ of which coefficients are all nonnegative with the following property: If $r>0$ and $f, g, v \in X_{r} \cap Y_{r}$, then

$$
\begin{aligned}
& \left|\left(a(f) \partial_{x} f-a(g) \partial_{x} g, v\right)_{X_{r}}\right| \\
& \quad \leqq \tilde{a}\left(\|f\|_{X_{r}},\|g\|_{X_{r}}\right)\left\{\|f\|_{{Y_{r}}_{r}}\|f-g\|_{X_{r}}+\|f-g\|_{Y_{r}}\right\}\left(\|v\|_{X_{r}}+\|v\|_{{Y_{r}}_{r}}\right) .
\end{aligned}
$$

Corollary. There exists a polynomial $\tilde{a}_{1}$ with nonnegative coefficient such that if $f, v \in X_{r} \cap Y_{r}$, then

$$
\left|\left(a(f) \partial_{x} f, v\right)_{X_{r}}\right| \leqq \tilde{a}_{1}\left(\|f\|_{X_{r}}\right)\|f\|_{Y_{r}}\left(\|v\|_{X_{r}}+\|v\|_{Y_{r}}\right)
$$

Proof of Lemma 2.4. We have

$$
a(f) \partial_{x} f-a(g) \partial_{x} g=b(f, g)(f-g) \partial_{x} f+a(g) \partial_{x}(f-g)
$$

where $b(f, g)$ is a polynomial. Let us estimate $\left(b(f, g)(f-g) \partial_{x} f, v\right)_{X_{r}}$ and $\left(a(g) \partial_{x}(f-\right.$ $g), v)_{X_{r}}$ separately. By Lemma 2.1 we see that $f, g$, and $v$ gave analytic continuations $F, G$, and $V$ on $S(r)$. Obviously, $b(F, G)$ is the analytic continuation of $b(f, g)$. It follows from Lemmas 2.2 and 2.3 that

$$
\begin{aligned}
\left|\left(b(f, g)(f-g) \partial_{x} f, v\right)_{X_{r}}\right| & \leqq C_{1}\left\|b(F, G)(F-G) \partial_{x} F\right\|_{H^{1,2}(r)}\|V\|_{H^{2,2}(r)} \\
& \leqq C_{5}\|b(F, G)\|_{H^{1,2}(r)}\|F-G\|_{H^{1,2}(r)}\left\|\partial_{x} F\right\|_{H^{1,2}(r)}\|V\|_{H^{2,2}(r)} \\
& \leqq a_{1}\|F\|_{H^{1,2}(r)},\|G\|_{H^{1,2}(r)}\|F-G\|_{H^{1,2}(r)}\left\|\partial_{x} F\right\|_{H^{1,2}(r)}\|V\|_{H^{2,2}(r)}
\end{aligned}
$$

where $a_{1}$ is a polynomial with nonnegative coefficients. Hence Lemma 2.1 yields

$$
\left|\left(b(f, g)(f-g) \partial_{x} f, v\right)_{X_{r}}\right| \leqq C_{6} a_{1}\left(\|f\|_{X_{r}},\|g\|_{X_{r}}\right)\|f-g\|_{X_{r}}\|f\|_{Y_{r}}\left(\|v\|_{X_{r}}+\|v\|_{Y_{r}}\right) .
$$

In the same way,

$$
\mid\left(a(g) \partial_{x}(f-g), v\right)_{X_{r}} \leqq a_{2}\left(\|g\|_{X_{r}}\right)\|f-g\|_{Y_{r}}\left(\|v\|_{X_{r}}+\|v\|_{Y_{r}}\right),
$$

where $a_{2}$ is a polynomial with nonnegative coefficients. The lemma follows.
3. Proof of Theorem 2. For any fixed $\sigma_{0}>0$, we let $\sigma(t)=\sigma_{0} e^{-A t / \sigma_{0}}$ with a positive constant $A$ to be determined later. For $T>0$ we define

$$
B(T)=\left\{v(t, x) ;\|v\|_{B(T)}^{2}=\sup _{0 \leqq t \leqq T}\|v(t)\|_{X_{\sigma(t)}}^{2}+A \int_{0}^{T}\|v(t)\|_{Y_{\sigma(t)}}^{2} d t<\infty\right\}
$$

and

$$
B_{\rho}(T)=\left\{v \in B(T) ;\|v\|_{B(T)} \leqq \rho\right\} .
$$

We shall show that there exist $t>0$ and $A>0$ depending only on $\|\phi\|_{X_{\sigma_{0}}}$ such that (KdV) has a unique solution $u(t, x) \in B(T)$. Let $\rho=2\|\phi\|_{X_{\sigma_{0}}}$. For $v \in B_{\rho}(T)$ we define the mapping $M$ by $u=M v$, where $u$ is the solution of the following linearized equation:

$$
\begin{array}{ll}
\partial_{t} u+\partial_{x}^{3} u=-a(v) \partial_{x} v, & (t, x) \in \mathbb{R}^{+} \times \mathbb{R}, \\
u(0, x)=\phi(x), & x \in \mathbb{R} .
\end{array}
$$

It is sufficient to show that $M$ is a contraction mapping from $B_{\rho}(T)$ to itself for suitable chosen $T$ and $A$. Hereafter we let

$$
\begin{equation*}
e^{-A T / \sigma_{0}}>\frac{1}{2} \tag{3.1}
\end{equation*}
$$

Take $v \in B_{\rho}(T)$. By the Fourier transform

$$
\begin{equation*}
\partial_{t} \hat{u}-i \xi^{3} \hat{u}=-\mathscr{F}\left[a(v) \partial_{x} v\right] . \tag{3.2}
\end{equation*}
$$

We multiply both sides of (3.2) by $\xi^{2 j}(\cosh (2 \sigma(t) \xi)+\xi \sinh (2 \sigma(t) \xi) \hat{u}$, integrate in $\xi$ and take the real part to obtain

$$
\begin{align*}
& \frac{d}{d t}\left(\|u(t)\|_{X_{\sigma(t)}}^{2}\right)-2 \sigma^{\prime}(t)\left(\xi^{2 j}\left(\xi \sinh (2 \sigma(t) \xi)+\xi^{2} \cosh (2 \sigma(t) \xi)\right) \hat{u}(t), \hat{u}(t)\right) \\
& \quad=-2 \operatorname{Re}\left(a(v) \partial_{x} v, u\right)_{X_{\sigma(t)}} \tag{3.3}
\end{align*}
$$

For the sake of brevity we suppress the subscript $\sigma(t)$ of $X_{\sigma(t)}$ and $Y_{\sigma(t)}$. From (3.3) and the corollary to Lemma 2.4 it follows that

$$
\begin{aligned}
& \frac{d}{d t}\left(\|u(t)\|_{X}^{2}\right)+2 A e^{-A t / \sigma_{0}}\|u(t)\|_{Y}^{2} \\
& \quad \leqq 2 \tilde{a}_{1}\left(\|v(t)\|_{X}\right)\|v(t)\|_{Y}\left(\|u(t)\|_{X}+\|u(t)\|_{Y}\right) \\
& \quad \leqq 2 \tilde{a}_{1}(\rho)\|v(t)\|_{Y}\left(\|u(t)\|_{X}+\|u(t)\|_{Y}\right) .
\end{aligned}
$$

Integrating in $t$ and using the Schwarz inequality, we obtain from (3.1)

$$
\begin{aligned}
& \sup _{0 \leqq t \leqq T}\|u(t)\|_{X}^{2}+A \int_{0}^{T}\|u(t)\|_{Y}^{2} d t \\
& \leqq\|\phi\|_{X_{\sigma_{0}}}^{2}+2 \tilde{a}_{1}(\rho)\left(\int_{0}^{T}\|v(t)\|_{Y}^{2} d t\right)^{1 / 2}\left\{\left(\int_{0}^{T}\|u(t)\|_{X}^{2} d t\right)^{1 / 2}\right. \\
&\left.+\left(\int_{0}^{T}\|u(t)\|_{Y}^{2} d t\right)^{1 / 2}\right\}
\end{aligned}
$$

Hence we have

$$
\begin{aligned}
\|u\|_{B(T)}^{2} & \leqq \frac{\rho^{2}}{4}+\frac{\tilde{a}_{1}(\rho)}{\sqrt{A}} 4 \rho\left(\sqrt{T}+\frac{1}{\sqrt{A}}\right)\|u\|_{B(T)} \\
& \leqq \frac{\rho^{2}}{4}+\frac{1}{2}\left\{\frac{\tilde{a}_{1}(\rho)}{\sqrt{A}} 4 \rho\left(\sqrt{T}+\frac{1}{\sqrt{A}}\right)\right\}^{2}+\frac{1}{2}\|u\|_{B(T)}^{2} .
\end{aligned}
$$

This implies

$$
\|u\|_{B(T)}^{2} \leqq 2\left\{\frac{1}{4}+\frac{8 \tilde{a}_{1}(\rho)^{2}}{A}\left(\sqrt{T}+\frac{1}{\sqrt{A}}\right)^{2}\right\} \rho^{2}
$$

Therefore, if

$$
\begin{equation*}
\frac{\tilde{a}_{1}(\rho)}{\sqrt{A}}\left(\sqrt{T}+\frac{1}{\sqrt{A}}\right)<\frac{1}{4 \sqrt{2}} \tag{3.4}
\end{equation*}
$$

then $M$ is a mapping from $B_{\rho}(T)$ into itself.

Take $v_{1}, v_{2} \in B_{\rho}(T)$. Let $w=M v_{1}-M v_{2}$. In the same way as in the proof of (3.3) we have

$$
\frac{d}{d t}\|w(t)\|_{X}^{2}+2 A e^{-A t / \sigma_{0}}\|w(t)\|_{Y}^{2} \leqq-2 \operatorname{Re}\left(a\left(v_{1}\right) \partial_{x} v_{1}(t)-a\left(v_{2}\right) \partial_{x} v_{2}(t), w(t)\right)_{X}
$$

From Lemma 2.4 the right-hand side is estimated by

$$
\begin{aligned}
& 2 \tilde{a}(\rho, \rho)\left\{\left\|v_{1}(t)\right\|_{Y}\left\|v_{1}(t)-v_{2}(t)\right\|_{X}+\left\|v_{1}(t)-v_{2}(t)\right\|_{Y}\right\}\left(\|w(t)\|_{X}+\|w(t)\|_{Y}\right) \\
& \quad \leqq 2 \tilde{a}(\rho, \rho)\left\{\left\|v_{1}(t)\right\|_{Y}\left\|v_{1}-v_{2}\right\|_{B(T)}+\left\|v_{1}(t)-v_{2}(t)\right\|_{Y}\right\}\left(\|w(t)\|_{X}+\|w(t)\|_{Y}\right) .
\end{aligned}
$$

Integrating in $t$ and using the Schwarz inequality, we obtain from (3.1)

$$
\begin{aligned}
\|w\|_{B(T)}^{2} \leqq & 2 \tilde{a}(\rho, \rho)\left\{\left\|v_{1}-v_{2}\right\|_{B(T)}\left(\int_{0}^{T}\left\|v_{1}(t)\right\|_{Y}^{2} d t\right)^{1 / 2}+\left(\int_{0}^{T}\left\|v_{1}(t)-v_{2}(t)\right\|_{Y}^{2} d t\right)^{1 / 2}\right\} \\
& \times\left\{\left(\int_{0}^{T}\|w(t)\|_{X}^{2} d t\right)^{1 / 2}+\left(\int_{0}^{T}\|w(t)\|_{Y}^{2} d t\right)^{1 / 2}\right\} \\
\leqq & 2 \tilde{a}(\rho, \rho) \frac{1}{\sqrt{A}}\left(\left\|v_{1}\right\|_{B(T)}+1\right)\left\|v_{1}-v_{2}\right\|_{B(T)}\left(\sqrt{T}+\frac{1}{\sqrt{A}}\right)\|w\|_{B(T)} .
\end{aligned}
$$

Hence

$$
\|w\|_{B(T)} \leqq \tilde{a}(\rho, \rho) \frac{2}{\sqrt{A}}(\rho+1)\left(\sqrt{T}+\frac{1}{\sqrt{A}}\right)\left\|v_{1}-v_{2}\right\|_{B(T)} .
$$

Therefore, if

$$
\begin{equation*}
\tilde{a}(\rho, \rho) \frac{2}{\sqrt{A}}(\rho+1)\left(\sqrt{T}+\frac{1}{\sqrt{A}}\right)<1, \tag{3.5}
\end{equation*}
$$

then $M$ is a contraction mapping. We can, in fact, choose $T>0, A>0$ satisfying (3.1), (3.4), and (3.5) altogether. For these $T$ and $A, M$ is a contraction mapping from $B_{\rho}(T)$ to itself and has a unique fixed point. This fixed point is the solution of (KdV). The property that $u(t, x) \in C\left([0, T] ; X_{\sigma(T)}\right)$ follows from $\sup _{0 \leqq t \leqq T}\|u(t)\|_{X_{\sigma(T)}}^{2} \leqq\|u\|_{B(T)}^{2}$ immediately.
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#### Abstract

A complete parametrization of the space $\operatorname{Rat}_{p}(n)$ of rational functions of degree $n$ and fixed denominator $p(z)$ in terms of a nonlinear integrable system is established. The space Rat ${ }_{p}(n)$ can be viewed as the moduli space of certain controllable and observable linear dynamical systems. It is proved that $\operatorname{Rat}_{p}(n)$ is diffeomorphic to the moduli (or parameter) space of solutions of a natural generalization of the celebrated finite Toda equation called the cyclic-Toda hierarchy. The original Toda flow is identified with one of the connected components of $\operatorname{Rat}_{p}(n)$, where $p(z)$ is the characteristic polynomial of a Jacobi matrix. To prove the correspondence we use an exponential of cyclic matrix polynomials and its QR factorization which induces isospectral deformations.
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1. Introduction. There have been some systematic efforts toward a theory of dynamical systems with parameters. Brockett and Krishnaprasad [3] presented an analysis of the action of certain one-parameter groups on the space rat ( $n$ ) of strictly proper rational functions of (McMillan) degree $n$ with real coefficients and discussed its application to the identification problem for linear dynamical systems. We denote each function of rat ( $n$ ) by the form

$$
\begin{equation*}
f(z)=\frac{q_{n-1} z^{n-1}+\cdots+q_{0}}{z^{n}+p_{n-1} z^{n-1}+\cdots+p_{0}}=\frac{q(z)}{p(z)} \in \operatorname{rat}(n), \tag{1a}
\end{equation*}
$$

where $p(z)$ and $q(z)$ do not have any common factor. They considered five types of one-parameter groups due to (1) frequency scaling, (2) shift of imaginary axis, (3) amplitude scaling, (4) output feedback, and (5) shift of time axis, and showed that these group actions leave invariant connected components rat ( $n-m, m$ ), $0 \leqq m \leqq n$, of rat $(n)$. Here the connected components rat $(n-m, m)$ are distinguished by the Cauchy index $2 m-n$ viewed as a continuous map from rat ( $n$ ) into the set $\{-n,-n+$ $2, \cdots, n-2, n\}$ [2]. In the geometry of rational functions it is natural to introduce the equivalence relation $f(z) \sim e^{\theta} f(z), \theta \in \mathbb{R}$, under the third one-parameter group action. We set

$$
\begin{equation*}
\operatorname{Rat}(n)=\operatorname{rat}(n) / \sim . \tag{1b}
\end{equation*}
$$

Let us restrict ourselves to the fifth one-parameter group taking the form

$$
\begin{equation*}
f(z)=C^{T}(z I-A)^{-1} B \rightarrow C^{T}(z I-A)^{-1} e^{\sigma A} B, \tag{2}
\end{equation*}
$$

for $\sigma \in \mathbb{R}$, where $I$ is the $n \times n$ unit matrix and $C^{T}$ denotes the transpose of $C$. The function $f(z) \in \operatorname{rat}(n)$ is regarded as the transfer function of the controllable and observable linear dynamical system

$$
\begin{equation*}
\frac{d}{d t} x(t)=A x(t)+B u(t), \quad y(t)=C^{T} x(t), \tag{3}
\end{equation*}
$$

[^138]where $A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times 1}, C \in \mathbb{R}^{n \times 1}$, and $x(t) \in \mathbb{R}^{n \times 1}, u(t) \in \mathbb{R}, y(t) \in \mathbb{R}$, and $t \in \mathbb{R}$. The flow (2) on the space rat ( $n$ ) is given as the Laplace transform of time shift $C^{T} e^{t A} B \rightarrow$ $C^{T} e^{(t+\sigma) A} B$ for the weight function of (3). Byrnes [4] discussed the action of time shift on the space of symmetric matrix-valued rational functions and its relationship to a network synthesis problem for RC and RLC networks with parameters. Fuhrmann and Krishnaprasad [6] pointed out that only the fifth action (2) does not leave invariant the continued fraction cell decomposition of the space rat $(n)$. It is to be noted that the differential equation $(d / d s) \log F(s)=f(s)$ defines a generalization of Pearson's family of probability distributions [18], where $F(s)$ denotes the density function and $s \in \mathbb{R}$. It seems that in these results we see increasing significance of group actions, especially of the time shift, in the geometry of rational functions and its applications.

The importance of nonlinear integrable systems (or equations) in control theory lies in the fact that they have rich information about the moduli (or parameter) space of a special class of solutions and they describe isospectral deformations of some linear operator or matrix. Because of this importance, various applications of nonlinear integrable systems have been proposed. We recall the early work by Hermann [9]. Helmke [8] and Sontag [22] studied moduli spaces of multimode and bilinear systems, respectively, in terms of the moduli space of instanton solutions of the self-dual Yang-Mills equations of gauge theory. Nakamura [14] introduced a fractional transformation group acting on the space of linear predictors (solutions of linear prediction problems for stochastic processes). It was shown in [14] and [15] that a special member of such a transformation group gives solutions of certain nonlinear integrable systems and describes a discrete isospectral deformation of a given matrix. Recently, Nakamura and Duncan [17] observed an equivalence between the moduli space of $n$-monopole solutions of the $\mathrm{SU}(2)$ Yang-Mills-Higgs equations and the space rat $^{\mathbb{C}}(n)$ of rational functions of degree $n$ over $\mathbb{C}$.

Krishnaprasad, in his remarkable paper [11], considered the action of time shift (2) on the connected component rat $(n, 0)$ of rat ( $n$ ) and showed that the action is equivalent to the flow of nonlinear integrable equation of Lax type called the finite nonperiodic Toda lattice [13]

$$
\frac{d}{d \sigma} A=\left[A_{L}^{T}-A_{L}, A\right], \quad A=\left(\begin{array}{cccc}
b_{1} & a_{1} & \cdots & 0  \tag{4}\\
a_{1} & & \ddots & \vdots \\
\vdots & \ddots & & a_{n-1} \\
0 & \cdots & a_{n-1} & b_{n}
\end{array}\right)
$$

where $A_{L}$ denotes the strictly lower triangular part of $A, A_{L}^{T}=\left(A_{L}\right)^{T},[M, N]=$ $M N-N M$ and $a_{j} \neq 0$. Note that $A=A(\sigma)$ is a Jacobi (or real tridiagonal) matrix having $n$ real distinct eigenvalues. In Moser's coordinates $\left\{\alpha_{j}, \zeta_{j}\right\}_{1 \leqq j \leqq n}$ [13] defined by

$$
\begin{equation*}
e_{n}^{T}(z I-A)^{-1} e_{n}=\frac{1}{\sum_{j=1}^{n} \exp \left(\alpha_{j}\right)} \sum_{j=1}^{n} \frac{1}{z-\zeta_{j}} \exp \left(\alpha_{j}\right) \in \operatorname{rat}(n, 0), \tag{5}
\end{equation*}
$$

where $\alpha_{j} \in \mathbb{R}, \zeta_{j} \in \mathbb{R}, \zeta_{k} \neq \zeta_{l}$ for $k \neq l$ and $e_{n}=(0 \cdots 01)^{T}$, the Toda equation (4) becomes the system ( $1 \leqq j \leqq n$ ) of linear equations

$$
\begin{equation*}
\frac{d}{d \sigma} \alpha_{j}=\zeta_{j}, \quad \frac{d}{d \sigma} \zeta_{j}=0 \tag{6}
\end{equation*}
$$

Hence $\alpha_{j}$ and $\zeta_{j}$ are regarded as generalized coordinates and momentums, respectively, for the dynamical system with Hamiltonian $H=\frac{1}{2} \operatorname{Tr}\left(A^{2}\right)=\frac{1}{2} \sum_{j=0}^{n} \zeta_{j}^{2}$. Krishnaprasad
[11] proved that for $f(z)=e_{n}^{T}(z I-A)^{-1} e_{n}$ the action (2) takes the form

$$
\begin{equation*}
f(z) \rightarrow e_{n}^{T}(z I-A)^{-1} e^{\sigma A} e_{n}=\frac{1}{\sum_{j=1}^{n} \exp \left(\alpha_{j}+\sigma \zeta_{j}\right)} \sum_{j=1}^{n} \frac{1}{z-\zeta_{j}} \exp \left(\alpha_{j}+\sigma \zeta_{j}\right) \tag{7}
\end{equation*}
$$

by using the Laurent expansion $f(z)=\sum_{k=0}^{\infty} h_{k} z^{-k-1}$ and observed that the expression (7) is precisely the linearlized Toda flow (6). Thus it is concluded that the Toda equation
(4) can be reduced to a linear flow on the connected component rat ( $n, 0$ ) induced by the time shift. We remark here that the Toda flow leaves invariant the poles of $f(z)$ and rat $(n, 0)$ is diffeomorphic to the phase space $\mathbb{R}^{n} \times \mathbb{R}^{n}$ of (4) via Moser's coordinates $\left\{\alpha_{j}, \zeta_{j}\right\}_{1 \leqq j \leqq n}$. Inspired by this pioneer work, Byrnes [4] considered a periodic Toda flow on a space of matrix-valued rational functions. Let us note that the Toda flow also arises in closely related problems, for example, the topology of the space of symmetric matrices with fixed eigenvalues [24] and the existence of Morse-Smale diffeomorphism on some quotient space induced by linear maps with fixed eigenvalues [21].

It will be well worth stating how the invariant tori/cylinder theorem in classical mechanics [1, p. 395] can be used in the geometry of rational functions. Krishnaprasad and Martin [12] made clear the importance of the concept of families of linear systems and their parameter variations. They considered the family of controllable and observable linear systems and the corresponding space of rational functions

$$
\begin{equation*}
\operatorname{rat}_{p}(n)=\left\{f(z) \left\lvert\, f(z)=\frac{q(z)}{p(z)} \in \operatorname{rat}(n)\right., p(z): \text { fixed }\right\}, \tag{8a}
\end{equation*}
$$

where $p=\left\{p_{0}, \cdots, p_{n-1}\right\} \in \mathbb{R}^{n}$. It was known (cf. [12. Thm. 2]) that the upper bound of the number of connected components of rat ${ }_{p}(n)$ is $2^{r}$, where $r$ is the number of real distinct roots of $p(z)$. Krishnaprasad [11] also observed that each connected component of $\operatorname{rat}_{p}(n)$ is diffeomorphic to $T^{l} \times \mathbb{R}^{n-l}$, where $T^{l}$ denotes the $l$-torus and $l \in\{0, \cdots, n-1\}$. The integer $l$ is constant on an open subset of $\operatorname{rat}(n-m, m)$. This implies that rat $(n-m, m)$ has an $n$-dimensional foliation whose leaves are diffeomorphic to $T^{l} \times \mathbb{R}^{n-l}$. For example, on the connected component rat $(n, 0), l$ is equal to zero. Let us fix denominators as some $p(z)$. Then the connected component rat ${ }_{p}(n, 0)$ of $\operatorname{rat}_{p}(n)$ is diffeomorphic to $\mathbb{R}^{n}$ and the foliation is a trivial fibration $\mathbb{R}^{n} \times \mathbb{R}^{n}$. Recall that $\mathbb{R}^{n} \times \mathbb{R}^{n}$ is the phase space of the Toda equation (4) via $\left\{\alpha_{j}, \zeta_{j}\right\}_{1 \leqq j \leqq n}$, where $\zeta_{j}$ are real distinct roots of $p(z)=\operatorname{det}(z I-A)$ and $A$ is Jacobi. Since $\zeta_{j}$ are conserved, we see that the Toda flow gives a parametrization (of an open dense subset) of $\operatorname{rat}_{p}(n, 0)$ (Moser and Krishnaprasad's theorem [11], [13]). However, it is not known what nonlinear integrable system completely parametrizes the whole space of rational functions with any fixed denominator.

What we shall do in this paper is to solve this open problem and to show that the same sort of analysis used in various problems [3], [4], [6], [11]-[13] can be performed in more general situations. We consider the space of equivalence classes

$$
\begin{equation*}
\operatorname{Rat}_{p}(n)=\operatorname{rat}_{p}(n) / \sim, \tag{8b}
\end{equation*}
$$

where $f(z) \sim e^{\theta} f(z)$ for $\theta \in \mathbb{R}$. The space $\operatorname{Rat}_{p}(n)$ is characterized by $n$ real parameters and the first one can be limited to $\pm 1$. The number of connected components of Rat ${ }_{p}(n)$ is equal to that of $\operatorname{rat}_{p}(n)$. It will be proved that the moduli space of solutions of a nonlinear integrable system is diffeomorphic to the space $\operatorname{Rat}_{p}(n)$ of rational functions. The nonlinear system we use is regarded as a natural generalization of the original Toda equation (4) and will be called the cyclic-Toda hierarchy.
2. The cyclic-Toda hierarchy. Let $f(z)$ be an element of rat $_{p}(n)$ with fixed denominator $p(z)$. According to the state space realization theory, $f(z)$ admits the unique factorization

$$
\left.\begin{array}{c}
f(z)=C_{0}^{T}\left(z I-A_{0}\right)^{-1} B_{0}, \\
A_{0}=\left(\begin{array}{cccc}
0 & \cdots & 0 & -p_{0} \\
1 & & \vdots & \vdots \\
0 & \ddots & & \\
\vdots & & 0 & -p_{n-2} \\
0 & \cdots & 0 & 1
\end{array}-p_{n-1}\right.
\end{array}\right), ~ \begin{gathered}
q_{0}  \tag{9}\\
\vdots \\
B_{0}=\left(\begin{array}{c}
0 \\
q_{n-2} \\
q_{n-1}
\end{array}\right), \\
C_{0}=\left(\begin{array}{c}
0 \\
0 \\
1
\end{array}\right),
\end{gathered}
$$

where the characteristic polynomial of $A_{0}$ is equal to the given $p(z)$,

$$
\begin{equation*}
p(z)=\operatorname{det}\left(z I-A_{0}\right) . \tag{10}
\end{equation*}
$$

The expression (9) of $f(z)$ is the observable canonical form, namely,

$$
\begin{equation*}
\operatorname{rank}\left(C_{0} A_{0}^{T} C_{0} \cdots\left(A_{0}^{T}\right)^{n-1} C_{0}\right)=n \tag{11a}
\end{equation*}
$$

Since the numerator $q(z)$ and the denominator $p(z)$ of $f(z)$ have no common factor, it follows that

$$
\begin{equation*}
\operatorname{rank}\left(B_{0} A_{0} B_{0} \cdots A_{0}^{n-1} B_{0}\right)=n . \tag{11b}
\end{equation*}
$$

The proof can be found in [10, p. 127]. The vectors $B_{0}$ and $C_{0}$ are called cyclic vectors of $A_{0}$. In this paper, we call $\left\{A_{0}, B_{0}, C_{0}\right\}$ a cyclic triplet if it satisfies (11a) and (11b). In linear systems theory $\left\{A_{0}, B_{0}, C_{0}\right\}$ is called a minimal realization of $f(z)$. We can associate each $f(z)=C_{0}^{T}\left(z I-A_{0}\right)^{-1} B_{0} \in \operatorname{rat}_{p}(n)$ with the controllable and observable linear dynamical system

$$
\begin{equation*}
\frac{d}{d t} x(t)=A_{0} x(t)+B_{0} u(t), \quad y(t)=C_{0}^{T} x(t) \tag{12}
\end{equation*}
$$

A nonlinear (completely) integrable system is always related to some kind of group factorization. For example, the Toda equation (4) can be solved by the Bruhat decomposition [5], and the self-dual Yang-Mills equations are solved by the RiemannHilbert factorization [25]. The hierarchy point of view has also played quite an important role in the study of nonlinear integrable systems (see [19], [20] on soliton equations and [16] on gauge field equations). Here the terminology "hierarchy" indicates a system of differential equations that describes infinite (or finite) sets of commutative flows on the solution space of original equation. Let us show that if we go further in this direction toward a characterization of the space $\operatorname{Rat}_{p}(n)$ in terms of a nonlinear intgrable system, then we shall encounter a finite hierarchy of cyclic-Toda equations in a very natural way.

Every real nonsingular matrix $M$ has a unique QR factorization $M=Q^{-1} R$, where $Q$ is orthogonal and $R$ is upper triangular with positive diagonal entries. Proof is given by the Gramm-Schmid orthogonalization (see [26, pp. 233-244]). Let $\tau$ be a set of $n$ real parameters,

$$
\begin{equation*}
\tau=\left\{\tau_{0}, \cdots, \tau_{n-1}\right\} \in \mathbb{R}^{n} . \tag{13}
\end{equation*}
$$

Let us consider the QR factorization with parameters

$$
\begin{equation*}
\exp \left(\sum_{k=0}^{n-1} \tau_{k} A_{0}^{k}\right)=Q^{-1}(\tau) R(\tau), \quad Q(\mathbf{0})=I, \quad R(\mathbf{0})=I \tag{14}
\end{equation*}
$$

where $\mathbf{0}=\{0, \cdots, 0\} \in \mathbb{R}^{n}$. The parameter $\tau_{0}$ appears only in $R(\tau)$ as a diagonal factor $\exp \left(\tau_{0} I\right)$. Taking derivatives on both sides, we have

$$
\begin{equation*}
Q A_{0}^{k} Q^{-1}=-\frac{\partial}{\partial \tau_{k}} Q \cdot Q^{-1}+\frac{\partial}{\partial \tau_{k}} R \cdot R^{-1} \tag{15}
\end{equation*}
$$

for $0 \leqq k \leqq n-1$. Since the first and the second terms of the right-hand side are skew-symmetric and upper triangular, it follows that

$$
\begin{align*}
& \frac{\partial}{\partial \tau_{k}} Q \cdot Q^{-1}=\left(Q A_{0}^{k} Q^{-1}\right)_{L}^{T}-\left(Q A_{0}^{k} Q^{-1}\right)_{L}  \tag{16}\\
& \frac{\partial}{\partial \tau_{k}} R \cdot R^{-1}=\left(Q A_{0}^{k} Q^{-1}\right)_{U}+\left(Q A_{0}^{k} Q^{-1}\right)_{L}^{T}
\end{align*}
$$

where $M_{U}=M-M_{L}$. We have proved Lemma 2.1.
Lemma 2.1. If the nonsingular matrix $\exp \left(\sum_{k=0}^{n-1} \tau_{k} A_{0}^{k}\right)$ has the QR factorization (14), then the resulting $C^{\infty}$-factors $Q(\tau)$ and $R(\tau)$ solve the initial value problem (16) with $Q(\mathbf{0})=I$ and $R(\mathbf{0})=I$.

It is to be noted that $Q A_{0}^{k} Q^{-1}$ in the right-hand side of (16) is the $k$ th power of the similarity transform $Q A_{0} Q^{-1}$ of $A_{0}$ by the factor $Q$. The next lemma shows that $Q(\tau)$ induces a flow on $\mathbb{R}^{n \times n}$ characterized by a system of nonlinear equations.

Lemma 2.2. Let $A(\tau)$ be a $C^{\infty}$-matrix defined by

$$
\begin{equation*}
A(\tau)=Q(\tau) A_{0} Q^{-1}(\tau) \tag{17}
\end{equation*}
$$

then $A(\tau)$ solves the initial value problem for the system $(0 \leqq k \leqq n-1)$

$$
\begin{align*}
\frac{\partial}{\partial \tau_{k}} A(\tau) & =\left[A^{k}(\tau)_{L}^{T}-A^{k}(\tau)_{L}, A(\tau)\right]  \tag{18}\\
& =\left[A^{k}(\tau)_{U}+A^{k}(\tau)_{L}^{T}, A(\tau)\right], \quad A(\mathbf{0})=A_{0},
\end{align*}
$$

where $A_{L}^{k T}=\left(A^{k}\right)_{L}^{T}$.
Taking derivatives of (17), we have $\left(\partial / \partial \tau_{k}\right) A=\left[\left(\partial / \partial \tau_{k}\right) Q \cdot Q^{-1}, A\right]$. By (16) with (15) and (17), the assertion of Lemma 2.2 is proved. The solution $A(\tau)$ clearly does not depend on the parameter $\tau_{0}$; however, $\tau_{0}$ is useful in our parametrization of $\operatorname{Rat}_{p}(n)$. Lemmata 2.1 and 2.2 imply that the maximal interval of existence for initial value problem (18) is $(-\infty, \infty)$ for each $\tau_{k}$. Furthermore, since $A(\tau)$ is always orthogonally similar to $A_{0}$ for $\tau \in \mathbb{R}^{n}$, the flow $A(\tau)$ is isospectral, namely, Spec $A(\tau)=$ Spec $A_{0}$. Indeed, the trace of $A^{k}(\tau)$ is an integral of motion of (18) expressed by the eigenvalues of $A_{0}$. Since $A_{0}$ commutes with $Q^{-1}(\tau) R(\tau)$, we obtain $A(\tau)=$ $R(\tau) A_{0} R^{-1}(\tau)$. This implies that $A(\tau)$ is upper-Hessenberg. Set $\mathbb{d}=\{1, \cdots, 1\} \in \mathbb{R}^{n}$. From (14), $\exp \left(\sum_{k=0}^{n-1} A_{0}^{k}\right)=Q^{-1}(\mathbb{1}) R(\mathbb{1})$. On the other hand, since

$$
\begin{aligned}
\exp \left(\sum_{k=0}^{n-1} \tau_{k} A^{k}(\tau)\right) & =Q(\tau) \exp \left(\sum_{k=0}^{n-1} \tau_{k} A_{0}^{k}\right) Q^{-1}(\tau) \\
& =R(\tau) Q^{-1}(\tau)
\end{aligned}
$$

we derive $\exp \left(\sum_{k=0}^{n-1} A^{k}(\mathbb{1})\right)=R(\mathbb{1}) Q^{-1}(\mathbb{1})$. Thus the time evolution (17) from $\tau=0$ to $\tau=\mathbb{1}$ performs the QR iteration $[26, \mathrm{pp} .515-521]$ for the exponential of matrix
$\exp \left(\sum_{k=0}^{n-1} A_{0}^{k}\right)$. If the eigenvalues of $A_{0}$ satisfy $\left|\lambda_{1}\right|<\left|\lambda_{2}\right|<\cdots<\left|\lambda_{n}\right|$ and $A_{0}$ can be diagonalized, $M A_{0} M^{-1}=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}\right)$, by a nonsingular matrix $M$ which admits an LU factorization, then $A(\tau)$ approaches an upper triangular matrix as $|\tau| \rightarrow \infty$.

Next, we introduce a time evolution of the vectors $B_{0}$ and $C_{0}$.
Lemma 2.3. Let $B(\tau)$ and $C(\tau)$ be vectors defined by

$$
\begin{equation*}
B(\tau)=R(\tau) B_{0}, \quad C(\tau)=Q(\tau) C_{0} \tag{19}
\end{equation*}
$$

then they satisfy the system of linear equations $(0 \leqq k \leqq n-1)$

$$
\begin{gather*}
\frac{\partial}{\partial \tau_{k}} B(\tau)=\left(A^{k}(\tau)+A^{k}(\tau)_{L}^{T}-A^{k}(\tau)_{L}\right) B(\tau), \quad B(\mathbf{0})=B_{0}  \tag{20}\\
\frac{\partial}{\partial \tau_{k}} C(\tau)=\left(A^{k}(\tau)_{L}^{T}-A^{k}(\tau)_{L}\right) C(\tau), \quad C(\mathbf{0})=C_{0}
\end{gather*}
$$

The proof is given by (16) with (15) and (17). Thus we obtain the nontrivial flow $\left\{A_{0}, B_{0}, C_{0}\right\} \rightarrow\{A(\tau), B(\tau), C(\tau)\}$ on $\mathbb{R}^{n \times n+2 n}$. The following proposition is the key connection between the system (18) with (20) and the space $\operatorname{rat}_{p}(n)$ of rational functions.

Proposition 2.4. If $\left\{A_{0}, B_{0}, C_{0}\right\}$ is a cyclic triplet, then $\{A(\tau), B(\tau), C(\tau)\}$ is also a cyclic triplet for every $\tau \in \mathbb{R}^{n}$.

Proof. It is known from (14), (17), and (19) that

$$
\begin{aligned}
&\left(B A B \cdots A^{n-1} B\right)=\left(R B_{0} Q A_{0} Q^{-1} R B_{0} \cdots Q A_{0}^{n-1} Q^{-1} R B_{0}\right) \\
&=Q\left(\exp \left(H_{\tau}\right) B_{0} A_{0} \exp \left(H_{\tau}\right) B_{0} \cdots A_{0}^{n-1} \exp \left(H_{\tau}\right) B_{0}\right) \\
&=Q \exp \left(H_{\tau}\right)\left(B_{0} A_{0} B_{0} \cdots A_{0}^{n-1} B_{0}\right), \\
&\left(C A^{T} C \cdots\left(A^{T}\right)^{n-1} C\right)=Q\left(C_{0} A_{0}^{T} C_{0} \cdots\left(A_{0}^{T}\right)^{n-1} C_{0}\right),
\end{aligned}
$$

where $H_{\tau}=\sum_{k=0}^{n-1} \tau_{k} A_{0}^{k}$. This implies that $\operatorname{rank}\left(B A B \cdots A^{n-1} B\right)=n \quad$ and rank $\left(C A^{T} C \cdots\left(A^{T}\right)^{n-1} C\right)=n$. $\quad$.

Since $\operatorname{Spec} \boldsymbol{A}(\tau)=\operatorname{Spec} A_{0}$, it is easy to prove Proposition 2.5.
Proposition 2.5. If the controllable and observable linear system (12) is stable (respectively, unstable), then the parametric linear systems

$$
\begin{align*}
& \frac{d}{d t} x(t ; \tau)=A(\tau) x(t ; \tau)+B(\tau) u(t ; \tau) \\
& y(t ; \tau)=C(\tau)^{T} x(t ; \tau) \tag{21}
\end{align*}
$$

are stable (respectively, unstable) as well as controllable and observable.
The hierarchy (18) for $0 \leqq k \leqq n-1$ is a generalization of the system of nonlinear equations discussed by Moser [13], $(d / d t) L=\left[B_{p}, L\right]$ for $1 \leqq p \leqq n-1$ in his notation, where $L$ is Jacobi and $(d / d t) L=\left[B_{1}, L\right]$ is the original Toda equation (4). Indeed, when $f(z)$ is in rat $(n, 0)$, we can always transform $A(\tau)$ into a Jacobi matrix via Cauer's canonical form (5). Moreover, the hierarchy is clearly different from the known hierarchy of finite Toda equations [23] which is a finite truncated form of the infinite Toda hierarchy. The system (20) describing the time evolution of cyclic vectors is essentially new.

Finally in this section, we discuss the compatibility of (18) and (20) in the sense in which $A(\tau), B(\tau)$, and $C(\tau)$ satisfy the integrability condition with respect to $\tau$. Set

$$
\begin{equation*}
F_{k}(A)=A^{k}(\tau)_{L}^{T}-A^{k}(\tau)_{L} \tag{22}
\end{equation*}
$$

for simplicity. By a standard theory of Toda equation, we see that each equation of (18) is equivalent to the Lax pair $A Y=\zeta Y$ and $\left(\partial / \partial \tau_{k}\right) Y=F_{k}(A) Y$, where $Y=$ $Y(\tau ; \zeta) \in \mathbb{C}^{n \times 1}$. The integrability for $Y$ leads to the system of zero curvature equations

$$
\begin{equation*}
\frac{\partial}{\partial \tau_{l}} F_{k}(A)-\frac{\partial}{\partial \tau_{k}} F_{l}(A)+\left[F_{k}(A), F_{l}(A)\right]=0 \tag{23}
\end{equation*}
$$

for $0 \leqq k, l \leqq n-1$. Thus if $F_{k}(A)$ solve (23), then the system (18) is clearly integrable. It is to be noted that the skew symmetric matrices $F_{k}(A)$ given by $F_{k}(A)=\left(\partial / \partial \tau_{k}\right) Q \cdot Q^{-1}$ obviously satisfy (23). See (16), (17), and (22). Conversely, let $A(\tau)$ solve (18). We have

$$
\begin{aligned}
0 & =\frac{\partial}{\partial \tau_{l}} A^{k}-\left[F_{l}, A^{k}\right] \\
& =\left(\frac{\partial}{\partial \tau_{l}} G_{k}-\frac{\partial}{\partial \tau_{k}} F_{l}-\left[F_{l}, G_{k}\right]\right)+\left(\frac{\partial}{\partial \tau_{k}} F_{l}-\frac{\partial}{\partial \tau_{l}} F_{k}+\left[F_{l}, F_{k}\right]\right),
\end{aligned}
$$

where $G_{k}=A^{k}+F_{k}$. Noting that $A(\tau)$ is upper-Hessenberg and $G_{k}$ is upper triangular, we can prove that $F_{k}=F_{k}(A)$ solves (23). Thus (18) is equivalent to (23). Equations (20) are expressed as $\left(\partial / \partial \tau_{k}\right) B=\left(A^{k}+F_{k}(A)\right) B$ and $\left(\partial / \partial \tau_{k}\right) C=F_{k}(A) C$. Since

$$
\left(\frac{\partial}{\partial \tau_{l}} \frac{\partial}{\partial \tau_{k}}-\frac{\partial}{\partial \tau_{k}} \frac{\partial}{\partial \tau_{l}}\right) H=\left(\frac{\partial}{\partial \tau_{l}} F_{k}(A)-\frac{\partial}{\partial \tau_{k}} F_{l}(A)+\left[F_{k}(A), F_{l}(A)\right]\right) H
$$

for $H=B$ and $C$, the system (23) guarantees the integrability of linear system (20). We conclude that the hierarchy (18) with (20) is compatible. Since (18) satisfies the Cauchy-Kovalevskaya condition, the solution given by (17) is unique. In the next section, we shall show that the triplet $\{A(\tau), B(\tau), C(\tau)\}$ is quite important in the parametrization of $\operatorname{Rat}_{p}(n)$.

Definition 2.6. The hierarchy of nonlinear integrable equations (18) with the supplementary system (20), where $0 \leqq k \leqq n-1$, is called the cyclic-Toda hierarchy. The space of $C^{\infty}$-solutions $A(\tau)$ of (18) for any equivalence class [ $\left.\left\{A_{0}, B_{0}, C_{0}\right\}\right]$ of initial cyclic triplets satisfying (9)-(11b) under the relation $f(z) \sim e^{\theta} f(z), \theta \in \mathbb{R}$, is called the moduli (or parameter) space of the cyclic-Toda hierarchy. We denote the moduli space as $\mathscr{M}_{p}$.
3. Parametrization of the space of rational functions: main result. First we show that the cyclic-Toda hierarchy induces a set of $n$ flows parametrized by $\tau \in \mathbb{R}^{n}$ on the space $\operatorname{rat}_{p}(n)$ of rational functions of degree $n$ and the fixed denominator $p(z)$. In the previous section, we obtained the nontrivial flow $\left\{A_{0}, B_{0}, C_{0}\right\} \rightarrow\{A(\tau), B(\tau), C(\tau)\}$ on $\mathbb{R}^{n \times n+2 n}$. This flow can be projected onto the space $\operatorname{rat}_{p}(n)$. For any $f(z)=$ $C_{0}^{T}\left(z I-A_{0}\right)^{-1} B_{0} \in \operatorname{rat}_{p}(n)$, let us define

$$
\begin{equation*}
f(z ; \tau)=C(\tau)^{T}(z I-A(\tau))^{-1} B(\tau) \tag{24}
\end{equation*}
$$

From Proposition 2.4 and $\operatorname{det}(z I-A(\tau))=p(z)$, it is not hard to see $f(z ; \tau) \in \operatorname{rat}_{p}(n)$ for every $\tau \in \mathbb{R}^{n}$. Furthermore, we prove Proposition 3.1.

Proposition 3.1. The parameter $\tau_{0}$ and $\tau_{1}$ of $\tau$ describe the amplitude scaling and the shift on time axis, respectively, for the controllable and observable linear system (12).

Proof. From the definition of the flow and $Q^{T} Q=I$, we have

$$
\begin{aligned}
f(z ; \tau) & =\left(Q C_{0}\right)^{T}\left(z I-Q A_{0} Q^{-1}\right)^{-1} R B_{0} \\
& =C_{0}^{T}\left(z I-A_{0}\right)^{-1} Q^{-1} R B_{0} \\
& =C_{0}^{T}\left(z I-A_{0}\right)^{-1} \exp \left(H_{\tau}\right) B_{0},
\end{aligned}
$$

where $H_{\tau}=\sum_{k=0}^{n-1} \tau_{k} A_{0}^{k}$. Thus $f(z ; \tau)$ is the Laplace transform of the weight function $W(t ; \tau)=C_{0}^{T} \exp \left(t A_{0}+H_{\tau}\right) B_{0}$. The parameter $\tau_{0}$ clearly describes the amplitude scaling $f(z) \rightarrow \exp \left(\tau_{0}\right) f(z)$. Setting $\tau=\left\{0, \tau_{1}, 0, \cdots, 0\right\}$, we obtain the expression

$$
f(z) \rightarrow f(z ; \tau)=C_{0}^{T}\left(z I-A_{0}\right)^{-1} \exp \left(\tau_{1} A_{0}\right) B_{0}
$$

of the action of time shift for the linear system (12).
This proposition is a straightforward generalization of the result in [3] and [11] (see (2)-(6)). But the proof has been carried out without using the Laurent expansion of $f(z)$ and without supposing that $A_{0}$ is Jacobi and $B_{0}=C_{0}=e_{n}$. The remaining parameters $\left\{\tau_{2}, \cdots, \tau_{n-1}\right\}$ give actions of one-parameter groups being outside the known ones.

Now we shall discuss the correspondence between $\operatorname{Rat}_{p}(n)$ and the moduli space $\mathcal{M}_{p}$ of the cyclic-Toda hierarchy. First we shall construct a one-to-one mapping from Rat ${ }_{p}(n)$ to $\mathcal{M}_{p}$. Let $A(\tau)$ be an arbitrary $C^{\infty}$-solution of the cyclic-Toda hierarchy for an initial value $\left\{A_{0}, B_{0}, C_{0}\right\}$ satisfying (9)-(11b). Recall that $A(\tau)$ is an isospectral deformation of $A_{0}$. By a theorem [7, p. 219] there are nonsingular upper triangular matrices $R(\tau)$ such that

$$
\begin{equation*}
A(\tau) R(\tau)=R(\tau) A_{0}, \quad R(\mathbf{0})=I \tag{25}
\end{equation*}
$$

We note that each $R(\tau)$ with $B_{0}$ gives a cyclic vector $B(\tau)$ via (19) which solves the supplementary system (20). Thus ( $\left.\partial / \partial \tau_{k}\right) R \cdot R^{-1}=A^{k}+F_{k}(A)$. Let us consider

$$
\begin{equation*}
\frac{\partial}{\partial \tau_{k}} Q(\tau)=F_{k}(A) Q(\tau), \quad Q(\mathbf{0})=I . \tag{26}
\end{equation*}
$$

There is a unique $C^{\infty}$-solution of (26). This follows from the compatibility proved in $\S 2$. The resulting $Q(\tau)$ and $C_{0}$ give $C(\tau)$, which solves (20). Since $F_{k}(A)$ is skewsymmetric, $Q(\tau)$ is an orthogonal matrix. Multiplying $A(\tau)$ to (26) from the left and using $\left(\partial / \partial \tau_{k}\right) A=\left[F_{k}(A), A\right]$ derived from (18) and (22), we obtain $\left(\partial / \partial \tau_{k}\right)(A Q)=$ $F_{k}(A) A Q$, where $A(0) Q(0)=A_{0}$. On the other hand, $\left(\partial / \partial \tau_{k}\right) Q A_{0}=F_{k}(A) Q A_{0}$ and $Q(0) A_{0}=A_{0}$. Because of the uniqueness of solution, $A(\tau) Q(\tau)=Q(\tau) A_{0}$. Thus we obtain $Q(\tau) A_{0} Q^{-1}(\tau)=A(\tau)$. Set $U(\tau)=Q^{-1}(\tau) R(\tau)$. By differentiating this, we have

$$
\begin{aligned}
Q(\tau) \frac{\partial}{\partial \tau_{k}} U(\tau) \cdot R^{-1}(\tau) & =-\frac{\partial}{\partial \tau_{k}} Q(\tau) \cdot Q^{-1}(\tau)+\frac{\partial}{\partial \tau_{k}} R(\tau) \cdot R^{-1}(\tau) \\
& =A^{k}(\tau) \\
& =Q(\tau) A_{0}^{k} Q^{-1}(\tau)
\end{aligned}
$$

and consequently, we see that $U(\tau)$ satisfies $\left(\partial / \partial \tau_{k}\right) U=A_{0}^{k} U, U(\mathbf{0})=I$. Thus

$$
\begin{equation*}
U(\tau)=\exp \left(\sum_{k=0}^{n-1} \tau_{k} A_{0}^{k}\right) \tag{27}
\end{equation*}
$$

Let $f(z ; \tau)$ be a rational function defined by $f(z ; \tau)=C(\tau)^{T}(z I-A(\tau))^{-1} B(\tau)$. Since $f(z ; \tau)=C_{0}^{T}\left(z I-A_{0}\right)^{-1} U(\tau) B_{0}$, we conclude from (27) and Proposition 2.4 that $f(z ; \tau) \in \operatorname{rat}_{p}(n)$ for any $\tau \in \mathbb{R}^{n}$. Note that the solution of (25) is not unique even if we suppose that the diagonal entries of $R(\tau)$ are positive. Indeed, if $R(\tau)$ satisfies (25), then $R\left(\tau^{\prime}\right)$ does also, where $\tau^{\prime}=\left\{\tau_{0}+\theta, \tau_{1}, \cdots, \tau_{n-1}\right\}$ for $\theta \in \mathbb{R}$. By identifying $R(\tau)$ with $R\left(\tau^{\prime}\right)$, we can obtain a unique rational function of $\operatorname{Rat}_{p}(n)$. Note that this identification amounts to the equivalence class $\left[\left\{A_{0}, B_{0}, C_{0}\right\}\right]$ of initial values. Namely, each point on the cyclic-Toda flow $A(\tau)$ for $\left[\left\{A_{0}, B_{0}, C_{0}\right\}\right]$ corresponds to a unqiue rational function of $\operatorname{Rat}_{p}(n)$. Thus we have obtained a one-to-one mapping $\alpha: \operatorname{Rat}_{p}(n) \rightarrow \mathcal{M}_{p}$.

Conversely, let $f(z)$ be an arbitrary rational function of $\operatorname{rat}_{p}(n)$. Recall that $f(z)$ admits a unique factorization (9). As was shown in the previous section, there always exists a flow of the cyclic-Toda hierarchy $\{A(\tau), B(\tau), C(\tau)\}$ for $\tau \in \mathbb{R}^{n}$. We see from (24) that this flow induces a flow $f(z ; \tau)$ on $\operatorname{rat}_{p}(n)$ which passes $f(z)$ at $\tau=\mathbf{0}$. Furthermore, by introducing the equivalence relation $f(z) \sim e^{\theta} f(z), \theta \in \mathbb{R}$, we obtain a unique cyclic-Toda flow for the equivalence class $\left[\left\{A_{0}, B_{0}, C_{0}\right\}\right]$ of initial triplets. Thus $\alpha$ is an onto mapping from $\operatorname{Rat}_{p}(n)$ to $\mathcal{M}_{p}$. We have established the following theorem.

Theorem 3.2. There is a one-to-one correspondence between (a) the space $\operatorname{Rat}_{p}(n)$ of rational functions of degree $n$ and fixed denominator $p(z)$ and (b) the moduli space $\mathcal{M}_{p}$ of the cyclic-Toda hierarchy for any equivalence class $\left[\left\{A_{0}, B_{0}, C_{0}\right\}\right]$ of initial cyclic triplets.

Furthermore, the mapping $\alpha: \operatorname{Rat}_{p}(n) \rightarrow \mathcal{M}_{p}$ clearly depends differentiably on each parameter of $\tau \in \mathbb{R}^{n}$. Recall that solutions $Q(\tau)$ and $R(\tau)$ of (25) and (26) are of class $C^{\infty}$. This guarantees the differentiability of $\alpha^{-1}$. Combining this with Theorem 3.2, we have proved a stronger result.

Theorem 3.3. The bijection $\alpha: \operatorname{Rat}_{p}(n) \rightarrow \mathcal{M}_{p}$ is a diffeomorphism with the natural topologies on $\mathrm{Rat}_{p}(n)$ and $\mathscr{M}_{p}$ induced by $\mathbb{R}^{n}$.

To compute the number of connected components of $\operatorname{Rat}_{p}(n)$, it is important to recall that only real zeros of $f(z)$ create obstructions to deformations on rat ${ }_{p}(n)$ [12]. This fact was first noted by Brockett [2]. The position of zeros of (9) depends on $A_{0}$ and $B_{0}$. The cyclic-Toda hierarchy for the initial value $\left\{A_{0}, B_{0}, C_{0}\right\}$ induces a set of flows parametrized by $\tau \in \mathbb{R}^{n}$ on one of the connected components of $\operatorname{rat}_{p}(n)$. Since $C_{0}$ is fixed, the choice of the connected components is determined by that of $A_{0}$ and $B_{0}$. Let $f(z)=q(z) / p(z) \in \operatorname{rat}_{p}(n)$ and $\zeta_{j}$ be roots of $p(z)=\operatorname{det}\left(z I-A_{0}\right)$. By the spectral mapping theorem we see a cyclic matrix polynomial $\sum_{k=0}^{n-1} q_{k} A_{0}^{k}$ is nonsingular if and only if $q\left(\zeta_{j}\right) \neq 0$ for any $\zeta_{j}$. Thus any rational function of $\operatorname{Rat}_{p}(n)$ uniquely determines a nonsingular matrix $H_{q}$ of the space $\mathscr{H}_{A_{0}}$ defined by

$$
\begin{equation*}
\mathscr{H}_{A_{0}}=h_{A_{0}} / \sim, \quad h_{A_{0}}=\left\{H_{q} \mid H_{q}=\sum_{k=0}^{n-1} q_{k} A_{0}^{k}: \text { nonsingular, } q \in \mathbb{R}^{n}\right\}, \tag{28}
\end{equation*}
$$

where $H_{q} \sim e^{\theta} H_{q}$ for $\theta \in \mathbb{R}$ and vice versa. The mapping $\beta$ : $\operatorname{Rat}_{p}(n) \rightarrow \mathscr{H}_{A_{0}}$ and its inverse are clearly differentiable with respect to $q=\left\{q_{0}, \cdots, q_{n-1}\right\} \in \mathbb{R}^{n}$. Thus $\mathscr{H}_{A_{0}}$ is diffeomorphic to $\operatorname{Rat}_{p}(n)$. Define the spaces of cyclic vectors

$$
\begin{equation*}
\mathscr{W}_{A_{0}}=w_{A_{0}} / \sim, \quad w_{A_{0}}=\left\{W \mid W \in \mathbb{R}^{n \times 1}, \operatorname{rank}\left(W A_{0} W \cdots A_{0}^{n-1} W\right)=n\right\} \tag{29}
\end{equation*}
$$

where $W \sim e^{\theta} W$ for $\theta \in \mathbb{R}$. We see that $\mathscr{H}_{A_{0}}$ acts freely on $\mathscr{W}_{A_{0}}, \mathscr{H}_{A_{0}} \times \mathscr{W}_{A_{0}} \rightarrow \mathscr{W}_{A_{0}}$ by $\left(H_{q}, W\right) \rightarrow H_{q} W$. Thus $\mathscr{W}_{A_{0}}$ is diffeomorphic to $\mathscr{H}_{A_{0}}$ and the number of connected components of $\mathscr{W}_{A_{0}}$ is equal to that of $\operatorname{Rat}_{p}(n)$.

Suppose that $p(z)$ admits $r$ real distinct zeros $\zeta_{j}$, where $r \geqq 1$ and $1 \leqq j \leqq r$. We write $\zeta_{j}$ in order, $\zeta_{1}<\zeta_{2}<\cdots<\zeta_{r}$. Set $s=\left\{s_{0}, s_{1}, \cdots, s_{r-1}\right\}$, where $s_{j}=0$ or 1. If an odd number of zeros of $f(z)$ are on the interval $\left(\zeta_{j}, \zeta_{j+1}\right)$, then we assign 1 to $s_{j}$ for $1 \leqq j \leqq r-1$. Otherwise, we assign zero to $s_{j}$. Set $s_{0}=1$ (respectively, zero) if the coefficient of the highest power of $z$ in $q(z)$ is positive (respectively, negative). Thus the multi-index $s$ labels the connected components of $\operatorname{rat}_{p}(n)$. The maximum number of such components is $2^{r}$. We express each component as rat ${ }_{p}^{s}(n)$. If there is no real root of $p(z)$, $\operatorname{rat}_{p}(n)$ itself is connected and denoted by $\operatorname{rat}_{p}^{\phi}(n)$. Note that $\operatorname{Rat}_{p}^{s}(n)=$ $\operatorname{rat}_{p}^{s}(n) / \sim$ is exactly one of the connected components of $\operatorname{Rat}_{p}(n)$. From this result and Theorem 3.3, we prove Corollary 3.4.

Corollary 3.4. Let $\left\{A_{0}, B_{0}, C_{0}\right\}$ be a cyclic triplet such that $C_{0}^{T}\left(z I-A_{0}\right)^{-1} B_{0} \in$ $\operatorname{rat}_{p}^{s}(n)$. Then the cyclic-Toda flow $A(\tau), \tau \in \mathbb{R}^{n}$, for the initial value $\left\{A_{0}, B_{0}, C_{0}\right\}$ is identified with the connected component $\operatorname{Rat}_{p}^{s}(n)$.

This corollary hints that the space $\operatorname{Rat}_{p}(n)$ is the primary object, rather than $\operatorname{rat}_{p}(n)$ that was used to prove Theorem 3.2.

Finally, we shall give simple but conspicuous examples. Let

$$
\left\{A_{0}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), B_{0}=\binom{a}{b}, C_{0}=\binom{0}{1}\right\}
$$

be a cyclic triplet. We obtain $f(z)=(a+b) / 2(z-1)+(b-a) / 2(z+1)$ and

$$
\exp \left(\sum_{k=0}^{1} \tau_{k} A_{0}^{k}\right)=\exp \left(\tau_{0}\right) \cdot\left(\begin{array}{cc}
\cosh \left(\tau_{1}\right) & \sinh \left(\tau_{1}\right) \\
\sinh \left(\tau_{1}\right) & \cosh \left(\tau_{1}\right)
\end{array}\right) .
$$

If $|f|>|a|$, then the zero of $f(z)$ is on the interval $(-1,1)$, and then the flow is identified with $\operatorname{Rat}_{p}^{s}(n)$, where $p=\{0,-1\}$ and $s=\{1,1\}$ for $\ell>0$ or $s=\{0,1\}$ for $\ell<0$. Let us note that the Cauchy index of $f(z ; \tau)$ is equal to $\pm 2$, namely, $f(z ; \tau) \in \operatorname{rat}_{p}(2,0) \approx \mathbb{R}^{2}$ or $\operatorname{rat}_{p}(0,2) \approx \mathbb{R}^{2}$. Setting $a=0$, we derive a hierarchy of the usual $2 \times 2$ Toda equation. If $|a|>|\theta| \neq 0$, then $f(z)$ admits a zero on $(-\infty,-1)$ or $(1, \infty)$. Therefore, the resulting flow is identified with $\operatorname{Rat}_{p}^{s^{\prime}}(n)$, where $s^{\prime}=\{1,0\}$ for $b>0$ or $s^{\prime}=\{0,0\}$ for $b<0$. Here the Cauchy index of $f(z ; \tau)$ is always zero, namely, $f(z ; \tau) \in \operatorname{rat}_{p}(1,1) \approx \mathbb{R}^{1} \times S^{1}$. If $b=0$, then $f(z)$ has no zero. The flow is identified with $\operatorname{Rat}_{p}^{s^{\prime \prime}}(n)$, where $s^{\prime \prime}=\{1,0\}$ for $a>0$ or $s^{\prime \prime}=\{0,0\}$ for $a<0$, and then $f(z ; \tau) \in \operatorname{rat}_{p}(1,1)$.

Let $\tilde{p}(z)=z^{n}+\tilde{p}_{n-1} z^{n-1}+\cdots+\tilde{p}_{0}$ have $n$ real distinct roots. Any $f(z)$ of $\operatorname{rat}_{\tilde{p}}(n)$ can be factored into $f(z)=C_{0}^{T}\left(z I-A_{0}\right)^{-1} B_{0}$, where $B_{0}=C_{0}, A_{0}$ is Jacobi, and $B_{0}$ is cyclic. In this case, we obtain a subhierarchy of (18) called the Jacobi-Toda hierarchy whose moduli space is homeomorphic to $\operatorname{Rat}_{\tilde{p}}(n)$. By setting $B_{0}=(0 \cdots 01)^{T}$, we obtain the Jacobi-Toda flow being identified with $\operatorname{Rat}_{\tilde{p}}^{s}(n)$, where $s=\left\{s_{0}, 1, \cdots, 1\right\}$. This is exactly the case analyzed by Moser [13]. The original Toda equation (4) is a special member of this flow parametrized by $\tau_{1}$. Thus we can conclude that the extension to general cyclic triplet $\left\{A_{0}, B_{0}, C_{0}\right\}$ is not a trivial formal generalization. As we have observed, the cyclic-Toda hierarchy gives a complete parametrization of the space $\operatorname{Rat}_{p}(n)$ of controllable and observable linear systems for the fixed polynomial $p(z)=$ $\operatorname{det}\left(z I-A_{0}\right)$. Let us recall that by taking the union with respect to $p=\left\{p_{0}, \cdots, p_{n-1}\right\}$, we recover the whole space Rat ( $n$ ) of rational functions of degree $n$,

$$
\operatorname{Rat}(n)=\bigcup_{p \in \mathbb{R}^{n}} \operatorname{Rat}_{p}(n) .
$$

It would be interesting to study the topology of the flows of nonlinear integrable systems on Rat ( $n$ ) and its applications, for example, to various cellular decompositions of Rat ( $n$ ) and to the problem of limiting linear systems.
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# THE INTERIOR TRANSMISSION PROBLEM AND INVERSE SCATTERING FROM INHOMOGENEOUS MEDIA* 
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#### Abstract

This paper is concerned with the class of far field patterns corresponding to the scattering of time harmonic acoustic plane waves by an inhomogeneous medium in a bounded domain $B$, with refractive index $n(x)$. It has previously been shown that the class of far field patterns is complete in $L_{2}\left(S^{2}\right)$ except at wavenumbers $k$, which are so-called transmission eigenvalues of the homogeneous interior transmission problem. In this paper the interior transmission problem is studied and, under milder conditions on $n$ than previously used, the set of transmission eigenvalues is shown to be discrete. Also, at points other than transmission eigenvalues, it is shown that the inhomogeneous interior transmission problem is uniquely solvable. This result is of importance in certain methods for solving the inverse scattering problem of determining the function $n$ from the scattered far fields.
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1. Introduction. This paper is concerned with the class of far field patterns corresponding to the scattering of time harmonic acoustic plane waves by an inhomogeneous medium in a bounded domain $B$, with refractive index $n(x)$. In [4] it was shown that the class of far field patterns is complete in the Hilbert space $L_{2}\left(S^{2}\right)$ (where $S^{2}$ is the unit sphere in $\mathbb{R}^{3}$ ) for all positive wavenumbers $k$, except possibly on a discrete set of points, provided that the medium is nonabsorbing and the function $m(x)=1-n(x)$ is smooth, is strictly positive (or strictly negative) in $B$, and satisfies a certain integral bound (which restricts the behavior of $m$ near the boundary of $B$ ). Here we allow $m$ to be nonsmooth and to change sign. In addition, the medium may be absorbent in $B$. However, we assume that $m$ is bounded away from zero in $B$; thus if $m$ changes sign it must do so discontinuously. Also, $m$ must be discontinuous at the boundary $\partial B$ of $B$ (since by definition, $m \equiv 0$ outside $B$ ). This is in contrast with the condition imposed in [4], which requires that $m$ be smooth and approach zero near $\partial B$ at a certain rate. In our analysis we will employ, essentially, ideas drawn from the theory of partial differential operators, in contrast to the integral operator methods of [4]; thus this paper complements the results of [4].

Of particular interest is the study of the so-called interior transmission problem, which plays a fundamental role in solving the inverse scattering problem in [3]. This is treated in $\S \S 3$ and 4 and offers an alternative to the treatment in [4]. Also in $\S 4$, we consider the question of approximating the solutions of the interior transmission problem by Herglotz wave functions. This is required in the discussion of inverse scattering in [3]. In §§ 2-4 we consider the case of a nonabsorbing medium. The modifications required to deal with the case of an absorbing medium are described in § 5 .
2. Wave propagation and far field patterns. Consider acoustic scattering of a plane harmonic incident wave

$$
\begin{equation*}
u^{i}(x, t)=\exp (i k x \cdot \hat{\alpha}-i \omega t), \tag{2.1}
\end{equation*}
$$

[^139]where $\omega>0$ is the frequency, $k=\omega / c_{0}$ is the wavenumber, $c_{0}>0$ is the speed of sound outside the medium, and the unit vector $\hat{\alpha}$ is the direction of propagation of the wave. Let $c(x)$ be the local sound speed at any point $x \in \mathbb{R}^{3}$, and let $n(x)=\left(c_{0} / c(x)\right)^{2}$, $m(x)=1-n(x)$. Letting
$$
B=\left\{x \in \mathbb{R}^{3}: n(x) \neq 1\right\},
$$
we assume that the set $B$ is an open, bounded, simply connected set with $C^{4}$ boundary $\partial B$ and suppose that the function $n$ is measurable and satisfies
\[

$$
\begin{equation*}
\text { ess } \cdot \sup \{n(x): x \in B\}<\infty, \quad \text { ess } \cdot \inf \{|m(x)|: x \in B\}>0 \tag{2.2}
\end{equation*}
$$

\]

(note that we are allowing $m$ to change sign in $B$, but (2.2) implies that it must do so discontinuously). Without loss of generality, we will assume that the origin $x=0$ belongs to $B$. If we factor out the time dependence $\exp (-i \omega t)$, then the velocity potential $u$ of the total field belongs to $H_{2}(B)$ (the Sobolev space of order 2 on $B$; see [1]) and is a solution of the problem

$$
\begin{gather*}
\Delta u+k^{2} n u=0 \quad \text { in } \mathbb{R}^{3},  \tag{2.3}\\
u(x) \equiv \exp (i k x \cdot \hat{\alpha})+u^{s}(x),  \tag{2.4}\\
\lim _{r \rightarrow \infty}\left(\frac{\partial u^{s}}{\partial r}-i k u^{s}\right)=0, \tag{2.5}
\end{gather*}
$$

where $u^{s}(x)$ denotes the scattered field, $|x|=r$, and the Sommerfeld radiation condition (2.5) is assumed to hold uniformly in $\hat{x}=x /|x| \in S^{2}$.

As in [4] it is easy to show that as $r \rightarrow \infty$ the scattered field $u^{s}(x)$ has the asymptotic behavior

$$
u^{s}(x)=\frac{\exp (i k r)}{r} F(\hat{x} ; k, \hat{\alpha})+O\left(r^{-2}\right)
$$

where the function $F(\hat{x} ; k, \hat{\alpha})$ is the far field pattern corresponding to the incident plane wave (2.1). The following result is similar to Lemma 2 of [4].

Let $\left\{\hat{\alpha}_{n}: n=1, \cdots, \infty\right\}$ be a countable dense set of vectors on the unit sphere $S^{2}$, and for each fixed $k$ define the class $\mathbf{F}$ of far field patterns by

$$
\mathbf{F}=\operatorname{span}\{F(\hat{x} ; k, \hat{\alpha}): n=1,2, \cdots\} .
$$

Lemma 2.1 [4]. The orthogonal complement of $F$ in $L_{2}\left(S^{2}\right)$ consists of those functions $g \in L_{2}\left(S^{2}\right)$ for which there exists $w \in H_{2}(B)$ and $\nu$ defined by

$$
\begin{equation*}
\nu(x)=\int_{S^{2}} g(\hat{y}) \exp (i k x \cdot \hat{y}) d s(y) \tag{2.6}
\end{equation*}
$$

such that the pair $\{\nu, w\}$ is a solution to

$$
\begin{gather*}
\Delta \nu+k^{2} \nu=0,  \tag{2.7}\\
\Delta w+k^{2} n w=0,  \tag{2.8}\\
\nu-\left.w\right|_{\partial B}=\left.\frac{\partial}{\partial \nu}(v-w)\right|_{\partial B}=0, \tag{2.9}
\end{gather*}
$$

where (2.7) and (2.8) are to be regarded as holding in $L_{2}(B) ; \partial / \partial \nu$ denotes differentiation along the exterior normal to $\partial B$; the notation $\left.\phi\right|_{\partial B}$ denotes the trace of a function $\phi$ on the boundary $\partial B$ in the $L_{2}$ sense (see [1]); equation (2.9) holds on $\partial B$ in the $L_{2}$ sense. Similar interpretations apply to the equations below except where stated otherwise.

The functions $\nu$ defined by (2.6) are called Herglotz wave functions with Herglotz kernel $g$. The boundary value problem (2.7)-(2.9) is the homogeneous interior transmission problem, studied in [3], [4], and others, which, together with the inhomogeneous interior transmission problem considered later, plays a fundamental role in solving the inverse scattering problem of determining the speed of sound in an inhomogeneous medium (see [3]). For this purpose it is important to prove that the set $\mathbf{F}$ is complete in $L_{2}\left(S^{2}\right)$. It follows from Lemma 2.1 and the theory of Herglotz wave functions (see [5]) that this is so, except for those values of $k$ for which (2.7)-(2.9) possesses a nontrivial solution $\{\nu, w\}$. In the next section we will show that such values form a discrete set in $\mathbb{C}$, and hence, for almost all $k, \mathbf{F}$ is complete.
3. The homogeneous interior transmission problem. The space $H_{2}^{\text {loc }}(B)$ is defined to be the set of measurable functions $\phi$ on $B$ that have the property that $\phi \in H_{2}(D)$ for all open subsets $D$ such that $\bar{D} \subset B$. We will say that the pair of functions $\{\nu, w\}$ is a strong solution of the homogeneous interior transmission problem if $\nu, w \in$ $H_{2}^{\text {loc }}(B) \cap L_{2}(B), \nu-w \in H_{2}(B)$, and equations (2.7)-(2.9) are satisfied for some $k \in \mathbb{C}$. If a nontrivial strong solution of the homogeneous interior transmission problem exists for some $k \in \mathbb{C}$, then $k$ is said to be a transmission eigenvalue.

Suppose that $k$ is a transmission eigenvalue and let

$$
\begin{equation*}
z=w-\nu \in H_{2}(B) . \tag{3.1}
\end{equation*}
$$

It follows from (2.9) that $z \in H_{2}^{0}(B)$, where $H_{2}^{0}(B) \subset H_{2}(B)$ is the set of functions $\phi \in H_{2}(B)$ whose derivatives up to order 1 vanish on $\partial B$. Also, from (2.7) and (2.8) we have

$$
\begin{equation*}
\left(\Delta+k^{2}\right) z=k^{2} m w \tag{3.2}
\end{equation*}
$$

where $m(x)=1-n(x), x \in B$. It follows from (2.2) that the function $x \rightarrow 1 / m(x)$, which we denote by $m^{-1}$, is essentially bounded on $B$, so from (3.2) we have

$$
m^{-1}\left(\Delta+k^{2}\right) z=k^{2} w .
$$

Now, by definition $w \in H_{2}^{\text {loc }}(B)$, and so we may apply $\left(\Delta+k^{2} n\right)$ to both side of this equation to yield, by (2.8),

$$
\begin{equation*}
\left(\Delta+k^{2} n\right) m^{-1}\left(\Delta+k^{2}\right) z=0 . \tag{3.3}
\end{equation*}
$$

Thus, in order for $k$ to be a transmission eigenvalue there must be a nontrivial function $z \in H_{2}^{0}(B)$ that satisfies (3.3).

Since we have only required that $z \in H_{2}^{0}(B)$ and (3.3) is a fourth-order equation, we will introduce a weak formulation of this equation. For any complex number $k$ we define the sesquilinear form $F_{k}$ on $H_{2}^{0}(B)$ by

$$
\begin{align*}
F_{k}(\phi, \psi) & =\int_{B} m^{-1}\left(\Delta+k^{2}\right) \phi\left(\Delta+\bar{k}^{2} n\right) \bar{\psi} d x \\
& =\left(m^{-1}\left(\Delta+k^{2}\right) \phi,\left(\Delta+\bar{k}^{2} n\right) \psi\right), \quad \phi, \psi \in H_{2}^{0}(B) \tag{3.4}
\end{align*}
$$

(we let $(\cdot, \cdot)$ and $\|\cdot\|$ denote the standard $L_{2}(B)$ inner product and norm). Clearly, the form $F_{k}$ is bounded on the space $H_{2}^{0}(B)$.

Lemma 3.1. A nonzero point $k \in \mathbb{C}$ is a transmission eigenvalue if and only if there exists $a$ nonzero function $z \in H_{2}^{0}(B)$ such that

$$
\begin{equation*}
F_{k}(z, \psi)=0, \quad \text { all } \psi \in H_{2}^{0}(B) . \tag{3.5}
\end{equation*}
$$

Proof. It follows immediately from (3.3), using integration by parts, that if $k$ is a transmission eigenvalue then the function $z$ defined in (3.1) satisfies (3.5).

Now suppose that $z \in H_{2}^{0}(B)$ is nonzero and satisfies (3.5). Since $z \in H_{2}^{0}(B)$, we can define the functions $\nu, w \in L_{2}(B)$ by

$$
\begin{equation*}
w=k^{-2} m^{-1}\left(\Delta+k^{2}\right) z \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\nu=w-z . \tag{3.7}
\end{equation*}
$$

By definition we have

$$
\left(w,\left(\Delta+\bar{k}^{2} n\right) \psi\right)=k^{-2}\left(m^{-1}\left(\Delta+k^{2}\right) z,\left(\Delta+\bar{k}^{2} n\right) \psi\right)=k^{-2} F_{k}(z, \psi)=0, \quad \text { all } \psi \in H_{2}^{0}(B),
$$

and by standard interior regularity results for elliptic operators (see [1, Thm. 6.3]) this shows that $w \in H_{2}^{\text {loc }}(B)$ and satisfies (2.8). Since $z \in H_{2}^{0}(B)$, we also have $\nu \in H_{2}^{\text {loc }}(B)$. Now,

$$
\left(\Delta+k^{2}\right) \nu=\left(\Delta+k^{2}\right) w-\left(\Delta+k^{2}\right) z=k^{2} m w-k^{2} m w=0,
$$

using (3.6) and (2.8). Thus $\nu$ satisfies (2.7). These results show that the nontrivial pair of functions $\{\nu, w\}$ is a strong solution of the homogeneous interior transmission problem, and hence $k$ is a transmission eigenvalue. This completes the proof of the lemma.

We now define another form $\langle\cdot, \cdot\rangle$ on $H_{2}^{0}(B)$ by

$$
\langle\phi, \psi\rangle=(\Delta \phi, \Delta \psi), \quad \phi, \psi \in H_{2}^{0}(B) .
$$

Also, we let $(\cdot, \cdot)_{j}$ and $\|\cdot\|_{j}$ denote the inner product and norm in $H_{j}(B)$ for any integer $j \geqq 0$.

Lemma 3.2. There exists $c_{1}>0$ such that for any $\phi \in H_{2}^{0}(B)$,

$$
\begin{equation*}
\langle\phi, \phi\rangle \geqq c_{1}\|\phi\|_{2}^{2} . \tag{3.8}
\end{equation*}
$$

Proof. The inequality follows immediately from Lemma 7.7 in [1].
For any $k \in \mathbb{C}$, we can decompose the form $F_{k}$ into a sum of forms $F^{0}+F_{k}^{1}+F_{k}^{2}$, where

$$
\begin{gathered}
F^{0}(\phi, \psi)=\left(m^{-1} \Delta \phi, \Delta \psi\right), \quad F_{k}^{1}(\phi, \psi)=\left(m^{-1}\left(\Delta+k^{2}\right) \phi, \bar{k}^{2} n \psi\right), \\
F_{k}^{2}(\phi, \psi)=\left(k^{2} m^{-1} \phi, \Delta \psi\right),
\end{gathered}
$$

where $\phi, \psi \in H_{2}^{0}(B)$. Lemma 3.2 and the Lax-Milgram theorem (see [7, p. 344]) allow us to define bounded linear operators $S_{k}, S^{0}, S_{k}^{1}, S_{k}^{2}$, on $H_{2}^{0}(B)$ by means of the following identities, which are supposed to hold for all $\phi, \psi \in H_{2}^{0}(B)$ :

$$
\begin{array}{ll}
F_{k}(\phi, \psi)=\left\langle S_{k} \phi, \psi\right\rangle, & F^{0}(\phi, \psi)=\left\langle S^{0} \phi, \psi\right\rangle, \quad F_{k}^{1}(\phi, \psi)=\left\langle S_{k}^{1} \phi, \psi\right\rangle, \\
& F_{k}^{2}(\phi, \psi)=\left\langle S_{k}^{2} \phi, \psi\right\rangle .
\end{array}
$$

Clearly,

$$
\begin{equation*}
S_{k}=S^{0}+S_{k}^{1}+S_{k}^{2} \tag{3.9}
\end{equation*}
$$

Lemma 3.3. For any $k \in \mathbb{C}$, the operators $S_{k}^{1}, S_{k}^{2}$ are compact.
Proof. Let $\phi \in H_{2}^{0}(B)$. Then by the definition of $\langle\cdot, \cdot\rangle, F_{k}^{1}$ and $S_{k}^{1}$,

$$
\left(\Delta S_{k}^{1} \phi, \Delta \psi\right)=\bar{k}^{2}\left(n m^{-1}\left(\Delta+k^{2}\right) \phi, \psi\right)=\bar{k}^{2}(\theta, \psi), \quad \text { all } \psi \in H_{2}^{0}(B),
$$

where $\theta=n m^{-1}\left(\Delta+k^{2}\right) \phi \in L_{2}(B)$. By a standard regularity result for elliptic operators (see [1, Thm. 9.8]), this implies that $S_{k}^{1} \phi \in H_{4}(B) \cap H_{2}^{0}(B)$ and

$$
\left\|S_{k}^{1} \phi\right\|_{4} \leqq c_{2}\left(\|\phi\|_{0}+\left\|S_{k}^{1} \phi\right\|_{0}\right) \leqq c_{3}\|\phi\|_{2} .
$$

Since this holds for all $\phi \in H_{2}^{0}(B)$ and the injection operator from $H_{4}(B)$ to $H_{2}(B)$ is compact, this shows that the operator $S_{k}^{1}$ is compact. To show that $S_{k}^{2}$ is compact we first choose a sequence of functions $m_{j}^{*}, j=1,2, \cdots$, such that $m_{j}^{*} \in C^{\infty}(B)$, and $m_{j}^{*} \rightarrow m^{-1}$ in $L_{2}(B)$ (this is possible by Theorem 1.7 of [1]), and we define the sequence of operators $S_{k, j}^{2}: H_{2}^{0}(B) \rightarrow H_{2}^{0}(B)$ by the relations

$$
\left\langle S_{k, j}^{2} \phi, \psi\right\rangle=\left(k^{2} m_{j}^{*} \phi, \Delta \psi\right), \quad \phi, \psi \in H_{2}^{0}(B)
$$

As before, for any $\phi \in H_{2}^{0}(B)$, we have

$$
\left(\Delta S_{k, j}^{2} \phi, \Delta \psi\right)=\left(k^{2} m_{j}^{*} \phi, \Delta \psi\right), \quad \text { all } \psi \in H_{2}^{0}(B),
$$

and so

$$
\begin{equation*}
\Delta S_{k, j}^{2} \phi=k^{2} m_{j}^{*} \phi \tag{3.10}
\end{equation*}
$$

in $L_{2}(B)$. Now, the right-hand side of (3.10) belongs to $H_{2}^{0}(B)$, so by the regularity properties of the Dirichlet problem for the Laplace operator $S_{k, j}^{2} \phi \in H_{4}(B) \cap H_{2}^{0}(B)$ and

$$
\left\|S_{k, j}^{2} \phi\right\|_{4} \leqq c_{4}\left\|m_{j}^{*} \phi\right\|_{2} \leqq c_{4, j}\|\phi\|_{2},
$$

since $m_{j}^{*} \in C^{\infty}(\bar{B})$. Hence the operators $S_{k, j}^{2}$ are compact. Also, since $m^{-1} \phi \in L_{2}(B)$, we have, by a similar argument,

$$
\left\|\left(S_{k}^{2}-S_{k, j}^{2}\right) \phi\right\|_{2} \leqq c_{5}\left\|\left(m^{-1}-m_{j}^{*}\right) \phi\right\| \leqq c_{5}\left\|m^{-1}-m_{j}^{*}\right\||\phi| \leqq c_{6}\left\|m^{-1}-m_{j}^{*}\right\|\|\phi\|_{2},
$$

by Sobolev's inequality (where $|\phi|$ is the sup norm of $\phi$ on $B$ ). Hence

$$
\left\|S_{k}^{2}-S_{k, j}^{2}\right\|_{2} \leqq c_{6}\left\|m^{-1}-m_{j}^{*}\right\|
$$

(where the norm on the left of this inequality is the uniform operator norm on $H_{2}^{0}(B)$ ), and so $S_{k}^{2}$ is the uniform limit of a sequence of compact operators and so is compact. This completes the proof of the lemma.

We will now impose the following assumption which is, essentially, a condition on the function $m$.

Assumption. The operator $S^{0}$ is nonsingular.
This assumption does not seem to be unduly restrictive. We conjecture that it holds for "generic" functions $m$ on $B$. If $m(x) \geqq c_{7}>0$ (or $m(x) \leqq c_{7}<0$ ), then the assumption is certainly true (this follows from (3.8) and [7, p. 344]).

Lemma 3.4. A nonzero point $k \in \mathbb{C}$ is a transmission eigenvalue if and only if the operator $S_{k}$ is singular.

Proof. It follows from Lemma 3.1 that any nonzero $k \in \mathbb{C}$ is a transmission eigenvalue if and only if

$$
\begin{equation*}
N\left(S_{k}\right) \neq 0 \tag{3.11}
\end{equation*}
$$

However, by Lemma 3.3 and the Fredholm alternative for compact operators it can easily be shown that this holds if and only if $S_{k}$ is singular.

We can now prove the main result of this section.
Theorem 3.5. The set of transmission eigenvalues is discrete.
Proof. It is clear from the definitions of the forms $F_{k}^{1}, F_{k}^{2}, k \in \mathbb{C}$ that these are bounded-holomorphic families of forms (see [6, § VII-4.1, p. 395]). Consequently, the families of operators $S_{k}^{1}, S_{k}^{2}$, are bounded holomorphic (with respect to the uniform operator norm on $H_{2}^{0}(B)$ ). Hence it follows easily from [6, Thm. VII-1.9, p. 370] that (3.11) holds for either a discrete set of points $k \in \mathbb{C}$, or for all $k \in \mathbb{C}$. However, $S^{0}$ is nonsingular, so the latter alternative cannnot hold, which proves the theorem.
4. The inverse scattering problem and Herglotz wave functions. The inverse scattering problem is to determine the index of refraction $n(x)$ from the far field patterns $F(\hat{x} ; k, \hat{\alpha})$ for a range of $k, \hat{\alpha} \in S^{2}$. This problem has been discussed by Colton and Monk [3] using the following approach. First of all, for a fixed $k$, we seek a function $g \in L_{2}\left(S^{2}\right)$ such that

$$
\begin{equation*}
\int_{S^{2}} F(\hat{x} ; k, \hat{\alpha}) g(\hat{x}) d s(\hat{x})=1 \tag{4.1}
\end{equation*}
$$

for all $\hat{\alpha} \in S^{2}$. If we define the Herglotz wave function $\nu$ by (2.6) then it can be shown that (4.1) holds if and only if there is a function $w$ such that the pair $\{\nu, w\}$ is a solution of the following inhomogeneous interior transmission problem (the proof is similar to the proof of Lemma 2 in [4]; see also [3, §3]). The pair of functions $\{\nu, w\}$ is said to be a strong solution of the inhomogeneous interior transmission problem if $\nu, w \in$ $H_{2}^{\text {loc }}(B) \cap L_{2}(B), \nu-w \in H_{2}(B)$, and

$$
\begin{gather*}
\Delta \nu+k^{2} \nu=0,  \tag{4.2}\\
\Delta w+k^{2} n w=0,  \tag{4.3}\\
\nu-\left.w\right|_{\partial B}=\frac{1}{r} e^{-i k r},  \tag{4.4}\\
\left.\frac{\partial}{\partial \nu}(\nu-w)\right|_{\partial B}=\frac{\partial}{\partial \nu}\left(\frac{1}{r} e^{-i k r}\right) \tag{4.5}
\end{gather*}
$$

for some $k \in \mathbb{C}$. The method of Colton and Monk is to determine $n$ from (4.1) and the interior transmission problem (see [3]). To apply their methods it is necessary to show that the homogeneous interior transmission problem has a unique solution and, in addition, it is necessary to show that the function $\nu$ thus found can be approximated by Herglotz wave functions. The proofs of these results as given in [3] are not valid here, so we now proceed to prove them for the present situation.

Theorem 4.1. If $k \neq 0$ is not a transmission eigenvalue, then there exists a unique strong solution to the inhomogeneous interior transmission problem.

Proof. First, note that if there were two distinct solutions to the inhomogeneous problem then their difference would satisfy the homogeneous problem, and hence $k$ would be a transmission eigenvalue. Thus we have uniqueness whenever $k$ is not a transmission eigenvalue. It remains to prove existence.

Choose a function $g \in C^{\infty}\left(\mathbb{R}^{3}\right)$ such that

$$
g(x)=\frac{1}{r} e^{-i k r}
$$

in some open neighbourhood of $\partial B$, which does not contain the origin, and $g(x)=0$ elsewhere. We now define a function $f_{g}: H_{2}^{0}(B) \rightarrow \mathbb{C}$ by

$$
\begin{equation*}
f_{g}(\psi)=\left(m^{-1}\left(\Delta+k^{2}\right) g,\left(\Delta+k^{2}\right) \psi\right), \quad \psi \in H_{2}^{0}(B) . \tag{4.6}
\end{equation*}
$$

Clearly, $f_{g}$ is bounded and antilinear, so that by the Lax-Milgram theorem there exists an element $\theta_{g} \in H_{2}^{0}(B)$ such that

$$
f_{g}(\psi)=\left\langle\theta_{g}, \psi\right\rangle, \quad \psi \in H_{2}^{0}(B)
$$

Now, by Lemma 3.4, $S_{k}^{-1}$ exists and is bounded since $k$ is not a transmission eigenvalue. Therefore, we may define $\xi_{g}=S_{k}^{-1} \theta_{g} \in H_{2}^{0}(B)$ and we have, by the above definitions,

$$
F_{k}\left(\xi_{g}, \psi\right)=\left\langle\theta_{g}, \psi\right\rangle=F_{k}(g, \psi), \quad \psi \in H_{2}^{0}(B)
$$

(where $F_{k}(g, \psi)$ is defined by (4.6), even though $g \notin H_{2}^{0}(B)$ ). Thus, if we put $z=g-\xi_{g}$ we can obtain a strong solution of the inhomogeneous interior transmission problem from $z$ in the same way that we obtained a strong solution of the homogeneous problem in the proof of Lemma 3.1.

Now let $H \subset L_{2}(B)$ be the linear span in $L_{2}(B)$ of the set of functions

$$
x \rightarrow j_{l}(k|x|) Y_{l}(x /|x|), \quad x \in B, \quad l=0,1, \cdots, \quad-l \leqq m \leqq l,
$$

where $j_{l}$ is a spherical Bessel function and $Y_{l}$ is a spherical harmonic. Let $\bar{H}$ be the closure of $H$ in $L_{2}(B)$ and let $\bar{H}^{\perp}$ denote the orthogonal complement of $\bar{H}$ in $L_{2}(B)$.

Theorem 4.2. Suppose that $\nu \in H_{2}^{\text {loc }}(B) \cap L_{2}(B)$ satisfies equation (2.7). Then $\nu \in \bar{H}$.

Proof. If $h \in H$ then

$$
\begin{equation*}
\left(h,\left(\Delta+k^{2}\right) \phi\right)=0, \quad \text { all } \phi \in C_{0}^{\infty}(B), \tag{4.7}
\end{equation*}
$$

and, by continuity, (4.7) holds for all $h \in \bar{H}$. Putting

$$
\nu=\nu_{1}+\nu_{2}, \quad \nu_{1} \in \bar{H}, \quad \nu_{2} \in \bar{H}^{\perp}
$$

then $\nu_{1}$ must satisfy (4.7) and, from our hypothesis that $\nu$ satisfies (2.7), $\nu$ also satisfies (4.7), and so $\nu_{2}$ must satisfy (4.7). Thus, by continuity, we have

$$
\begin{equation*}
\left(\nu_{2},\left(\Delta+k^{2}\right) \phi\right)=0, \quad \text { all } \phi \in H_{2}^{0}(B) . \tag{4.8}
\end{equation*}
$$

Now, let

$$
\Phi(x, y)=\frac{\exp (i k|x-y|)}{4 \pi|x-y|}, \quad x, y \in \mathbb{R}^{3}
$$

and define

$$
z(x)=\int_{B} \nu_{2}(y) \Phi(x, y) d y, \quad x \in \mathbb{R}^{3} .
$$

Then $z \in H_{2}\left(\mathbb{R}^{3}\right)$ and, since $\nu_{2} \in \bar{H}^{\perp}$, it follows from the addition formula for Bessel functions (see, [2, eqn. (3.60), p. 94]) that $z(x)=0$ when $x \notin B$. Thus the restriction of $z$ to $B$, which we denote by $z_{B}$, belongs to $H_{2}^{0}(B)$ and

$$
\begin{equation*}
\left(\Delta+k^{2}\right) z_{B}=\nu_{2} \tag{4.9}
\end{equation*}
$$

Now, by (4.8),

$$
\left\|\left(\Delta+k^{2}\right) z_{B}\right\|^{2}=\left(\left(\Delta+k^{2}\right) z_{B},\left(\Delta+k^{2}\right) z_{B}\right)=\left(\nu_{2},\left(\Delta+k^{2}\right) z_{B}\right)=0
$$

and hence $z$ satisfies the Helmholtz equation

$$
\begin{equation*}
\left(\Delta+k^{2}\right) z=0 \quad \text { in } \mathbb{R}^{3} . \tag{4.10}
\end{equation*}
$$

It now follows from [1] that $z \in C^{2}\left(\mathbb{R}^{3}\right)$ and by [2] $z$ is analytic. Hence, since $z$ is identically zero outside $B$, it must be zero everywhere, and so by (4.9), $\nu_{2}=0$. This proves the theorem.
5. Absorbent media. In this section we will briefly describe the modifications required in the preceding analysis to deal with the case where the medium in $B$ is absorbing. Let $a(x) \geqq 0$ denote the absorption coefficient at the point $x \in \mathbb{R}^{3}(a(x)=0$ for $x$ outside $B$ ), and let $\kappa^{2}(x)=k^{2}+i k a(x) / c_{0}$. Then in the fundamental equation (2.3) describing the wave propagation, the term $k^{2}$ should be replaced by $\kappa^{2}$. Similarly, in the interior transmission problem the term $k^{2}$ in (2.8) should be replaced by $\kappa^{2}$. Now, we again define the function $z$ on $B$ by (3.1), but (3.2) now becomes

$$
\begin{equation*}
\left(\Delta+k^{2}\right) z=k^{2} m w+i k a n w . \tag{5.1}
\end{equation*}
$$

Putting $M(x)=k m(x)+i a(x) n(x)$, we obtain the following analogue of the basic equation (3.3):

$$
\begin{equation*}
\left(\Delta+\kappa^{2} n\right) M^{-1}\left(\Delta+k^{2}\right) z=0 \tag{5.2}
\end{equation*}
$$

From this point onwards the analysis follows the above lines, with $\kappa^{2}$ replacing $k^{2}$ at appropriate points and $M$ replacing $m$. One slight difference is that $S^{0}$ now depends on $k$ (via the function $M$ ) and it is necessary to assume that $S^{0}$ is nonsingular for all $k$. A sufficient condition for this to be true is that $a(x) \geqq c_{8}>0$ for all $x \in B$ (to see this we observe that if this condition holds then, for each $k$, the numerical range of $S^{0}$ is bounded away from zero, and so the result follows from Theorem VI.3.1 of [7]).
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#### Abstract

The initial value problem for the linear nonhomogeneous wave equation in two space dimensions is discretized in the usual way via centered second-order differences, with the timestep size chosen on the CFL "boundary:" $\Delta x=\Delta y=h, \Delta t=h / \sqrt{2}$. The solution of this discrete problem is explicitly given as a functional of the data.


Key words. finite differences, fundamental solution, CFL, Courant-Friedrichs-Levy
AMS(MOS) subject classifications. 35L05, 65M99

1. Introduction. In the analysis of convergence of difference schemes for hyperbolic partial differential equations, energy estimates naturally arise. For nonlinear problems in more than one space dimension, these often do not suffice and must be supplemented with additional inequalities. Even in the continuous case, higher-order estimates usually cannot be obtained directly; a uniform ( $L^{\infty}$ ) estimate is needed first. The problem studied in this paper arose from an attempt to prove convergence of a particle-finite difference method for the two-dimensional Vlasov-Maxwell equations from plasma physics. There we desire an $L^{\infty}$ estimate on a solution to a discetized inhomogeneous wave equation, as is suggested by the continuous theory [3]. Of course, the standard energy estimate for the wave equation does not provide an $L^{\infty}$ bound in two dimensions. Thus a representation for the discrete solution as an explicit functional of the data is an important first step.

Our results concern discretization of the initial value problem for the wave equation

$$
\begin{align*}
& \frac{\partial^{2} u}{\partial t^{2}}-\frac{\partial^{2} u}{\partial x^{2}}-\frac{\partial^{2} u}{\partial y^{2}}=f(t, x, y) \quad(0<t<\infty, x, y \in \mathbb{R}), \\
& u(0, x, y)=\phi(x, y), \quad u_{t}(0, x, y)=\psi(x, y) \tag{1}
\end{align*}
$$

where we will assume that the data $\phi, \psi$, and $f$ are smooth and have compact support in $x, y$. We choose a stepsize

$$
\Delta x=\Delta y=h>0
$$

and then choose the maximum timestep $\Delta t$ allowed by the classical Courant-FriedrichsLevy (CFL) condition

$$
\begin{equation*}
\Delta t=\frac{h}{\sqrt{2}} . \tag{2}
\end{equation*}
$$

Approximating (1) by standard second-order differences and writing

$$
\begin{aligned}
& x_{k}=k h, \quad y_{j}=j h, \quad t^{n}=n \Delta t \quad(k, j \in \mathbb{Z}, n \in \mathbb{N}), \\
& u_{k j}^{n} \cong u\left(t^{n}, x_{k}, y_{j}\right)
\end{aligned}
$$

[^140]we get
\[

$$
\begin{equation*}
\frac{u_{k j}^{n+1}-2 u_{k j}^{n}+u_{k j}^{n-1}}{\Delta t^{2}}-\left[\frac{u_{k+1, j}^{n}-2 u_{k j}^{n}+u_{k,-1, j}^{n}}{h^{2}}\right]-\left[\frac{u_{k, j+1}^{n}-2 u_{k j}^{n}+u_{k, j-1}^{n}}{h^{2}}\right]=f_{k j}^{n} \tag{3}
\end{equation*}
$$

\]

or, in view of (2),

$$
\begin{equation*}
u_{k j}^{n+1}=-u_{k j}^{n-1}+\frac{1}{2}\left[u_{k+1, j}^{n}+u_{k-1, j}^{n}+u_{k, j+1}^{n}+u_{k, j-1}^{n}\right]+\Delta t^{2} f_{k j}^{n} . \tag{4}
\end{equation*}
$$

As is standard for this second-order scheme, we specify as initial conditions

$$
\begin{align*}
& u_{k j}^{0}=\phi_{k j} \equiv \phi\left(x_{k}, y_{j}\right), \\
& u_{k j}^{1}=\phi_{k j}+\Delta t \psi_{k j} . \tag{5}
\end{align*}
$$

For the purpose of this introduction, we will describe our result for the case $\phi \equiv 0, \psi \equiv 0$.
Theorem 1. Let $\phi=\psi=0$. Then the solution of (4) is given by

$$
\begin{equation*}
u_{k j}^{n+1}=\Delta t^{2} \sum_{l=0}^{n-1} 2^{-l} \sum_{p=0}^{[l / 2]} \sum_{\substack{\alpha, \beta \\|\alpha-k|+|\beta-j|=l-2 p}} S_{p, k-\alpha}^{l} f_{\alpha \beta}^{n-l}, \tag{6}
\end{equation*}
$$

where the kernel $S$ arises in the form

$$
\begin{equation*}
S_{p, k}^{l}=\sum_{m=0}^{p}(-4)^{m}\binom{l-m}{m}\binom{l-2 m}{p-m}\binom{l-2 m}{|k|+p-m} . \tag{7}
\end{equation*}
$$

We know that the fundamental solution of the wave equation is positive inside the light cone $t=|x|$, yet (7) does not "look" positive. Moreover, the discretization need not a priori preserve positivity. However, the kernel $S_{p, k}^{l}$ is nonnegative, as we see in Theorem 2.

Theorem 2. Denote by $P_{n}^{(\alpha, \beta)}(x)$ the Jacobi polynomial of degree $n$ in $x$, with parameters $\alpha, \beta$ (cf. [5]). Then for $k \geqq 0$,

$$
\begin{equation*}
S_{p, k}^{l}=\frac{\binom{l-p}{k}}{\binom{k+p}{k}} \cdot 4^{p} \cdot\left[P_{p}^{(k, l-2 p-k)}(0)\right]^{2} \tag{8}
\end{equation*}
$$

The relations (6) and (8) then resolve the Cauchy problem for (4) with zero data.
In order to "recognize" the representation (6), we use the classical Duhamel formula to write the solution to (1) with $\phi=\psi=0\left(x \in \mathbb{R}^{2}\right)$ :

$$
\begin{align*}
2 \pi u(t, x) & =\int_{0}^{t} d \tau \int_{|y-x|<t-\tau} \frac{f(\tau, y) d y}{\sqrt{(t-\tau)^{2}-|y-x|^{2}}} \\
& =\int_{0}^{t} d \tau \int_{0}^{t-\tau} \frac{d r}{\sqrt{(t-\tau)^{2}-r^{2}}} \int_{|y-x|=r} f(\tau, y) d s_{y} . \tag{9}
\end{align*}
$$

Replacing $r$ by $\xi$ through $r=t-\tau-2 \xi$, we obtain

$$
\begin{align*}
2 \pi u(t, x) & =\int_{0}^{t} d \tau \int_{0}^{(1 / 2)(t-\tau)} \frac{d \xi}{\sqrt{\xi} \sqrt{t-\tau-\xi}} \int_{|y-x|=t-2 \xi-\tau} f(\tau, y) d s_{y} \\
& =\int_{0}^{t} d \tau \int_{0}^{(1 / 2) \tau} \frac{d \xi}{\sqrt{\xi} \sqrt{\tau-\xi}} \int_{|y-x|=\tau-2 \xi} f(t-\tau, y) d s_{y} \tag{10}
\end{align*}
$$

which is the continuous analogue of (6).
2. Construction of the representation. The representation (6) will follow from the discrete Fourier transformation applied to (4). Since (4) is an explicit scheme, uniqueness of a solution follows immediately.

Consider (4) with zero initial values and $\lambda \equiv \Delta t / h=1 / \sqrt{2}$.
Given a sequence $\left\{u_{k}\right\}_{k, j=-\infty}^{\infty}$ that is summable, we define its Fourier transform by

$$
\begin{equation*}
\hat{u}\left(\theta_{1}, \theta_{2}\right)=\sum_{k, j} e^{-i\left(k \theta_{1}+j \theta_{2}\right)} u_{k j}=\mathscr{F} u(\theta) \quad\left(\theta=\left(\theta_{1}, \theta_{2}\right)\right) . \tag{11}
\end{equation*}
$$

Given a translation $\tau_{j}\left(j=\left(j_{1}, j_{2}\right)\right)$ defined by

$$
\begin{equation*}
\left(\tau_{j} u\right)_{k}=u_{k+j} \quad\left(k=\left(k_{1}, k_{2}\right)\right), \tag{12}
\end{equation*}
$$

it is well known that

$$
\begin{equation*}
\left(\tau_{j} u\right)^{\wedge}(\theta)=e^{i(j \cdot \theta)} \hat{u}(\theta) . \tag{13}
\end{equation*}
$$

The scheme (4) can be written as

$$
\begin{equation*}
u^{n+1}=-u^{n-1}+\frac{1}{2}\left[\tau_{1,0}+\tau_{-1,0}+\tau_{0,1}+\tau_{0,-1}\right] u^{n}+\Delta t^{2} \cdot f^{n} \tag{14}
\end{equation*}
$$

and, after Fourier transformation, it becomes

$$
\begin{equation*}
\hat{u}^{n+1}=-\hat{u}^{n-1}+\frac{1}{2}\left[2 \cos \theta_{1}+2 \cos \theta_{2}\right] \hat{u}^{n}+\Delta t^{2} \cdot \hat{f}^{n} \tag{15}
\end{equation*}
$$

or

$$
\begin{equation*}
\hat{u}^{n+1}=-\hat{u}^{n-1}+\beta \hat{u}^{n}+\Delta t^{2} \cdot \hat{f}^{n}, \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta=\cos \theta_{1}+\cos \theta_{2} . \tag{17}
\end{equation*}
$$

Since $|\beta| \leqq 2$, we can define an angle $\psi$ by

$$
\begin{equation*}
\cos \psi=\frac{\beta}{2} . \tag{18}
\end{equation*}
$$

When $\hat{f}^{n} \equiv 0$, (16) is the Chebyshev difference equation that possesses the linearly independent solutions

$$
\begin{equation*}
T_{n}(\cos \psi)=\cos n \psi, \quad U_{n}(\cos \psi)=\frac{\sin (n+1) \psi}{\sin \psi} \tag{19}
\end{equation*}
$$

Here $T_{n}(x)$ denotes the standard Chebyshev polynomial, and, with $x=\cos \psi=\beta / 2$,

$$
\begin{equation*}
U_{n}(x)=\sum_{m=0}^{[n / 2]}(-1)^{m}\binom{n-m}{m}(2 x)^{n-2 m} \tag{20}
\end{equation*}
$$

(cf. [5, p. 257]). To represent the solution of (16), we use the classical Duhamel formula ([4, p. 409])

$$
\begin{equation*}
\hat{u}^{n+1}(\theta)=\sum_{l=0}^{n-1} \Delta t^{2} \cdot \hat{f}^{l+1} \cdot \frac{\sin (n-l) \psi}{\sin \psi} . \tag{21}
\end{equation*}
$$

In view of (21) and the convolution theorem, it will suffice to find the Fourier inverse of $\sin n \psi / \sin \psi$. For this purpose we recall that

$$
2 x=\beta=\cos \theta_{1}+\cos \theta_{2},
$$

so that (20) is

$$
\frac{\sin (n+1) \psi}{\sin \psi}=\sum_{m=0}^{[n / 2]}(-1)^{m}\binom{n-m}{m}\left(\cos \theta_{1}+\cos \theta_{2}\right)^{n-2 m} .
$$

Now consider the sequence

$$
\chi_{k j}=\delta_{|k|+|j|, 1}= \begin{cases}1 & \text { if }|k|+|j|=1,  \tag{22}\\ 0 & \text { otherwise },\end{cases}
$$

defined for $k, j \in \mathbb{Z}$. Then by an elementary computation,

$$
\begin{align*}
\hat{\chi}(\theta) & =\sum_{\substack{k, j \\
(k, j)=( \pm 1,0) \\
(k, j)=(0, \pm 1)}} e^{-i\left(k \theta_{1}+j \theta_{2}\right)} \chi_{k j}  \tag{23}\\
& =e^{-i \theta_{1}}+e^{i \theta_{1}}+e^{-i \theta_{2}}+e^{i \theta_{2}}=2\left(\cos \theta_{1}+\cos \theta_{2}\right) .
\end{align*}
$$

It follows that

$$
\begin{equation*}
\frac{\sin (n+1) \psi}{\sin \psi}=\sum_{m=0}^{[n / 2]}(-1)^{m}\binom{n-m}{m} 2^{2 m-n}(\hat{\chi}(\theta))^{n-2 m} . \tag{24}
\end{equation*}
$$

Now define

$$
\begin{equation*}
\chi^{*(N)} \equiv \chi_{N \text { times }}^{\chi *} \underset{\sim}{*} \quad\left(\chi^{*(1)} \equiv \chi\right) \tag{25}
\end{equation*}
$$

so that

$$
\begin{equation*}
\mathscr{F}\left(\chi^{*(N)}\right)(\theta)=(\hat{\chi}(\theta))^{N} . \tag{26}
\end{equation*}
$$

Applying $\mathscr{F}^{-1}$ to (24) we then have

$$
\begin{equation*}
\mathscr{F}^{-1}\left(\frac{\sin (n+1) \psi}{\sin \psi}\right)_{k j}=\sum_{m=0}^{[n / 2]}(-1)^{m}\binom{n-m}{m} 2^{2 m-n}\left(\chi^{*(n-2 m)}\right)_{k j} . \tag{27}
\end{equation*}
$$

Thus our representation will follow once we have computed the $N$-fold convolution $\chi^{*(N)}$.

Lemma 1. For $k, j \in \mathbb{Z}$ and $n \geqq 2$,

$$
\left(\chi^{*(n)}\right)_{k j}=\sum_{p=0}^{[n / 2]}\binom{n}{p}\binom{n}{|k|+p} \delta_{|k|+|j|, n-2 p} .
$$

Proof. By definition,

$$
\begin{aligned}
\left(\chi^{*(n)}\right)_{k j} & =\left(\chi^{*} \chi^{*(n-1)}\right)_{k j}=\sum_{\substack{m, l \\
(m, l)=( \pm 1,0) \\
(m, l)=(0, \pm 1)}} \chi_{m l} \chi_{k-m, j-l}^{*(n-1)} \\
& =\chi_{k-1, j}^{*(n-1)}+\chi_{k+1, j}^{*(n-1)}+\chi_{k, j-1}^{*(n-1)}+\chi_{k, j+1}^{*(n-1)} .
\end{aligned}
$$

(From this it follows that $\chi^{*(n)}$ is symmetric in each quadrant.) Thus for $n=2$,

$$
\begin{equation*}
\left(x^{*(2)}\right)_{k j}=\delta_{|k-1|+|j|, 1}+\delta_{|k+1|+|j|, 1}+\delta_{|k|+|j-1|, 1}+\delta_{|k|+|j+1|, 1} . \tag{28}
\end{equation*}
$$

Now consider, for $N \in \mathbb{N}$, the expression

$$
\begin{align*}
\delta_{|k-1|+|j|, N}+\delta_{|k+1|+|j|, N} & = \begin{cases}\delta_{|k|+|j|, N+1}+\delta_{|k|+|j|, N-1} & \text { if }|k| \geqq 1, \\
2 \delta_{|k|+|j|, N-1} & \text { if } k=0,\end{cases} \\
& =2 \delta_{k 0} \delta_{|k|+|j|, N-1}+\left(1-\delta_{k 0}\right)\left(\delta_{|k|+|j|, N-1}+\delta_{|k|+|j|, N+1}\right)  \tag{29}\\
& =\left(1+\delta_{k 0}\right) \delta_{|k|+|j|, N-1}+\left(1-\delta_{k 0}\right) \delta_{|k|+|j|, N+1}
\end{align*}
$$

for $N \geqq 1$.

Using (29) with $N=1$ in (28) twice, we obtain

$$
\begin{aligned}
\left(\chi^{*(2)}\right)_{k j}= & (1+ \\
& \left.+\delta_{k 0}\right) \delta_{|k|+|j|, 0}+\left(1-\delta_{k 0}\right) \delta_{|k|+|j|, 2} \\
& +\left(1+\delta_{j 0}\right) \delta_{|k|+|j|, 0}+\left(1-\delta_{j 0}\right) \delta_{|k|+|j|, 2} \\
=4 & \delta_{|k|+|j|, 0}+\left(2-\delta_{k 0}-\delta_{|k|, 2}\right) \delta_{|k|+|j|, 2} .
\end{aligned}
$$

The claim of Lemma 1 is that, when $n=2$,

$$
\begin{aligned}
\left(\chi^{*(2)}\right)_{k j} & =\sum_{p=0}^{1}\binom{2}{p}\binom{2}{|k|+p} \delta_{|k|+|j|, 2-2 p} \\
& =\binom{2}{|k|} \delta_{|k|+|j|, 2}+\binom{2}{1}\binom{2}{|k|+1} \delta_{|k|+|j|, 0} \\
& =\binom{2}{|k|} \delta_{|k|+|j|, 2}+4 \delta_{|k|+|j|, 0} .
\end{aligned}
$$

Thus the initial stage $n=2$ is verified if

$$
\binom{2}{|k|}=2-\delta_{k 0}-\delta_{|k|, 2}
$$

holds for $k=0, \pm 1, \pm 2$, and this is obvious.
Proceeding by induction, we assume that the lemma is valid at some index $n \geqq 2$.
Then by the first lines of the proof,

$$
\begin{aligned}
\left(\chi^{*(n+1)}\right)_{k j}= & \chi_{k-1, j}^{*(n)}+\chi_{k+1, j}^{*(n)}+\chi_{k, j-1}^{*(n)}+\chi_{k, j+1}^{*(n)} \\
= & \sum_{p=0}^{[n / 2]}\binom{n}{p}\left[\binom{n}{|k-1|+p} \delta_{|k-1|+|j|, n-2 p}+\binom{n}{|k+1|+p} \delta_{|k+1|+|j|, n-2 p}\right] \\
& \quad+\sum_{p=0}^{[n / 2]}\binom{n}{p}\binom{n}{|k|+p}\left[\delta_{|k|+|j-1|, n-2 p}+\delta_{|k|+|j+1|, n-2 p}\right] .
\end{aligned}
$$

Using the symmetry cited above, we first assume that $k \geqq 1, j \geqq 1$. Then

$$
\begin{aligned}
\left(\chi^{*(n+1)}\right)_{k j}= & \sum_{p=0}^{[n / 2]}\binom{n}{p}\left[\binom{n}{|k|+p-1} \delta_{|k|+|j|, n-2 p+1}+\binom{n}{|k|+p+1} \delta_{|k|+|j|, n-2 p-1}\right] \\
& \quad+\sum_{p=0}^{[n / 2]}\binom{n}{p}\binom{n}{|k|+p}\left[\delta_{|k|+|j|, n-2 p+1}+\delta_{|k|+|j|, n-2 p-1}\right] \\
= & \sum_{p=0}^{[n / 2]}\binom{n}{p}\left[\binom{n}{|k|+p-1}+\binom{n}{|k|+p}\right] \delta_{|k|+|j|, n-2 p+1} \\
& \quad+\sum_{p=0}^{[n / 2]}\binom{n}{p}\left[\binom{n}{|k|+p+1}+\binom{n}{|k|+p}\right] \delta_{|k|+|j|, n-2 p-1} .
\end{aligned}
$$

Using the identity $\binom{x}{r-1}+\binom{x}{r}=\binom{x+1}{r}$, we get

$$
\begin{aligned}
\left(\chi^{*(n+1)}\right)_{k j} & =\sum_{p=0}^{[n / 2]}\binom{n}{p}\binom{n+1}{|k|+p} \delta_{|k|+|j|, n+1-2 p}+\sum_{p=0}^{[n / 2]}\binom{n}{p}\binom{n+1}{|k|+p+1} \delta_{|k|+|j|, n-2 p-1} \\
& =\sum_{p=0}^{[n / 2]}\binom{n}{p}\binom{n+1}{|k|+p} \delta_{|k|+|j|, n+1-2 p}+\sum_{p=1}^{[n / 2]+1}\binom{n}{p-1}\binom{n+1}{|k|+p} \delta_{|k|+|j|, n+1-2 p} .
\end{aligned}
$$

Now we can extend the first sum to $p=[n / 2]+1$ since the Kronecker delta factor then vanishes at this $p: n+1-2 p \leqq 0$, while $|k|+|j|>0$ by assumption. Similarly, we can extend the second sum to $p=0$ since the factor $\binom{n}{p-1}$ then vanishes by convention. Therefore,

$$
\left(\chi^{*(n+1)}\right)_{k j}=\sum_{p=0}^{[n / 2]+1}\binom{n+1}{|k|+p}\left[\binom{n}{p}+\binom{n}{p-1}\right] \delta_{|k|+|j|, n+1-2 p}
$$

and this proves the result. (The remaining cases, $(k, j)=(0,0),( \pm 1,0),(0, \pm 1)$, are easily treated as above.)

Now, using Lemma 1, we have from (27)

$$
\begin{gathered}
\mathscr{F}^{-1}\left(\frac{\sin (n+1) \psi}{\sin \psi}\right)=\sum_{m=0}^{[n / 2]}(-1)^{m}\binom{n-m}{m} 2^{2 m-n} \sum_{p=0}^{[(n-2 m) / 2]}\binom{n-2 m}{p} \\
\cdot\binom{n-2 m}{|k|+p} \delta_{|k|+|j|, n-2 m-2 p}
\end{gathered}
$$

and, according to (21), we have

$$
\begin{equation*}
u_{k j}^{n+1}=\sum_{l=0}^{n-1} \Delta t^{2}\left\{f^{l+1} * \mathscr{F}^{-1}\left(\frac{\sin (n-l) \psi}{\sin \psi}\right)\right\}_{k j} . \tag{30}
\end{equation*}
$$

The indicated convolution equals

$$
\begin{aligned}
& \sum_{\alpha, \beta} f_{\alpha \beta}^{l+1} \sum_{m=0}^{[(n-l-1) / 2]}(-1)^{m}\binom{n-l-1-m}{m} 2^{2 m-n+l+1} \\
& \quad \cdot \sum_{p=0}^{[(n-l-1-2 m) / 2]}\binom{n-l-1-2 m}{p}\binom{n-l-1-2 m}{|k-\alpha|+p} \delta_{|k-\alpha|+|j-\beta|, n-l-1-2 m-2 p} \\
& \quad=\quad \sum_{m=0}^{[(n-l-1) / 2]}(-1)^{m}\binom{n-l-1-m}{m} 2^{2 m-n+l+1} \\
& \quad \cdot \quad \sum_{p=0}^{[(n-l-2 m-1) / 2]}\binom{n-l-1-2 m}{p} \sum_{|\alpha-k|+|\beta-j|=n-l-1-2 m-2 p} \\
& \quad f_{\alpha \beta}^{l+1}\binom{n-l-1-2 m}{|k-\alpha|+p}
\end{aligned}
$$

Summing this over $l, 0 \leqq l \leqq n-1$ and multiplying the result by $\Delta t^{2}$, as (30) dictates, we find a representation for $u_{k j}^{n+1}$. When we replace $l$ by $n-l-1$ there, we get

$$
\begin{aligned}
u_{k j}^{n+1}=\Delta t^{2} & \sum_{l=0}^{n-1} \sum_{m=0}^{[l / 2]}(-1)^{m}\binom{l-m}{m} 2^{2 m-l} \\
& \cdot \sum_{p=0}^{[(l / 2)-m]}\binom{l-2 m}{p} \sum_{\substack{\alpha, \beta \\
|\alpha-k|+|\beta-j|=l-2 m-2 p}} f_{\alpha \beta}^{n-l}\binom{l-2 m}{|k-\alpha|+p},
\end{aligned}
$$

and then by replacing $p$ by $p+m$ we have

$$
\begin{aligned}
u_{k j}^{n+1}=\Delta t^{2} & \sum_{l=0}^{n-1} \sum_{m=0}^{[l / 2]}(-1)^{m}\binom{l-m}{m} 2^{2 m-l} \\
& \cdot \sum_{p=m}^{[l / 2]}\binom{l-2 m}{p-m} \sum_{\substack{\alpha, \beta \\
|\alpha-k|+|\beta-j|=l-2 p}} f_{\alpha \beta}^{n-l}\binom{l-2 m}{|k-\alpha|+p-m} .
\end{aligned}
$$

This sum is taken over those grid points as shown in Fig. 1.
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Inverting the order of the $p, m$ summations, we can write the result above as

$$
\begin{align*}
u_{k j}^{n+1}= & \sum_{l=0}^{n-1} \Delta t^{2} \cdot 2^{-l} \sum_{p=0}^{[l / 2]} \sum_{\substack{\alpha, \beta}} f_{\alpha \beta}^{n-l} \sum_{m=0}^{p}(-4)^{m}\binom{l-m}{m}\binom{l-2 m}{p-m} \\
& \cdot\binom{l-2 m}{|k-\alpha|+p-m \mid=l-2 p} . \tag{31}
\end{align*}
$$

From (7) we recognize the sum over $m$ to be $S_{p, k-\alpha}^{l}$. Thus (31) is the same as (6), and this proves Theorem 1.

Remark. As is seen in (31), the parameters $n$ and $p, k, l$ in $S_{p, k}^{l}$ satisfy $n=1,2, \cdots$; $l=0,1, \cdots, n-1 ; p=0,1, \cdots,[l / 2] ;|k|=0,1, \cdots$. Under certain additional conditions on the parameters, it is known that

$$
S_{p, k}^{l}=\frac{(-4)^{p}(l-p)!}{p!k!(l-2 p-k)!}{ }_{4} F_{3}\binom{-p, l+1-p, \frac{l+1}{2}-p, \frac{l+2}{2}-p}{l+1-2 p, k+1, l+1-2 p-k} .
$$

We thank R. Asley for this observation. We refer to [1], [5] for the definition of the generalized hypergeometric function ${ }_{4} F_{3}$.

Corollary. Consider the homogeneous wave equation

$$
u_{t t}-\Delta u=0
$$

and its discretization as in (3):

$$
\begin{gather*}
(L u)_{k j}^{n} \equiv \frac{u_{k j}^{n+1}-2 u_{k j}^{n}+u_{k j}^{n-1}}{\Delta t^{2}}-\frac{1}{h^{2}}\left[u_{k+1, j}^{n}-2 u_{k j}^{n}+u_{k-1, j}^{n}\right] \\
-\frac{1}{h^{2}}\left[u_{k, j+1}^{n}-2 u_{k j}^{n}+u_{k, j-1}^{n}\right]=0, \tag{32}
\end{gather*}
$$

where $\Delta x=\Delta y \equiv h, \Delta t / h=1 / \sqrt{2}$.
(a) The solution of

$$
(L v)_{k j}^{n}=0, \quad v_{k j}^{0}=\phi_{k j}, \quad v_{k j}^{1}=0
$$

is represented by

$$
v_{k j}^{2}=-\phi_{k j}, \quad v_{k j}^{n}=-2^{2-n} \sum_{p=0}^{[(n-2) / 2]} \sum_{\substack{\alpha, \beta \\|\alpha-k|+|\beta-j|=n-2-2 p}} S_{p, k-\alpha}^{n-2} \phi_{\alpha \beta} \quad \text { for } n \geqq 3 .
$$

(b) The solution of

$$
(L w)_{k j}^{n}=0, \quad w_{k j}^{0}=0, \quad w_{k j}^{1}=g_{k j}
$$

is represented by

$$
w_{k j}^{n}=2^{1-n} \sum_{p=0}^{[(n-1) / 2]} \sum_{\substack{\alpha, \beta \\|\alpha-k|+|\beta-j|=n-1-2 p}} S_{p, k-\alpha}^{n-1} g_{\alpha \beta} .
$$

Proof. To prove (a) we make the special choice

$$
f_{k j}^{n}=-(\Delta t)^{-2} \cdot \delta_{n, 1} \phi_{k j}
$$

in (31). Then (a) follows: the expression (a) is clearly a solution of (32), and it is easily checked that it generates the correct initial values for $n=2,3$.
(b) is established by taking the result of (a) and making the identifications

$$
w_{k j}^{n}=-v_{k j}^{n+1} ; \quad \phi_{k j}=g_{k j} .
$$

Again, a direct check of the initial values concludes the proof.
3. Positivity of the kernel $\boldsymbol{S}_{p, k}^{l}$. We will sketch several proofs of Theorem 2 (which sums $S_{p, k}^{l}$ and establishes its positivity). The first argument cites early work of Watson [6]. Using it has two drawbacks:
(i) It renders the present work non-self-contained;
(ii) The required identification of $S_{p, k}^{l}$ with a multiple of a particular hypergeometric function of seven parameters holds only under additional restrictions on $p$, $k$, $l$.

For these reasons we also sketch two other proofs. One of these is based on the derivation of a linear recursion for $S$ and on an unusual factorization. The proof of this factorization can be based on generating functions, and this is the content of the second proof.
3.1. Watson's proof. As is standard we denote by ${ }_{2} F_{1}(a, b, c ; z)$ the hypergeometric function of three parameters, and ${ }_{4} F_{3}\left(\begin{array}{c}a, b, c, d \\ e, f, g\end{array} ; z\right]$ that of seven (cf. [1], [2], [5]). Furthermore, $F_{4}(\cdots)$ denotes the Appell hypergeometric function ([1, Chap. 9]). Then Watson's result [6] can be written as

$$
\begin{align*}
{ }_{2} F_{1}(- & n, n+a, b ; x) \cdot{ }_{2} F_{1}(-n, n+a, b ; 1-x) \\
& =(-1)^{n} \frac{(a+1-b)_{n}}{(b)_{n}} F_{4}(-n, n+a, b, a+1-b ; x(1-x), x(1-x))  \tag{33}\\
& =\frac{(-1)^{n}(a+1-b)_{n}}{(b)_{n}}{ }_{4} F_{3}\left[\begin{array}{l}
-n, n+a, \frac{a}{2}, \frac{a+1}{2} \\
a+1-b, b, a, \quad ; 4 x(1-x)
\end{array}\right],
\end{align*}
$$

where $(a)_{n} \equiv a(a+1)(a+2) \cdots(a+n-1)$.
We make the following choices:

$$
b=k+1, \quad a=l-2 p+1, \quad n=p, \quad x=\frac{1}{2} .
$$

Then the ${ }_{4} F_{3}(\cdots)$ appearing here is proportional to $S_{p, k}^{l}$, as is seen from the remark following (31). On the left side of (33) we then have the square of

$$
{ }_{2} F_{1}\left(-p, l-p+1, k+1 ; \frac{1}{2}\right)=\binom{p}{p+k} P_{p}^{(k, l-2 p-k)}(0)
$$

using [5, p. 212]. Theorem 2 now follows. We thank G. Gasper for bringing Watson's result to our attention.
3.2. A recursion and factorization for $\boldsymbol{S}$. First we symmetrize $S$ by defining

$$
\begin{equation*}
\tilde{S}_{p, q}^{l}=\sum_{m=0}^{\infty}(-4)^{m}\binom{l-m}{m}\binom{l-2 m}{p-m}\binom{l-2 m}{q-m} \tag{34}
\end{equation*}
$$

for $l=0,1,2, \cdots ; p, q,=0,1, \cdots, l$. Furthermore, we define $\tilde{S}_{p, q}^{l}=0$ for integers $p, q, l \geqq 0$ not in the above range. Thus in our previous notation, $S_{p, k}^{l}=\tilde{S}_{p, k+p}^{l}$ for $k \geqq 0$, and $m \leqq \max \{p, q\}$ in the above sum.

Lemma 2. For $l=0,1$ set

$$
\tilde{S}_{p, q}^{0}=\binom{0}{p}\binom{0}{q}, \quad \tilde{S}_{p, q}^{1}=\binom{1}{p}\binom{1}{q}
$$

Then for all integers $p, q, l \geqq 0$, the following recursion holds:

$$
\tilde{S}_{p, q}^{l}=\tilde{S}_{p, q}^{l-1}+\tilde{S}_{p-1, q}^{l-1}+\tilde{S}_{p, q-1}^{l-1}+\tilde{S}_{p-1, q-1}^{I-1}-4 \tilde{S}_{p-1, q-1}^{I-2} .
$$

We omit the straightforward but lengthy proof, which uses the recursion for the binomial coefficients. This recursion can be used as follows for integers $p, l=0,1,2, \cdots$ and $q=0,1, \cdots, l$. Define

$$
\begin{equation*}
R_{p, q}^{l}=\sum_{\nu=0}^{\infty}(-2)^{\nu}\binom{p}{\nu}\binom{l-\nu}{q-\nu}, \tag{35}
\end{equation*}
$$

and define $R_{p, q}^{l}=0$ for integers $p, q, l \geqq 0$ not in the range above. Then we have the following identity.

Lemma 3. $\tilde{S}_{p, q}^{l}$ admits the factorization

$$
\tilde{S}_{p, q}^{l}=R_{p, q}^{l} \cdot R_{q, p}^{l} .
$$

The proof is carried out by showing that both sides satisfy the recursion of Lemma 2. In order to use this result, we recall that $p \leqq q=k+p, k \geqq 0$. Since

$$
\begin{gathered}
R_{p, q}^{l}=\binom{l}{q} \sum_{\nu}(-2)^{\nu} \frac{\binom{p}{\nu}\binom{q}{\nu}}{\binom{l}{\nu}}, \\
\tilde{S}_{p, q}^{l}=\binom{l}{p}\binom{l}{q}\left[\sum_{\nu}(-2)^{\nu} \frac{\binom{p}{\nu}\binom{q}{\nu}}{\binom{l}{\nu}}\right]^{2} \geqq 0,
\end{gathered}
$$

and we obtain Theorem 2 as follows: by Lemma 3,

$$
\tilde{S}_{p, q}^{l}=R_{p, q}^{l} R_{q, p}^{l}=(-2)^{p+q} P_{p}^{(q-p, l-p-q)}(0) \cdot P_{q}^{(p-q, l-p-q)}(0),
$$

where we have used the definition of the Jacobi polynomial (cf. [5]). For the second factor, we have from [5, p. 210]

$$
P_{q}^{(p-q, l-p-q)}(0)=\frac{\binom{l-p}{q-p}}{\binom{q}{q-p}}\left(-\frac{1}{2}\right)^{q-p} P_{p}^{(q-p, l-p-q)}(0)
$$

When we evaluate the product $\tilde{S}_{p, q}^{l}$ with $q=k+p$, Theorem 2 results.

Having recognized the existence of the factorization in Lemma 3, we can give a different proof of its validity using generating functions.

The first step is to determine explicitly the generating functions

$$
\begin{aligned}
& \tilde{S}(x, y, z)=\sum_{p, q, l} \tilde{S}_{p, q}^{l} x^{p} y^{q} z^{l} \\
& R(x, y, z)=\sum_{p, q, l} R_{p, q}^{l} x^{p} y^{q} z^{l}
\end{aligned}
$$

Here $x, y, z$ are independent complex variables, restricted to a suitably small neighborhood of the origin in $\mathbb{C}^{3}$ to make the series absolutely convergent. We find

$$
\begin{aligned}
& \tilde{S}(x, y, z)=\frac{1}{1-z(1+x)(1+y)+4 z^{2} x y} \\
& R(x, y, z)=\frac{1}{(1-z(1+y))(1-z x(1-y))} .
\end{aligned}
$$

To verify the first of these formulae, for instance, we may expand first the geometrical series in powers of $z(1+x)(1+y)-4 z^{2} x y$, then use the binomial theorem several times, and finally collect terms with equal powers of $x, y, z$. It is similar for the second formula. The absolute convergence condition for the series $\tilde{S}(x, y, z)$ is

$$
\left|z(1+x)(1+y)-4 z^{2} x y\right|<1 ;
$$

for $R(x, y, z)$ the two conditions

$$
|z(1+y)|<1, \quad|z x(1-y)|<1 .
$$

Before proceeding further, it is useful to make a general remark. Suppose $a_{n}$ and $b_{n}$ are two sequences with respective generating functions $f(x)=\sum_{n} a_{n} x^{n}, g(x)=$ $\sum_{n} b_{n} x^{n}$, converging absolutely and uniformly in the closed complex disk $|x| \leqq r$. Suppose that $x$ is some complex value for which the strict inequality $|x|<r^{2}$ holds and we look at the product $f(\xi x) g(1 / \xi)$ as a function of $\xi$. Formally, it is given by the double series $\sum_{n} \sum_{m} a_{n} b_{m} x^{n} \xi^{n-m}$, which is a Laurent series in $\xi$. But by our assumption about $f$ and $g$ it converges uniformly and absolutely in the closed circular annulus

$$
\frac{1}{r} \leqq|\xi| \leqq \frac{r}{|x|}
$$

If $C$ is a positively oriented circle around the origin lying inside this annulus we may integrate term by term and obtain

$$
\frac{1}{2 \pi i} \int_{C} \frac{d \xi}{\xi} f(x \xi) g\left(\frac{1}{\xi}\right)=\sum_{n} a_{n} b_{n} x^{n} .
$$

This is the basic formula for the generating function of a product sequence $a_{n} b_{n}$ in terms of the generating functions of the component sequences $a_{n}$ and $b_{n}$. We propose to apply the three-variable version of this formula to find the generating function of the triple sequence $R_{p, q}^{l} R_{q, p}^{l}$.

Accordingly, this generating function will be

$$
\frac{1}{(2 \pi i)^{3}} \int_{C_{1}} \frac{d \xi}{\xi} \int_{C_{2}} \frac{d \eta}{\eta} \int_{C_{3}} \frac{d \zeta}{\zeta} R(x \xi, y \eta, z \zeta) R\left(\frac{1}{\eta}, \frac{1}{\xi}, \frac{1}{\zeta}\right)
$$

provided $x, y, z$ are small enough and the radii of the circles $C_{1}, C_{2}, C_{3}$ are suitably fixed. It proves convenient to take a small positive $\varepsilon$ (whose actual size is regulated by some detail of the calculations below) and require

$$
|x|,|y|,|z| \leqq \varepsilon ;
$$

furthermore, we take a positive $\rho$ such that

$$
2<\rho<\frac{1}{2 \varepsilon} .
$$

It is then seen that all three integration circles may be taken with radius $\rho$, and the conditions of validity for the above integral formula are met. We may now do the repeated integrals in any order most convenient for abbreviating the calculations. It turns out that we should first integrate over $\eta$, then over $\zeta$, and last over $\xi$. The integrand is a rational function of $\eta$ whose polynomial denominator has three factors depending on $\eta$; but, fortunately, only one vanishes, and that one at a simple zero, inside the contour $|\eta|=\rho$. Thus the $\eta$-integral is easily calculated by the Residue theorem, yielding a rational function of $\zeta$ and $\xi$ with three factors in the denominator. The story repeats itself, and only one of the three vanishes inside the next integration contour $|\zeta|=\rho$. In the last step we are left with two factors in the denominator depending on $\xi$, but again only one vanishes inside $|\xi|=\rho$. After the last residue calculation we are left with

$$
\frac{1}{(1-z x-z x y)(1-z-z y)+(z-z y)(-z x+z x y)},
$$

and a little algebra shows that this is $\tilde{S}(x, y, z)$ as required.
Corollary 1. The kernel $S_{p, k}^{l}$ vanishes when the parameters satisfy any of the following conditions:
(i) $l=2(k+p), p$ odd;
(ii) $l=2 p, k=p-1, p-3, \cdots, p+1-2[p / 2]$;
(iii) $l=8 j+1(j \geqq 1), p=2 j, k=p+2$, i.e., $l=4 p+1, p$ even, $k=p+2$;
(iv) $l=j^{2}, j=2,4,6, \cdots ; p=2, k=\frac{1}{2}\left(j^{2}+j-4\right)$.

Proof. (i) In this case the parameters in $P_{p}^{(\alpha, \beta)}(0)$ satisfy $\alpha=k, \beta \equiv l-2 p-k=$ $k=\alpha$. By the Rodrigues formula [5],

$$
\begin{aligned}
P_{p}^{(k, k)}(0) & =\left.\frac{(-1)^{p}}{p!2^{p}} \frac{d^{p}}{d x^{p}}\left[\left(1-x^{2}\right)^{k+p}\right]\right|_{x=0} \\
& =\left.c_{p} \frac{d^{p}}{d x^{p}} \sum_{j=0}^{k+p}\binom{k+p}{j}(-1)^{j} x^{2 j}\right|_{x=0} .
\end{aligned}
$$

This is an odd-order derivative of an even polynomial, evaluated at $x=0$, and hence vanishes, as claimed.
(ii) Here we have $\alpha=k, \beta=l-2 p-k=-k=-\alpha$.

By [5, p. 210],

$$
P_{p}^{(k,-k)}(0)=(-1)^{p} P_{p}^{(-k, k)}(0)=\frac{(-1)^{p}\binom{p+k}{k}}{\binom{p}{k}}\left(-\frac{1}{2}\right)^{k} P_{p-k}^{(k, k)}(0) .
$$

Applying the Rodrigues formula again, we get

$$
\begin{aligned}
P_{p-k}^{(k, k)}(0) & =\left.\frac{(-1)^{p-k}}{(p-k)!2^{p-k}} \frac{d^{p-k}}{d x^{p-k}}\left[\left(1-x^{2}\right)^{p}\right]\right|_{x=0} \\
& =\left.\frac{(-1)^{p-k}}{(p-k)!2^{p-k}} \frac{d^{p-k}}{d x^{p-k}} \sum_{\nu=0}^{p}(-1)^{\nu}\binom{p}{\nu} x^{2 \nu}\right|_{x=0} .
\end{aligned}
$$

Since $p-k$ is odd, this vanishes as in case (i), and (ii) is proved.
(iii) Here the parameters $\alpha, \beta$ satisfy

$$
\alpha=k, \quad \beta=l-2 p-k=8 j+1-4 j-(2 j+2),
$$

so $\beta=2 j-1=p-1$ and $\alpha=k=p+2=2 j+2$.
Thus we will show that

$$
P_{p}^{(p+2, p-1)}(0)=0 \quad(p \geqq 2) .
$$

Using Rodrigues again, we see that this vanishes if and only if

$$
\left.R_{p} \equiv \frac{d^{p}}{d x^{p}}\left[(1-x)^{2 p+2}(1+x)^{2 p-1}\right]\right|_{x=0}=0 .
$$

Now

$$
\begin{aligned}
R_{p} & =\left.\frac{d^{p}}{d x^{p}}\left[\left(1-x^{2}\right)^{2 p-1}(1-x)^{3}\right]\right|_{x=0} \\
& =\left.\left.\sum_{k=0}^{3}\binom{p}{k} \frac{d^{k}}{d x^{k}}(1-x)^{3}\right|_{x=0} \frac{d^{p-k}}{d x^{p-k}}\left(1-x^{2}\right)^{2 p-1}\right|_{x=0} .
\end{aligned}
$$

Defining $I^{l}=\left.\left(d^{l} / d x^{l}\right)\left(1-x^{2}\right)^{2 p-1}\right|_{x=0}$, we obtain

$$
R_{p}=I^{p}-3 p I^{p-1}+6\binom{p}{2} I^{p-2}-6\binom{p}{3} I^{p-3} .
$$

Since $p$ is even in case (iii), the terms $I^{p-1}$ and $I^{p-3}$ vanish as in the arguments above. Next we expand $\left(1-x^{2}\right)^{2 p-1}$ and differentiate; after a brief calculation we obtain

$$
I^{p}=(-1)^{p / 2}\binom{2 p-1}{p / 2} p!
$$

and

$$
I^{p-2}=(-1)^{(p-2) / 2}\binom{2 p-1}{\frac{p-2}{2}}(p-2)!,
$$

from which it follows that $R_{p}=0$.
(iv) Since $p=2$, we have by [5]

$$
\begin{aligned}
P_{p}^{(\alpha, \beta)}(0) & =P_{2}^{(\alpha, \beta)}(0) \\
& =(\alpha+1)(\alpha+2)+(\beta+1)(\beta+2)-2(\alpha+2)(\beta+2) .
\end{aligned}
$$

Substituting $\alpha=k, \beta=l-2 p-k=l-4-k$, and setting $P_{2}^{(\alpha, \beta)}(0)=0$, we obtain the quadratic

$$
4 k^{2}+4(4-l) k+l^{2}-9 l+16=0 .
$$

The zeros are then written as a function of $l=j^{2}$, and (iv) follows.
Corollary 2. Define $\sigma^{l}=\sum_{p, q \geq 0} \tilde{S}_{p, q}^{l}$ for $l=0,1, \cdots$ and let $\tilde{S}_{p, q}^{l}$ have the initial values given in Lemma 2. Then $\sigma^{l}=(1+l) \cdot 2^{l}$. Thus, since $\tilde{S} \geqq 0$ by Theorem 2, the $L^{1}$-norm of $S_{p, k}^{l}$ is known.

Proof. Summing the recursion of Lemma 2 over $p$, $q$, we obtain $\sigma^{l}=4 \sigma^{l-1}-4 \sigma^{l-2}$ whence $\sigma^{l}=(A+B l) 2^{l}$. Use of the initial values

$$
\sigma^{0}=1, \quad \sigma^{1}=4
$$

then gives the result immediately.
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#### Abstract

A function is called an exponential if it is a linear combination of products of polynomials with pure exponentials. In this paper lower and upper bounds for families of spaces of piecewise exponentials are established. In particular, the exact $L_{p}$-approximation order ( $1 \leq p \leq \infty$ ) is found for a family $\left\{S_{h}\right\}_{h>0}$ of function spaces when each $S_{h}$ is generated by an exponential box spline and its multi-integer translates.
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1. Introduction. Spaces spanned by multi-integer translates of compactly supported functions have recently attracted much attention. The general setup can be described as follows: Let $\left\{S_{h}\right\}_{h}$ be a family of function spaces each of which is spanned by the $h \mathbb{Z}^{n}$-translates of one or several compactly supported functions on $\mathbb{R}^{n}$. We want to investigate the approximation order of $\left\{S_{h}\right\}_{h}$ and the ways to realize this approximation order. Here the approximation order of $\left\{S_{h}\right\}_{h}$ is defined to be the largest real number $k$ for which

$$
\operatorname{dist}\left(f, S_{h}\right)=O\left(h^{k}\right)
$$

for all sufficiently smooth complex-valued functions on a domain $G \subseteq \mathbb{R}^{n}$, where dist is measured by some norm (usually an $L_{p}$-norm).

A case of particular interest is the scaling case that occurs when the refined spaces $S_{h}$ are dilations of $S_{1}$, i.e.,

$$
S_{h}=\sigma_{h} S_{1}
$$

with $\sigma_{h}$ being the scaling operator

$$
\sigma_{h}: f \mapsto f(\cdot / h)
$$

As early as 1946, Schoenberg [19] considered the scaling case where $S_{1}$ is spanned by the integer translates of a single compactly supported function $\phi$ on $\mathbb{R}$. In the late sixties and early seventies Schoenberg's work was extended to the case where $S_{1}$ is spanned by several compactly supported functions on $\mathbb{R}^{n}$. In particular, in the setting of the finite element method, Strang and Fix [20] successfully characterized the so-called controlled approximation order of $\left\{\sigma_{h} S_{1}\right\}_{h}$ when $S_{1}$ is spanned by a single compactly supported function. However, when $S_{1}$ is spanned by several compactly supported functions, their attempt at characterizing the controlled approximation order of $\left\{\sigma_{h} S_{1}\right\}_{h}$ failed, as was demonstrated by Jia's counterexample [13]. Nevertheless, the conditions formulated by them to ensure a certain approximation power of $\left\{\sigma_{h} S_{1}\right\}_{h}$ have been widely used, and these conditions are now called the Strang-Fix

[^141]conditions. In [4] de Boor and Jia gave a characterization of the local approximation order of $\left\{\sigma_{h} S_{1}\right\}_{h}$ in terms of the Strang-Fix conditions.

Both the work of Strang and Fix [20] and that of de Boor and Jia [4] put some restriction on the approximation from $\left\{\sigma_{h} S_{1}\right\}_{h}$ (either "controlled" or "local"), and hence do not give a characterization for the (unconditional) approximation order. However, when $S_{1}$ is spanned by the multi-integer translates of a box spline, the approximation order of $\left\{\sigma_{h} S_{1}\right\}_{h}$ was already established by de Boor and Höllig in [3]. Their work was extended by Ron [18] to the case where $S_{1}$ is spanned by the multi-integer translates of a compactly supported function on $\mathbb{R}^{n}$ under an additional condition. Earlier, Jia [14] characterized the approximation order of $\left\{\sigma_{h} S_{1}\right\}_{h}$ when $S_{1}$ is spanned by the integer translates of several compactly supported functions on R.

Examples of the nonscaling case were given by Dyn and Ron in [12]. In particular, they emphasized that the Strang-Fix conditions are not applicable to approximation by translates of exponential box splines, which were first introduced by Ron [17]. Using quasi-interpolant schemes based on the Neumann series approach (see [7]), Dyn and Ron [12] established a lower bound for the $L_{\infty}$-approximation order, but they did not show that this lower bound is, in fact, the exact approximation order. This is in sharp contrast to the case where $S_{h}=\sigma_{h} S_{1}$ and $S_{1}$ is spanned by the multi-integer translates of a box spline. In such a case, the approximation order is relatively easy to determine (see [3]). Even though a characterization of the approximation order was given by Ron [18], it is not clear how his characterization can be applied to actually find the exact order of approximation from $\left\{S_{h}\right\}_{h}$, where $S_{h}$ are spaces spanned by the translates of exponential box splines.

The primary goal of this paper is to fill this gap. For this purpose we need to introduce some terminology and notation first. We shall use the standard multi-index notation. Let $\mathbb{N}$ be the set of nonnegative integers. An element $\alpha=\left(\alpha_{1}, \cdots, \alpha_{n}\right) \in$ $\mathbb{N}^{n}$ is called a multi-index, and the length of $\alpha$ is defined to be $|\alpha|:=\sum_{j=1}^{n} \alpha_{j}$. The factorial of $\alpha$ is $\alpha!:=\alpha_{1}!\cdots \alpha_{n}!$. Let $\mathbb{Z}$ be the set of integers. An element of $\mathbb{Z}^{n}$ is called a multi-integer. A mapping from $\mathbb{Z}^{n}$ to $\mathbb{C}$ is called a sequence on $\mathbb{Z}^{n}$.

Let $\mathbb{R}^{n}$ be the $n$-dimensional real space equipped with the uniform norm, i.e.,

$$
\|x\|:=\max _{1 \leq j \leq n}\left|x_{j}\right|, \quad x=\left(x_{1}, \cdots, x_{n}\right) \in \mathbb{R}^{n}
$$

If $\Omega \subseteq \mathbb{R}^{n}$ and $r \geq 0$, we denote by $B_{r}(\Omega)$ the closed ball of radius $r$ around $\Omega$, that is,

$$
B_{r}(\Omega):=\left\{x \in \mathbb{R}^{n}: \operatorname{dist}(x, \Omega) \leq r\right\}
$$

with

$$
\operatorname{dist}(x, \Omega):=\inf _{y \in \Omega}\|x-y\|
$$

When $\Omega=\{x\}$, we write $B_{r}(x)$ for $B_{r}(\Omega)$, and simply write $B_{r}$ for $B_{r}(0)$. Evidently, if $\Omega$ is a closed set, then

$$
B_{r}(\Omega)=\Omega+B_{r}:=\left\{x+y: x \in \Omega, y \in B_{r}\right\} .
$$

If $f$ is a measurable function on a measurable subset $\Omega$ of $\mathbb{R}^{n}$, we denote by $\|f\|_{p}(\Omega)$ the quantity $\left(\int_{\Omega}|f|^{p} d x\right)^{1 / p}$. Similarly,

$$
|f|_{k, p}(\Omega):=\sum_{|\alpha|=k}\left\|D^{\alpha} f\right\|_{p}(\Omega) \quad \text { and } \quad\|f\|_{k, p}(\Omega):=\sum_{|\alpha| \leq k}\left\|D^{\alpha} f\right\|_{p}(\Omega)
$$

When $\Omega$ is omitted, the norm is understood to be taken over $\mathbb{R}^{n}$. For a subspace $H$ of $L_{p}(\Omega)$ and an element $f \in L_{p}(\Omega)$, let

$$
\operatorname{dist}_{p}(f, H)(\Omega):=\inf _{g \in H}\|f-g\|_{p}(\Omega)
$$

Let $W_{p}^{k}=W_{p}^{k}\left(\mathbb{R}^{n}\right)$ be the usual Sobolev space equipped with the norm $\|\cdot\|_{k, p}$.
We denote by $\Pi=\Pi\left(\mathbb{R}^{n}\right)$ the linear space of all polynomials on $\mathbb{R}^{n}$. For a nonnegative integer $k$, we denote by $\Pi_{k}$ (respectively, $\Pi_{<k}$ ) its subspace of all polynomials of (total) degree at most $k$ (respectively, less than $k$ ). In particular, the monomials given by

$$
()^{\alpha}: x \mapsto x^{\alpha}=x_{1}^{\alpha_{1}} \cdots x_{n}^{\alpha_{n}}, \quad x \in \mathbb{R}^{n}
$$

are elements of $\Pi$. If $p(x)=\sum a_{\alpha} x^{\alpha}$ is a polynomial, then $p(D)$ denotes the differential operator induced by $p$, i.e., $p(D)=\sum a_{\alpha} D^{\alpha}$. In particular, $D^{\alpha}=D_{1}^{\alpha_{1}} \cdots D_{n}^{\alpha_{n}}$ with $D_{j}$ being the $j$ th partial derivative operator, $j=1, \cdots, n$.

Following de Boor and Ron [6], we call a function on $\mathbb{R}^{n}$ an exponential if it is a linear combination of products of polynomials with the pure exponentials

$$
e_{\theta}: x \mapsto e^{\theta \cdot x}, \quad \theta \in \mathbb{C}^{n}
$$

where $\theta \cdot x$ denotes the inner product of $\theta$ and $x$. Note that any finite-dimensional $D$-invariant (i.e., invariant under differentiation) space of distributions is a space of exponentials (see [1]).

Let $A_{0}$ be the linear space of all functions analytic at the origin. An element $f \in A_{0}$ can be expanded into a power series in a neighborhood of the origin:

$$
f(x)=\sum_{\alpha \in \mathbb{N}^{n}} D^{\alpha} f(0) x^{\alpha} / \alpha!
$$

For $j \in \mathbb{N}$, let $f_{j}$ be the $j$ th homogeneous part of $f$, i.e.,

$$
f_{j}=\sum_{|\alpha|=j} D^{\alpha} f(0)()^{\alpha} / \alpha!
$$

The least term of $f$, denoted by $f_{\downarrow}$, is defined as $f_{j}$ with $j$ being the smallest integer for which $f_{j} \neq 0$ (see [5]). For a subspace $H$ of $A_{0}$ we denote by $H_{\downarrow}$ the space spanned by all $f_{\downarrow}$ for $f \in H$.

Now let $H$ be a finite-dimensional space of exponentials. In $\S 3$, we will prove our main result, which states that if each $S_{h}$ consists of piecewise $H$-functions only, then
the approximation order of $\left\{S_{h}\right\}_{h}$ does not exceed any integer $k$ for which $\Pi_{k} \nsubseteq H_{\downarrow}$. This result was already obtained by de Boor and Höllig [3] for the case where $H$ itself is a space of polynomials.

Lower bounds for the approximation order of $\left\{S_{h}\right\}_{h}$ are usually established by a concrete approximation scheme using quasi-interpolant methods. In the scaling case, the Strang-Fix conditions and their various equivalent forms are the core of such a quasi-interpolant scheme. As pointed out by Dyn and Ron in [12], the original form of the Strang-Fix conditions is not applicable to the nonscaling case. However, a modified version of the Strang-Fix conditions is still available if we are content with spaces of exponentials, as demonstrated by Jia in [15]. In $\S 2$, based on de Boor's survey paper [2], and on our recent work [16], we shall give a construction of $L_{p^{-}}$ approximation $(1 \leq p \leq \infty)$ from $\left\{S_{h}\right\}_{h}$ when each $S_{h}$ is spanned by $h \mathbb{Z}^{n}$-translates of a compactly supported function on $\mathbb{R}^{n}$.

In [6], [12], and [18], only $L_{\infty}$-approximation was considered. In this paper we deal not only with $L_{\infty}$-approximation, but also $L_{p}$-approximation $(1 \leq p<\infty)$. We contend that $L_{p}$-approximation is important. Indeed, Strang and Fix concentrated on $L_{2}$-approximation, since their main concern was the finite element method. In the work of DeVore and Popov [11] on approximation by multivariate splines with free knots, $L_{p^{-}}$-approximation $(0<p<\infty)$ played an essential role. Furthermore, $L_{p^{-}}$ approximation $(1 \leq p<\infty)$ has a nature different from that of $L_{\infty}$-approximation. We can say that $L_{\infty}$-approximation is essentially local, while $L_{p}$-approximation ( $1 \leq$ $p<\infty)$ is global. This point will be made clear in the following sections.
2. Lower bounds for the approximation order. In this section, using a quasi-interpolation scheme, we provide lower bounds for the $L_{p}$-approximation order $(1 \leq p<\infty)$ of a family $\left\{S_{h}\right\}_{h}$ of approximating spaces, each of which is spanned by the $h \mathbb{Z}^{n}$-translates of a single compactly supported function.

Let $\phi$ be a complex-valued Lebesgue-measurable function on $\mathbb{R}^{n}$. We say that $\phi$ is a normal function (see [15]), if for any $x \in \mathbb{R}^{n}$

$$
\phi(x)=\lim _{\varepsilon \rightarrow 0} \frac{1}{m\left(B_{\varepsilon}(x)\right)} \int_{B_{\varepsilon}(x)} \phi(y) d y
$$

where $m$ denotes the Lebesgue measure.
Let $\phi$ be a compactly supported normal function. For a sequence $b$ on $\mathbb{Z}^{n}$, the semidiscrete convolution product $\phi *^{\prime} b$ is the function given by

$$
\phi *^{\prime} b:=\sum_{\nu \in \mathbb{Z}^{n}} \phi(\cdot-\nu) b(\nu) .
$$

More generally, for a sequence $b$ on $h \mathbb{Z}^{n}$, the $h$-scaled semidiscrete convolution product $\phi *_{h}^{\prime} b$ is given by

$$
\phi *_{h}^{\prime} b:=\sum_{\nu \in \mathbb{Z}^{n}} \phi(\cdot-h \nu) b(h \nu) .
$$

In this section, we assume that $\left\{\phi_{h}\right\}_{h}$ is a collection of normal functions on $\mathbb{R}^{n}$ satisfying the following three conditions:
(i) $\operatorname{supp} \phi_{h} \subseteq h B_{r}$,
(ii) $\left\|\phi_{h}\right\|_{\infty} \leq c$, and
(iii) $h^{-n}\left|\hat{\phi}_{h}(0)\right| \geq b$,
where $r, b$ and $c$ are positive constants independent of $h$. In the third condition above, $\hat{\phi}$ denotes the Fourier transform of $\phi$ :

$$
\hat{\phi}(\xi):=\int_{\mathbb{R}^{n}} \phi(x) e^{-i \xi \cdot x} d x
$$

These conditions were first formulated in [6].
Let $H$ be a finite-dimensional $D$-invariant space of exponentials. From [1] we know that $H$ has the form $\sum_{\theta \in T} e_{\theta} P_{\theta}$, where $T$ is a finite subset of $\mathbf{C}^{n}$ and each $P_{\theta}$ is a $D$-invariant polynomial space.

Theorem 2.1. Let $H=\sum_{\theta \in T} e_{\theta} P_{\theta}$ be a finite-dimensional $D$-invariant exponential space such that $H_{\downarrow} \supseteq \Pi_{<k}$ for some positive integer $k$. Assume that $\left\{\phi_{h}\right\}_{h>0}$ is a collection of normal functions on $\mathbb{R}^{n}$ satisfying the above conditions (i), (ii), and (iii). If, in addition, each $\phi_{h}$ satisfies the Strang-Fix conditions for H, i.e., for each $\theta \in T$,

$$
\begin{equation*}
q(-i D) \hat{\phi}_{h}(2 \pi \nu / h-i \theta)=0 \quad \text { for all } q \in P_{\theta} \text { and } \nu \in \mathbb{Z}^{n} \backslash\{0\} \tag{2.1}
\end{equation*}
$$

then with $S_{h}:=\operatorname{range}\left(\phi_{h} *_{h}^{\prime}\right),\left\{S_{h}\right\}_{h>0}$ provides $L_{p}$-approximation of order at least $k$ $(1 \leq p \leq \infty)$.

Proof. This theorem is a consequence of Lemma 2.2 and Theorem 2.4, which will be proved later.

Remark. The Strang-Fix conditions as given in (2.1) are equivalent to the statement that $\phi_{h}{ }^{\prime}{ }_{h}^{\prime}$ maps $e_{\theta} P_{\theta}$ to itself for each $\theta \in T$ (see [15]). Obviously, the latter implies that $\phi_{h} *_{h}^{\prime}$ maps $H$ to itself, while the converse is true if $h(T-T) \cap 2 \pi i \mathbb{Z}^{n}=\{0\}$ (see [6]). Since $T$ is fixed (independent of $h$ ), this condition is satisfied for sufficiently small $h$. Also see [8] for some related results.

Lemma 2.2. Let $\left\{\phi_{h}\right\}_{h>0}$ be a collection of compactly supported normal functions on $\mathbb{R}^{n}$ satisfying the Strang-Fix conditions for $H=\sum_{\theta \in T} e_{\theta} P_{\theta}$ as given in (2.1). Then for each $\theta \in T$,

$$
\begin{equation*}
\phi_{h} *_{h}^{\prime}\left(e_{\theta} p\right)=h^{-n} e_{\theta}\left(p(\cdot-i D) \hat{\phi}_{h}\right)(-i \theta) \quad \text { for all } p \in P_{\theta} \tag{2.2}
\end{equation*}
$$

If, in addition, $\left\{\phi_{h}\right\}_{h>0}$ satisfies the condition (i), (ii), and (iii), then for each $h>0$ there exists a linear combination $\psi_{h}$ of $\phi_{h}$ and its $h \mathbb{Z}^{n}$-translates such that $\psi_{h} *_{h}^{\prime}$ is an identity on $H$, and the family $\left\{\psi_{h}\right\}_{h>0}$ satisfies the same conditions (i) and (ii) with possibly different constants $r$ and $c$.

Proof. The proof of Theorem 3.2 in [15] can be carried over verbatim to prove the first statement of this lemma. The second statement was proved by de Boor and Ron in [6]. Here we sketch a proof, taking the Neumann series approach as introduced by Chui and Diamond in [7], and developed by Dyn and Ron in [12]. In the following we denote by 1 the identity mapping.

Conditions (i) and (ii) imply that for $\xi \in \mathbb{C}^{n}$,

$$
\begin{aligned}
h^{-n}\left|\hat{\phi}_{h}(\xi)-\hat{\phi}_{h}(0)\right| & =h^{-n}\left|\int_{B_{r h}} \phi_{h}(x)\left(e^{-i \xi \cdot x}-1\right) d x\right| \\
& \leq h^{-n} c \int_{B_{r h}}\left|e^{-i \xi \cdot x}-1\right| d x \leq h^{-n} c(2 r h)^{n} \max _{\|x\| \leq r h}\left|e^{-i \xi \cdot x}-1\right|
\end{aligned}
$$

hence $h^{-n}\left|\hat{\phi}_{h}(\xi)-\hat{\phi}_{h}(0)\right| \rightarrow 0$ as $h \rightarrow 0$. Thus, if we set $b_{\theta, h}:=h^{-n} \hat{\phi}_{h}(-i \theta)$ for $\theta \in T$ and $h>0$, then by condition (iii), $\left|b_{\theta, h}\right| \geq b / 2$ for all $\theta \in T$ and sufficiently small $h>0$. It follows from (2.2) that for any $\theta \in T, p \in P_{\theta}$, and sufficiently small $h>0$,

$$
\left(1-\phi_{h} *_{h}^{\prime} / b_{\theta, h}\right)\left(e_{\theta} p\right)=e_{\theta} q
$$

for some polynomial $q \in P_{\theta}$ of degree less than $\operatorname{deg} p$. Let $d_{\theta}:=\max \left\{\operatorname{deg} p: p \in P_{\theta}\right\}$ for each $\theta \in T$. We see that the operator $\left(1-\phi_{h} *_{h}^{\prime} / b_{\theta, h}\right)^{d_{\theta}+1}$ annihilates $e_{\theta} P_{\theta}$. For each $h>0$ let $V_{h}$ be the polynomial in one variable given by

$$
V_{h}(t):=\left\{1-\prod_{\theta \in T}\left(1-t / b_{\theta, h}\right)^{d_{\theta}+1}\right\} / t, \quad t \in \mathbb{R}
$$

and set

$$
\psi_{h}:=V_{h}\left(\phi_{h} *_{h}^{\prime}\right) \phi_{h} .
$$

Then $\psi_{h} *_{h}^{\prime}$ is an identity on $H$, since $1-\psi_{h} *_{h}^{\prime}=\prod_{\theta \in T}\left(1-\phi_{h} *_{h}^{\prime} / b_{\theta, h}\right)^{d_{\theta}+1}$ annihilates $H$. Furthermore, we see from the construction of $\psi_{h}$ that the family $\left\{\psi_{h}\right\}_{h>0}$ satisfies conditions (i) and (ii) with possibly different constants $r$ and $c$.

Now let $\left\{\phi_{h}\right\}_{h>0}$ be a collection of normal functions satisfying the conditions (i) and (ii). Suppose that $H$ is a finite-dimensional $D$-invariant space of exponentials such that $H_{\downarrow} \supseteq \Pi_{<k}$ and $\phi_{h} *_{h}^{\prime}$ is the identity on $H$ for every $h>0$. Let $S_{h}:=\operatorname{range}\left(\phi_{h} *_{h}^{\prime}\right)$. Given $f \in W_{p}^{k}\left(\mathbb{R}^{n}\right)(1 \leq p \leq \infty)$, we want to construct an $L_{p}$-approximation scheme from $\left\{S_{h}\right\}_{h>0}$. In the case $p=\infty$, this was done by de Boor and Ron in [6]. For $f \in W_{\infty}^{k}$ and $h>0$, let

$$
\begin{equation*}
s_{h}(x):=\sum_{\nu \in \mathbb{Z}^{n}} \phi_{h}(x-\nu h) f(\nu h), \quad x \in \mathbb{R}^{n} . \tag{2.3}
\end{equation*}
$$

Then there exists a positive constant $C_{1}$ independent of $f$ and $h$ such that

$$
\left|f(x)-s_{h}(x)\right| \leq C_{1} \operatorname{dist}_{\infty}(f, H)\left(B_{r h}(x)\right) \quad \text { for all } x \in \mathbb{R}^{n},
$$

where $r$ is the constant appearing in the condition (i). Since $H_{\downarrow} \supseteq \Pi_{<k}$, for given $f \in W_{\infty}^{k}$ there exists a constant $C_{2}$ independent of $h$ and $f$ such that

$$
\operatorname{dist}_{\infty}(f, H)\left(B_{r h}(x)\right) \leq C_{2} h^{k}\|f\|_{k, \infty}\left(B_{r h}(x)\right)
$$

(see [12, Thm. 3.1]). Thus with $C=C_{1} C_{2}$ we have

$$
\begin{equation*}
\left|f(x)-s_{h}(x)\right| \leq C h^{k}\|f\|_{k, \infty}\left(B_{r h}(x)\right) \quad \text { for } x \in \mathbb{R}^{n} \tag{2.4}
\end{equation*}
$$

To deal with $L_{p}$-approximation $(1 \leq p<\infty)$ we shall apply a smoothing technique as employed in [16]. Choose a function $\chi \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ such that $\operatorname{supp} \chi \subseteq B_{1}(0), \chi \geq 0$ and $\int \chi=1$. Set

$$
\chi_{h}:=\chi(\cdot / h) / h^{n}, \quad h>0 .
$$

For a given function $f \in W_{p}^{k}$ and $h>0$, consider the following function:

$$
\begin{equation*}
f_{h}(x):=\int_{\mathbb{R}^{n}}\left(f-\nabla_{u}^{k} f\right)(x) \chi_{h}(u) d u, \quad x \in \mathbb{R}^{n} \tag{2.5}
\end{equation*}
$$

where $\nabla_{u}$ denotes the difference operator given by

$$
\nabla_{u} f:=f-f(\cdot-u)
$$

In the univariate case, such a smoothing technique was first introduced by DeVore [10].
The following lemma was proved in [16].
Lemma 2.3. The functions $f_{h}$ are $C^{\infty}$-smooth. Moreover, there exists a constant $C$ depending only on $k$ such that for any measurable set $\Omega \subseteq \mathbb{R}^{n}$
(a) $\left\|f_{h}\right\|_{p}(\Omega) \leq C\|f\|_{p}\left(B_{k h}(\Omega)\right)$;
(b) $\left\|f_{h}\right\|_{\infty}(\Omega) \leq C h^{-n / p}\|f\|_{p}\left(B_{k h}(\Omega)\right)$;
(c) $\left\|f-f_{h}\right\|_{p}(\Omega) \leq C h^{k}|f|_{k, p}\left(B_{k h}(\Omega)\right)$.

We are now in a position to construct an $L_{p}$-approximation scheme for $1 \leq p<\infty$.
Theorem 2.4. Let $\left\{\phi_{h}\right\}_{h>0}$ be a collection of normal functions satisfying the conditions (i) and (ii). Suppose that $H$ is a finite-dimensional D-invariant space of exponentials such that $H_{\downarrow} \supseteq \Pi_{<k}$ and $\phi_{h} *_{h}^{\prime}$ is the identity on $H$ for every $h>0$. For a given function $f \in W_{p}^{k}(1 \leq p \leq \infty)$ and any $h>0$, set

$$
s_{h}(x):=\sum_{\nu \in \mathbb{Z}^{n}} \phi_{h}(x-h \nu) f_{h}(h \nu), \quad x \in \mathbb{R}^{n},
$$

where $f_{h}$ are given by (2.5). Then for sufficiently small $h>0$,

$$
\left\|f-s_{h}\right\|_{p} \leq C\|f\|_{k, p} h^{k}
$$

where $C$ is a constant independent of $f, h$, and $p$.
Proof. By Lemma 2.3(c),

$$
\left\|f-f_{h}\right\|_{p} \leq C h^{k}|f|_{k, p}
$$

Hence it remains to show that

$$
\left\|f_{h}-s_{h}\right\|_{p} \leq C h^{k}\|f\|_{k, p}
$$

When $p=\infty$, this follows from (2.4), if we replace $f$ by $f_{h}$ in (2.3). In what follows we assume that $1 \leq p<\infty$. Our argument is motivated by the work of Dahmen and Micchelli [9]. For $\alpha \in \mathbb{Z}^{n}$ and $h>0$, let

$$
G_{\alpha, h}:=\left(\alpha+[0,1]^{n}\right) h
$$

By (2.4), there exists a constant $C_{1}$ such that

$$
\left|f_{h}(x)-s_{h}(x)\right| \leq C_{1}\left\|f_{h}\right\|_{k, \infty}\left(B_{r h}(x)\right) \quad \text { for all } x \in \mathbb{R}^{n} .
$$

Since the volume of each $G_{\alpha, h}$ is $h^{n}$, it follows that

$$
\begin{align*}
\int_{G_{\alpha, h}}\left|f_{h}(x)-s_{h}(x)\right|^{p} d x & \leq h^{n} \sup _{x \in G_{\alpha, h}}\left|f_{h}(x)-s_{h}(x)\right|^{p}  \tag{2.6}\\
& \leq C_{1}^{p} h^{n}\left\|f_{h}\right\|_{k, \infty}^{p}\left(G_{\alpha, h}+B_{r h}\right) .
\end{align*}
$$

By Lemma 2.3(b), there exists a constant $C_{2}$ such that

$$
\begin{equation*}
\left\|f_{h}\right\|_{k, \infty}\left(G_{\alpha, h}+B_{r h}\right) \leq C_{2} h^{-n / p}\|f\|_{k, p}\left(G_{\alpha, h}+B_{(r+k) h}\right) \tag{2.7}
\end{equation*}
$$

Now, (2.6) and (2.7) together imply

$$
\begin{align*}
\left\|f_{h}-s_{h}\right\|_{p}^{p} & =\sum_{\alpha \in \mathbb{Z}^{n}} \int_{G_{\alpha, h}}\left|f_{h}(x)-s_{h}(x)\right|^{p} d x  \tag{2.8}\\
& \leq\left(C_{1} C_{2}\right)^{p} \sum_{\alpha \in \mathbb{Z}^{n}}\|f\|_{k, p}^{p}\left(G_{\alpha, h}+B_{(r+k) h}\right)
\end{align*}
$$

Let $\beta \in \mathbb{N}^{n},|\beta| \leq k$. Then

$$
\begin{equation*}
\sum_{\alpha \in \mathbb{Z}^{n}}\left\|D^{\beta} f\right\|_{p}^{p}\left(G_{\alpha, h}+B_{(r+k) h}\right)=\int_{\mathbb{R}^{n}}\left|D^{\beta} f(x)\right|^{p} \sum_{\alpha \in \mathbb{Z}^{n}} \rho_{\alpha}(x) d x, \tag{2.9}
\end{equation*}
$$

where $\rho_{\alpha}$ is the characteristic function of the set $G_{\alpha, h}+B_{(r+k) h}$. For any fixed $x \in \mathbb{R}^{n}$, the number of $\alpha \in \mathbb{Z}^{n}$ such that $\rho_{\alpha}(x) \neq 0$ does not exceed $(2 r+2 k+2)^{n}$; hence

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}\left|D^{\beta} f(x)\right|^{p} \sum_{\alpha \in \mathbb{Z}^{n}} \rho_{\alpha}(x) d x \leq(2 r+2 k+2)^{n}\left\|D^{\beta} f\right\|_{p}^{p} \tag{2.10}
\end{equation*}
$$

Since

$$
\|f\|_{k, p}^{p}=\sum_{|\beta| \leq k}\left\|D^{\beta} f\right\|_{p}^{p}
$$

it follows from (2.8)-(2.10) that there is a constant $C$ independent of $f, h$, and $p$ such that

$$
\left\|f_{h}-s_{h}\right\|_{p}^{p} \leq C^{p}\|f\|_{k, p}^{p}
$$

as desired.
3. Upper bounds for the approximation order. In this section we provide upper bounds for the $L_{p}$-approximation order ( $1 \leq p \leq \infty$ ) of a family $\left\{S_{h}\right\}_{h>0}$ of approximating spaces, each of which is $h \mathbb{Z}^{n}$-translation invariant and consists of piecewise exponentials.

Theorem 3.1. Let $H$ be a finite-dimensional $D$-invariant space of exponentials, and let $\Omega$ be a nonempty open subset of the open unit cube $(0,1)^{n} \subset \mathbb{R}^{n}$. Assume that $\left\{S_{h}\right\}_{h>0}$ is a family of linear spaces of functions such that

$$
\begin{equation*}
\left.\left.S_{h}\right|_{h \Omega+h \nu} \subseteq H\right|_{h \Omega+h \nu} \quad \text { for all } \nu \in \mathbb{Z}^{n} \tag{3.1}
\end{equation*}
$$

Then for $1 \leq p \leq \infty$ the $L_{p}$-approximation order of $\left\{S_{h}\right\}_{h>0}$ on any domain $G \subseteq \mathbb{R}^{n}$ does not exceed $k$, where $k$ is the largest integer such that $\Pi_{<k} \subseteq H_{\downarrow}$.

Proof. Let $\left\{q_{1}, \cdots, q_{N}\right\}$ be a basis of homogeneous polynomials for $H_{\downarrow}$. There exists a basis $\left\{f_{1}, \cdots, f_{N}\right\}$ for $H$ such that $q_{j}=f_{j}, j=1, \cdots, N$ (see [5]). Moreover, since $\Pi_{<k} \subseteq H_{\downarrow}$, we can choose $f_{j}(j=1, \cdots, N)$ so that

$$
f_{j}(x)-q_{j}(x)=O\left(x^{k}\right) \quad \text { as } x \rightarrow 0
$$

Let

$$
d_{j}:=\max \left\{k-1, \operatorname{deg} q_{j}\right\} .
$$

Since $f_{1}, \cdots, f_{N}$ are exponentials, there exists a positive constant $M$ such that for all $\|x\| \leq 1$,

$$
\begin{equation*}
\left|f_{j}(x)-q_{j}(x)\right| \leq M\|x\|^{d_{j}+1}, \quad j=1, \cdots, N \tag{3.2}
\end{equation*}
$$

Since $\Pi_{k} \nsubseteq H_{\downarrow}$, there exists $\beta \in \mathbb{N}^{n},|\beta|=k$, such that $q:=()^{\beta} \notin H_{\downarrow}$. Let $G$ be a bounded domain in $\mathbb{R}^{n}$. Our goal is to $\operatorname{estimate}^{\operatorname{dist}}{ }_{p}\left(q, S_{h}\right)(G)$ from below, i.e., to prove that for some positive constant $C$ independent of $h$,

$$
\begin{equation*}
\operatorname{dist}_{p}\left(q, S_{h}\right)(G) \geq C h^{k} \tag{3.3}
\end{equation*}
$$

Without loss of generality, we may assume that $G$ has Lebesgue measure less than 1. Then by Hölder's inequality,

$$
\operatorname{dist}_{p}\left(q, S_{h}\right)(G) \geq \operatorname{dist}_{1}\left(q, S_{h}\right)(G) \quad \text { for all } p \geq 1
$$

Hence it suffices to prove (3.3) for $p=1$.

Note that $q, q_{1}, \cdots, q_{N}$ are linearly independent, hence the function given by

$$
\left(a_{0}, a_{1}, \cdots, a_{N}\right) \mapsto\left\|a_{0} q+\sum_{j=1}^{N} a_{j} q_{j}\right\|_{1}(\Omega) \quad \text { for }\left(a_{0}, a_{1}, \cdots, a_{N}\right) \in \mathbf{C}^{N+1}
$$

induces a norm on $\mathbf{C}^{N+1}$. Since any two norms on $\mathbf{C}^{N+1}$ are equivalent, there exists a positive constant $C_{1}$ such that

$$
\begin{equation*}
\left\|a_{0} q+\sum_{j=1}^{N} a_{j} q_{j}\right\|_{1}(\Omega) \geq C_{1} \sum_{j=0}^{N}\left|a_{j}\right| \quad \text { for all } a_{0}, a_{1}, \cdots, a_{N} \in \mathbf{C} . \tag{3.4}
\end{equation*}
$$

For any $w \in \mathbb{R}^{n}, q(\cdot+w)-q \in \Pi_{<k} \subseteq H_{\downarrow}$; hence it is a linear combination of $q_{1}, \cdots, q_{N}$ :

$$
q(\cdot+w)-q=\sum_{j=1}^{N} b_{j}(w) q_{j}
$$

where $b_{j}$ are continuous functions on $\mathbb{R}^{n}$ with $b_{j}(0)=0(j=1, \cdots, N)$.
In what follows we assume that $0<h<1$. For any $a_{1}, \cdots, a_{N} \in \mathbb{C}$, we have

$$
\begin{aligned}
\left\|q(\cdot+h \nu)-\sum_{j=1}^{N} a_{j} f_{j}\right\|_{1}(h \Omega)= & \left\|q+\sum_{j=1}^{N} b_{j}(h \nu) q_{j}-\sum_{j=1}^{N} a_{j} f_{j}\right\|_{1}(h \Omega) \\
\geq & \left\|q+\sum_{j=1}^{N}\left(b_{j}(h \nu)-a_{j}\right) q_{j}\right\|_{1}(h \Omega) \\
& -\left\|\sum_{j=1}^{N} a_{j}\left(f_{j}-q_{j}\right)\right\|_{1}(h \Omega) .
\end{aligned}
$$

To estimate the first term of the far right side of (3.5) we note that

$$
\|g\|_{1}(h \Omega)=h^{n}\|g(h \cdot)\|_{1}(\Omega)
$$

This together with (3.4) implies that

$$
J_{1}:=\left\|q+\sum_{j=1}^{N}\left(b_{j}(h \nu)-a_{j}\right) q_{j}\right\|_{1}(h \Omega)
$$

$$
\begin{align*}
& =h^{n}\left\|h^{k} q+\sum_{j=1}^{N}\left(b_{j}(h \nu)-a_{j}\right) h^{\operatorname{deg} q_{j}} q_{j}\right\|_{1}  \tag{3.6}\\
& \geq C_{1} h^{n}\left(h^{k}+\sum_{j=1}^{N}\left|b_{j}(h \nu)-a_{j}\right| h^{d_{j}}\right) .
\end{align*}
$$

To estimate the second term of the far right side of (3.5) we note that for any $g \in L_{1}(h \Omega)$

$$
\begin{equation*}
\|g\|_{1}(h \Omega) \leq h^{n} \sup _{x \in h \Omega}|g(x)| \tag{3.7}
\end{equation*}
$$

since $h \Omega \subset h(0,1)^{n}$. It follows from (3.2) and (3.7) that

$$
\begin{equation*}
J_{2}:=\left\|\sum_{j=1}^{N} a_{j}\left(f_{j}-q_{j}\right)\right\|_{1}(h \Omega) \leq \sum_{j=1}^{N}\left|a_{j}\right|\left\|f_{j}-q_{j}\right\|_{1}(h \Omega) \leq M h^{n} \sum_{j=1}^{N}\left|a_{j}\right| h^{d_{j}+1} \tag{3.8}
\end{equation*}
$$

For sufficiently small $h$, say $h \leq C_{1} / M$, we have

$$
C_{1}\left|b_{j}(h \nu)-a_{j}\right| \geq M h\left(\left|a_{j}\right|-\left|b_{j}(h \nu)\right|\right)
$$

This together with (3.6) and (3.8) yields

$$
J_{1}-J_{2} \geq h^{n}\left(C_{1} h^{k}-M \sum_{j=1}^{N}\left|b_{j}(h \nu)\right| h^{d_{j}+1}\right)
$$

Since $d_{j}+1 \geq k$, while $b_{j}(h \nu)$ can be made small if $h \nu$ is small, we conclude that there exists $\delta>0$ such that

$$
\left\|q(\cdot+h \nu)-\sum_{j=1}^{N} a_{j} f_{j}\right\|_{1}(h \Omega) \geq J_{1}-J_{2} \geq\left(C_{1} / 2\right) h^{k+n} \quad \text { for }\|\nu\| \leq \delta / h
$$

The above estimate holds for any $a_{1}, \cdots, a_{N} \in \mathbf{C}$; hence

$$
\operatorname{dist}_{1}(q(\cdot+h \nu), H)(h \Omega) \geq\left(C_{1} / 2\right) h^{k+n} \quad \text { for }\|\nu\| \leq \delta / h
$$

Since $H$ is translation invariant, it follows that

$$
\begin{align*}
\operatorname{dist}_{1}(q, H)(h \Omega+h \nu) & =\operatorname{dist}_{1}(q(\cdot+h \nu), H)(h \Omega)  \tag{3.9}\\
& \geq\left(C_{1} / 2\right) h^{k+n} \quad \text { for }\|\nu\| \leq \delta / h
\end{align*}
$$

We are now ready to estimate $\operatorname{dist}_{1}\left(q, S_{h}\right)\left(B_{\delta}\right)=: \varepsilon(h)$. Observe that

$$
B_{\delta} \supseteq \bigcup_{\|\nu\| \leq \delta / h-1}(h \Omega+h \nu) .
$$

It follows that

$$
\begin{equation*}
\varepsilon(h) \geq \sum_{\|\nu\| \leq \delta / h-1} \operatorname{dist}_{1}\left(q, S_{h}\right)(h \Omega+h \nu) \tag{3.10}
\end{equation*}
$$

But by (3.1), $\left.\left.S_{h}\right|_{h \Omega+h \nu} \subseteq H\right|_{h \Omega+h \nu}$; hence by (3.9) we have

$$
\begin{align*}
\operatorname{dist}_{1}\left(q, S_{h}\right)(h \Omega+h \nu) & \geq \operatorname{dist}_{1}(q, H)(h \Omega+h \nu) \\
& \geq\left(C_{1} / 2\right) h^{k+n} \quad \text { for }\|\nu\| \leq \delta / h \tag{3.11}
\end{align*}
$$

For sufficiently small $h>0$, the set $\left\{\nu \in \mathbb{Z}^{n}:\|\nu\| \leq \delta / h-1\right\}$ has cardinality $\geq$ $(\delta / h)^{n}$; therefore (3.10) and (3.11) yield

$$
\varepsilon(h) \geq(\delta / h)^{n}\left(C_{1} / 2\right) h^{n+k}=\left(C_{1} / 2\right) \delta^{n} h^{k} .
$$

This shows that for sufficiently small $h>0$,

$$
\operatorname{dist}_{1}\left(q, S_{h}\right)\left(B_{\delta}\right) \geq C h^{k}
$$

where $C=\left(C_{1} / 2\right) \delta^{n}$. This proves (3.3) for $p=1$, as desired.
Finally, we apply the previous results to the problem of approximation by exponential box splines. Following Dyn and Ron [12], we introduce the $h$-scaled $E B$-splines as follows. Let $\Gamma$ be a finite set of pairs (not necessarily distinct) of the form

$$
\gamma=\left(x_{\gamma}, \lambda_{\gamma}\right), \quad x_{\gamma} \in \mathbb{R}^{n} \backslash\{0\}, \quad \lambda_{\gamma} \in \mathbb{C}
$$

Hereafter we always assume that $X:=\left\{x_{\gamma}: \gamma \in \Gamma\right\} \subseteq \mathbb{Z}^{n}$ and that $X$ spans $\mathbb{R}^{n}$. The $h$-scaled $E B$-spline $B_{h}(\Gamma \mid \cdot)$ is defined by the equation

$$
\int_{\mathbb{R}^{n}} B_{h}(\Gamma \mid x) \psi(x) d x=h^{n-\# \Gamma} \int_{[0, h]^{\Gamma}}\left(\prod_{\gamma \in \Gamma} e^{\lambda_{\gamma} t_{\gamma}}\right) \psi\left(\sum_{\gamma \in \Gamma} t_{\gamma} x_{\gamma}\right) d t
$$

where $\psi$ is taken from a suitable space of test functions. It is known from [12] that the collection $\left\{B_{h}(\Gamma \mid \cdot)\right\}_{h>0}$ satisfies conditions (i), (ii), and (iii).

Let $\mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$ denote the space of all $n$-dimensional complex-valued distributions. For $K \subseteq \Gamma$, let $p_{K}(D)$ be the differential operator induced by the polynomial

$$
p_{K}(x):=\prod_{\gamma \in K}\left(x \cdot x_{\gamma}-\lambda_{\gamma}\right)
$$

Let

$$
K(\Gamma):=\left\{K \subseteq \Gamma: \operatorname{span}\left\{x_{\gamma}\right\}_{\gamma \in \Gamma \backslash K} \neq \mathbb{R}^{n}\right\}
$$

and

$$
k(X):=\min \{\# K: K \in K(\Gamma)\}
$$

Define

$$
H:=\left\{f \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right): p_{K}(D) f=0 \text { for all } K \in K(\Gamma)\right\}
$$

Then $H$ is a finite-dimensional $D$-invariant space of exponentials (see, e.g., [1]). Let $S_{h}$ be the range of $B_{h}(\Gamma \mid \cdot) *_{h}^{\prime}$. Then $S_{h}$ is $h \mathbb{Z}^{n}$-translation invariant, $S_{h} \supset H$, and $\left.S_{h}\right|_{(0, h)^{n}}$ consists of piecewise $H$-functions. It is also known from [12] that with $k=k(X), H_{\downarrow} \supseteq \Pi_{<k}$ but $H_{\downarrow} \nsupseteq \Pi_{k}$. Dyn and Ron [12] proved that $k$ is a lower bound for the $L_{\infty}$-approximation order of $\left\{S_{h}\right\}_{h>0}$. Now that $\left\{S_{h}\right\}_{h>0}$ and $H$ satisfy the conditions of Theorems 2.1 and 3.1, we have the following concluding result.

Theorem 3.2. Let $S_{h}$ be the range of $B_{h}(\Gamma \mid \cdot) *_{h}^{\prime}$. Then the exact $L_{p}$-approximation order of $\left\{S_{h}\right\}_{h>0}$ is $k(X)(1 \leq p \leq \infty)$.
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#### Abstract

The monodromy group of a second-order linear differential equation with rational coefficients is called Ziglin if it preserves a nonconstant rational function. The determination of which monodromy groups are Ziglin is essential in integrability questions for complex analytic Hamiltonian systems. In this paper the problem is solved completely for the Fuchsian case by using the Kovacic algorithm to determine the differential Galois group of that second-order equation and then relating this to the monodromy group. Applications are given to Hamiltonian systems.
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Introduction. Consider a linear differential equation $y^{\prime \prime}+p(x) y^{\prime}+q(x) y=0,^{\prime}=$ $(d / d x)$, with rational coefficients on the Riemann sphere $\mathbb{P}^{1}$ or, more generally, a holomorphic (flat) connection on a rank 2 complex vector bundle over a Riemann surface (see [1]). The monodromy group can be viewed as an automorphism group of some distinguished fiber, and is called Ziglin if it preserves a nonconstant rational function on this vector space (see [20]). The determination of which monodromy groups are Ziglin is crucial in integrability questions for complex analytic Hamiltonian systems. Here we solve the problem completely for the Fuchsian case on $\mathbb{P}^{1}$, and in more general bundle contexts where symmetries allow reduction to this first case. The key elements are a classification of Ziglin subgroups of $\operatorname{GL}(2, \mathbb{C})$ and an algorithm of Kovacic [10] that determines the nature of the differential Galois group of a secondorder equation (as above) on $\mathbb{P}^{1}$.

The necessary background in differential Galois theory appears in § 2, and its application to determining the Ziglin subgroups of $\mathrm{GL}(2, \mathbb{C})$ in § 3. The Kovacic algorithm is outlined for the Fuchsian case in §4, with applications to Hamiltonian systems in § 5 . We note that, although the Kovacic algorithm works for any second-order linear differential equation, we consider the Fuchsian case because it is only in that case the Zariski closure of the monodromy group is equal to the differential Galois group. (In the irregular case it is necessary to add the Stokes multipliers.) For background in these group theoretical properties of differential equations we refer to [7], [9], and [11], and especially the surveys [16] and [17]. After this paper was completed the authors became aware of the recent thesis of Morales [21], which also considers Ziglin analysis in terms of differential Galois theory, but with a different emphasis and without Kovacic's algorithm. We refer the reader to this work and [22] for their many nice examples and as complementary reading.

1. Motivation. Let $X$ be a Riemann surface and $\nabla$ a connection on a rank 2 complex vector bundle $\pi_{E}: E \rightarrow X$. To each loop $\gamma$ in $X$ based at $x_{0} \in X$ assign the

[^142]automorphism of the fiber $E_{0}=\pi_{E}^{-1}\left(\left\{x_{0}\right\}\right)$ which results on sending $v \in E_{0}$ to the endpoint of the horizontal lift of $\gamma^{-1}$ issuing from $v$. Since $\nabla$ is flat, this lift depends only on the homotopy class of $\gamma$ in $\pi_{1}\left(X, x_{0}\right)$, and defines the monodromy representation $\rho: \pi_{1}\left(X, x_{0}\right) \rightarrow$ Aut $\left(E_{0}\right)$. The image $G_{0}=\rho\left(\pi_{1}\left(X, x_{0}\right)\right)$ is the monodromy group of $\nabla$ at $x_{0}$. Different choices of basepoint give isomorphic monodromy groups, and given a basis of $E_{0}$ we can identify $G_{0}$ with a subgroup of $\operatorname{GL}(2, \mathbb{C})$. In the classical case $X=\mathbb{C} \backslash\{$ finite set $\}$ and $\nabla$ can be viewed as a linear ordinary differential equation on the complex plane with possible singularities on this finite set as well as at $\infty$ (see [4, p. 93]). Then $E_{0}$ is identified with the initial values (and hence germs at $x_{0}$ ) of solutions, and $\rho$, and hence $G_{0}$, are defined by analytic continuation of these solutions along $\gamma^{-1}$.

Throughout this paper any function said to be an "integral" will be assumed nonconstant. Thus $G_{0}$ has an integral $f$, or is a Ziglin group, if there is a nonconstant rational function $f$ on $E_{0}$ that is preserved by the action; that is, $g^{*} f=f$ for all $g \in G_{0}$. An equivalent condition is the existence of an integral $F$ for $\nabla$, that is, a meromorphic function $F$ on $E$ that is rational on fibers and constant along horizontal lifts of curves in $X$. Indeed, $f=F \mid E_{0}$ will be preserved by $G_{0}$, hence $G_{0}$ will be Ziglin , and any such $f$ can be uniquely extended to a corresponding integral $F$ of $\nabla$ through "parallel transport."

Example 1.1 (Ziglin theory for two degree-of-freedom Hamiltonian systems). Let $M$ be a complex symplectic 4 -manifold and $\Gamma$ a nonequilibrium phase curve, within an energy surface $\Sigma$, of a holomorphic Hamiltonian vector field $X_{H}$ on $M$. Linearization along $\Gamma$ induces a holomorphic (hence flat) connection $\nabla$ on the normal bundle $N=(T \Sigma \mid \Gamma) / T \Gamma$ of $\Gamma$ in $\Sigma$, called the normal variational equation (NVE). By a result of Ziglin [20] any meromorphic integral of $X_{H}$ independent on a neighborhood (in $M$ ) of $\Gamma$ (but not necessarily on $\Gamma$ itself) will induce an integral for $\nabla$; hence $G_{0}$ will be a Ziglin group. Therefore, if $G_{0}$ is not a Ziglin group, $X_{H}$ cannot be integrable by such meromorphic functions on a neighborhood of the phase curve (although $X_{H}$ could still be integrable, say, by differentiable functions).

When reasonable symmetries are present a connection can be reduced. Specifically, suppose a finite group $G$ acts $\pi_{E}$-equivariantly on $E \rightarrow X$, freely and properly discontinuously on $X$, and linearly on fibers. Then $X / G$ is again a Riemann surface and the connection $\tilde{\nabla}=(1 /|G|) \sum_{g \in G} g^{*} \nabla$ is preserved by $G$, thus inducing a connection $\nabla_{G}$ on $E / G \rightarrow X / G$. We say $\nabla$ is symmetric (with respect to $G$ ) if $\nabla=\tilde{\nabla}$.

Theorem 1.2. Let $\nabla$ be symmetric with respect to the finite group $G$ which acts on $E \rightarrow X$ as above. Then $\nabla$ admits an integral if and only if this is the case for $\nabla_{G}$. In particular, the monodromy group of $\nabla$ is Ziglin if and only if the monodromy group of $\nabla_{G}$ is Ziglin.

Proof. (a) Assume that $\nabla$ admits an integral. It suffices to show that the existence of an integral $F$ for $\nabla$ implies the existence of a $G$-invariant integral. We do this by adapting an argument from [20, p. 186], which deals with a related situation.

Let $G=\left\{g_{j}\right\}_{j=1}^{m}$ with $g_{1}=\mathrm{id}$, and set $f_{j}=g_{j}^{*} F$. Assume $\left\{f_{1}, \cdots, f_{k}\right\}$ are the distinct $f_{j}$, and let $m_{j}$ be the number of occurrences of $f_{j}$ in $\left\{f_{1}, \cdots, f_{m}\right\}$. Now consider the $G$-invariant integrals $\psi_{i}=\sum_{j=1}^{m}\left(f_{j}\right)^{i}$ of $\nabla$. Since

$$
\operatorname{det} \frac{\partial\left(\psi_{1}, \cdots, \psi_{k}\right)}{\partial\left(f_{1}, \cdots, f_{k}\right)}=(k!)\left(\prod_{j=1}^{k} m_{j}\right) \prod_{1 \leqq i<j \leqq k}\left(f_{j}-f_{i}\right) \neq 0
$$

(the last term is a standard Vandermonde determinant), we can solve locally for the $f_{i}$ as analytic functions of the $\left\{\psi_{j}\right\}$. In particular, we can write $F=f_{1}$ locally as an analytic function of the $\left\{\psi_{j}\right\}$, and when restricted to a fiber we then have $0 \neq d F=\sum a_{j} d \psi_{j}$
for appropriate $a_{j}$. We conclude that some $\psi_{j}$ must be nonconstant and hence a symmetric integral for $\nabla$.
(b) The converse of (a) follows from the fact that the monodromy group of $\nabla$ can be identified with a subgroup of the monodromy group of $\nabla_{G}$ (see [4, Prop. 1.1, p. 94]) and the comments preceding Example 1.1 on the relation between integrals of the monodromy group and integrals of the connection.

Corollary 1.3. Assume the connection $\nabla$ on $N \rightarrow \Gamma$ of Example 1.1 is symmetric with respect to a finite group $G$ acting as in Theorem 1.2. If the monodromy group of the reduced connection $\nabla_{G}$ is not Ziglin, then $X_{H}$ has no meromorphic integral independent of $H$.

We will see an example of Corollary 1.3 in $\S 5$. We refer to [3] and [4] for examples of symmetric connections. In particular, [3, §4] presents a general theory concerning the case when a given connection is symmetric. In examples the group $G$ is often given as an action on the base space $X$; [4, Prop. 2.3] shows when this can be lifted to a $\pi_{E}$-equivariant action on $E \rightarrow X$ under which $\nabla$ is symmetric (see also [3, §4]).

In the next few sections we will assume that reduction has transformed $\nabla$ to a connection $\nabla_{G}$ that can be viewed as a linear ordinary differential equation on $\mathbb{P}^{1}$. When $\nabla_{G}$ is Fuchsian we show that the monodromy group of $\nabla_{G}$ is Ziglin if and only if the differential Galois group of $\nabla_{G}$ is Ziglin . We then adapt an algorithm of Kovacic [10] (see also [5]) in § 4 to determine whether the differential Galois group has this property.
2. Preliminaries on differential Galois theory. In this section we collect some standard results on differential Galois theory and algebraic subgroups of $\operatorname{SL}(2, \mathbb{C})$ needed in later sections. Let $\mathbb{C}(x)$ denote the field of rational functions in $x$ with coefficients in $\mathbb{C}$ and consider the (normalized) linear ordinary differential equation

$$
\begin{equation*}
y^{\prime \prime}=r(x) y, \quad \quad=(d / d x) \tag{2.1}
\end{equation*}
$$

on the Riemann sphere $\mathbb{P}^{1}$, where $r(x) \in \mathbb{C}(x)$. Let $\Lambda$ denote the set of poles of $r(x)$, set $X=\mathbb{P}^{1} \backslash(\Lambda \cup\{\infty\})$, and fix $x_{0} \in X$.
$\mathcal{M}$ will denote the field of germs of meromorphic functions at $x_{0}$, which we view as an extension of $\mathbb{C}(x)$ by identifying the latter with the germs of such functions at $x_{0} . V \subset \mathcal{M}$ will denote the linear space of germs of solutions of (2.1) at $x_{0}, V^{\prime} \subset \mathcal{M}$ the associated derivatives, and $E \subset \mathcal{M}$ the extension of $\mathbb{C}(x)$ generated by $V \cup V^{\prime} . E$ is the Picard-Vessiot extension of $\mathbb{C}(x)$ associated to (2.1), and the differential Galois group $G_{D}=G(E / \mathbb{C}(x))$ of that equation is the group of automorphisms of $E$ that fix $\mathbb{C}(x)$ and commute with differentiation. Elements of $G_{D}$ are determined by their action on $V$; hence $G_{D}$ may be viewed as a subgroup of Aut ( $V$ ).

A subgroup of $\operatorname{Aut}(V) \cong \mathrm{GL}(2, \mathbb{C})$ is (1) reducible (or triangulizable) if it is conjugate to a (lower) triangular subgroup of GL $(2, \mathbb{C})$ and (2) a DP-group if it is conjugate to a subgroup of $\left.\left\{\left(\begin{array}{ll}\alpha & 0 \\ 0 & \beta\end{array}\right)\right\} \cup\left\{\begin{array}{ll}0 & \gamma \\ \delta & 0\end{array}\right)\right\} \subset G L(2, \mathbb{C})$. (This terminology for "diagonal permutation" (DP) is from [2].) Note that a diagonalizable group is both reducible and a DP-group.

Proposition 2.2. Let $G_{N}$ be the monodromy group of (2.1) and $G_{D}$ its differential Galois group. Then
(a) $G_{D}$ is an algebraic unimodular subgroup of Aut (V). In particular, it is Zariski closed in this space.
(b) Any element of $E$ fixed by all elements of $G_{D}$ must be in $\mathbb{C}(x)$.
(c) $G_{N} \subset G_{D}$.

Moreover, if (2.1) is Fuchsian we have
(d) $\bar{G}_{N}=G_{D}$, i.e., $G_{N}$ is Zariski dense in $G_{D}$;
(e) $G_{N}$ is reducible, diagonalizable, or a DP-group if and only if $G_{D}$ is such; and
(f) $G_{N}$ is finite if and only if $G_{D}$ is such, in which case $G_{N}=G_{D}$.

Proof. (a) and (b) are standard (e.g., see [9, pp.36, 38, and 41]). (c) is adapted from [18]: analytic continuation along the inverse of any loop in $X$ based at $x_{0}$ defines an element of $G_{N}$ and one of $G_{D}$, and these are identical when viewed in $\operatorname{Aut}(V)$. (d) is Proposition III of [18]. (e) and (f) are immediate from (c) and (d).

Proposition 2.3. An algebraic subgroup of $\operatorname{SL}(2, \mathbb{C})$ is either
Case I: reducible;
Case II: a DP-group;
Case III: a finite group which, if not of Case I or II, must be projectively (i.e., $\bmod \pm \mathrm{id})$ the tetrahedral, octahedral, or icosahedral group; or

Case IV: SL $(2, \mathbb{C})$.
In particular, the differential Galois group $G_{D}$ of (2.1) must have one of these forms.

Proof. See [9, pp. 31, 32] or [10, pp. 7, 27].
Proposition 2.4. If every element of an algebraic subgroup of $\operatorname{GL}(n, \mathbb{C})$ has finite order, then that group must be finite.

Proof. This is a lemma in [18, p. 1328].
3. Ziglin subgroups of $\mathbf{G L}(\mathbf{2}, \mathbb{C})$. Application of Corollary 1.3 when the action of the group $G$ is not symplectic may yield a reduced connection $\nabla_{G}$ that is Fuchsian on $\mathbb{P}^{1}$ but not of the form (2.1). The monodromy of $\nabla_{G}$ will then be a subgroup of $\mathrm{GL}(2, \mathbb{C})$ rather than $\operatorname{SL}(2, \mathbb{C})$. The purpose of this section is to develop relationships (see Theorem 3.5 and Corollary 3.6 below) that allow us to exploit the classification of algebraic subgroups of SL $(2, \mathbb{C})$ given in Proposition 2.3 (which should be compared with Corollary 3.4 below).

Recall from § 1 that a subgroup $Z \subset \mathrm{GL}(2, \mathbb{C})$ is Ziglin, or a Ziglin group, if there is a nonconstant rational function $f: \mathbb{C}^{2} \rightarrow \mathbb{C}$ preserved by $Z$; i.e., such that $g^{*} f=f$ for all $g \in Z$.

Proposition 3.1. (a) Any conjugate of a Ziglin group $Z$ is again Ziglin.
(b) Any subgroup of a Ziglin groupis again Ziglin.
(c) The Zariski closure $\bar{Z}$ of any Ziglin subgroup $Z$ preserves any rational function $f$ preserved by $Z$. In particular, $\bar{Z}$ must be Ziglin.
(d) A subgroup $Z \subset \mathrm{GL}(2, \mathbb{C})$ is Ziglin if and only if the Zariski closure $\bar{Z}$ is Ziglin.

Proof. For (a), $g^{*} f=f$ implies $\left(h^{-1} g h\right)^{*} h^{*} f=h^{*} f$ for any $h \in \operatorname{GL}(2, \mathbb{C})$. (b) is obvious. For (c), write $f=(p / q)$ where $p$ and $q$ are polynomials and fix $w \in \mathbb{C}^{2}$. Then $P_{w}(g)=\left(g^{*} p\right)(w) \cdot q(w)-p(w) \cdot\left(g^{*} q\right)(w)$ is a polynomial vanishing on $Z$; hence $\bar{Z}$ is contained in the zero set of $P_{w}$. Since $w$ was arbitrary the result follows. We obtain (d) by (b) and (c).

Now let $Z \subset G L(2, \mathbb{C})$ be Ziglin and let $f=(p / q)$ be a nonconstant rational function preserved by $Z$. Since $g^{*} f=f$ for $g \in Z$ if and only if $\left(g^{*} p\right) \cdot q=p \cdot\left(g^{*} q\right)$, by comparing lowest- (or highest-) order terms in this last expression, we see that $p$ and $q$ may be assumed homogeneous. Then by factoring and, if necessary, conjugating by some suitable rotation $h$, we can assume

$$
\begin{equation*}
f(x, y)=\prod_{j=1}^{r}\left(x-\lambda_{j} y\right)^{m_{j}} \tag{3.2}
\end{equation*}
$$

where the $\left\{\lambda_{j}\right\}$ are distinct and $m_{j} \in \mathbb{Z} \backslash\{0\}$. Note that such a factorization does not generally hold for homogeneous polynomials in three or more variables (e.g., see [6, pp. 50, 51]).

Theorem 3.3. The Ziglin subgroups of $\mathrm{GL}(2, \mathbb{C})$ are precisely those that can be conjugated to a subgroup of one of the following groups:

$$
T(n)=\left\{\left.\left(\begin{array}{cc}
\alpha & 0  \tag{1}\\
\delta & \beta
\end{array}\right) \right\rvert\, \alpha^{n}=1\right\}
$$

$$
T(m, n)=\left\{\left.\left(\begin{array}{cc}
\alpha & 0  \tag{2}\\
0 & \beta
\end{array}\right) \right\rvert\, \alpha^{m} \beta^{n}=1\right\}
$$

$$
D(n)=\left\{\left.\left(\begin{array}{cc}
\alpha & 0  \tag{3}\\
0 & \beta
\end{array}\right) \right\rvert\,(\alpha \beta)^{n}=1\right\} \cup\left\{\left.\left(\begin{array}{ll}
0 & \gamma \\
\delta & 0
\end{array}\right) \right\rvert\,(\delta \gamma)^{n}=1\right\}
$$

(4) The projectively finite groups.

Proof. Let $Z$ be a Ziglin subgroup of $\operatorname{GL}(2, \mathbb{C})$ that fixes the rational function (3.2). We have three cases.

Case $\mathrm{I}(r=1)$. $Z$ then fixes the line $x=\lambda_{1} y$, and hence there is a conjugacy $h$ so that $\left(h^{*} f\right)(x, y)=x^{n}$ (on setting $\left.m_{1}=n\right)$ and $\left(h^{-1} Z h\right) \subset T(n)$. Conversely, $\left(h^{-1} Z_{0} h\right) \subset$ $T(n)$ implies that the subgroup $Z_{0}$ preserves $\left(h^{-1}\right)^{*}\left(x^{n}\right)$.

Case II ( $r=2$ ). Each $g \in Z$ will preserve or permute the two lines $x=\lambda_{j} y, j=1$, 2. There is then a conjugacy $h$ so that $\left(h^{*} f\right)(x, y)=x^{m} y^{n}$ (on setting $m_{1}=m, m_{2}=n$ ) and $\left(h^{-1} Z h\right) \subset\left\{\left(\begin{array}{cc}\alpha & 0 \\ 0 & \beta\end{array}\right)\right\} \cup\left\{\left(\begin{array}{cc}0 & \gamma \\ \delta & 0\end{array}\right)\right\}$. If there are no elements of the form $g=\left(\begin{array}{ll}0 & \gamma \\ \delta & 0\end{array}\right)$ in $\left(h^{-1} Z h\right)$, then $\alpha^{m} \beta^{n}=1$ implies $\left(h^{-1} Z h\right) \subset T(m, n)$. If there is such an element $g$ then $\left(g^{*} f\right)(x, y)=\gamma^{m} \delta^{n} x^{n} y^{m}=x^{m} y^{n}$ implies $m=n$ and $\left(h^{-1} Z h\right) \subset D(n)$. Conversely, if ( $h^{-1} Z_{0} h$ ) is a subgroup of (2) or (3) above, then $Z_{0}$ preserves $\left(h^{-1}\right)^{*}\left(x^{m} y^{n}\right)$, with $m=n$ for case (3).

Case III $(r \geqq 3)$. Let $K=\{c \cdot \mathrm{id} \mid c \in \mathbb{C} \backslash\{0\}\}$. We must show that the projectivization $P Z=Z /(Z \cap K)$ is finite. There is a positive integer $n$ so that for all $g \in Z$ the element $g^{n}$ fixes each of the lines $x=\lambda_{j} y(j=1, \cdots, r)$. Since $r \geqq 3$, this forces $g^{n}=c(g) \cdot \mathrm{id}$, where $c(g)$ is a constant dependent on $g$.
(a) If in (3.2) we have $\sum_{j=1}^{r} m_{j} \neq 0$, then $\left(g^{n}\right)^{*} f=f$ implies each $c(g)$ is a root of unity. By Proposition 3.1(c) we may replace $Z$ by the algebraic group $\bar{Z}$; hence $Z$ itself must be finite by Proposition 2.4.
(b) Now assume $\sum_{j=1}^{r} m_{j}=0$ in (3.2). Then $P Z$ preserves (3.2), and applying the last part of the argument in (a) above to the Zariski closure of $[P Z \cup(-1) P Z]$ (which we can think of as a subgroup of $\operatorname{SL}(2, \mathbb{C})$ and which also preserves $f$ ), we see that $P Z$ is finite.

Conversely, any subgroup $Z_{0} \subset G L(2, \mathbb{C})$, for which the projectivization $P Z_{0}$ is finite, preserves the rational function $f_{\lambda}(x, y)$ where $f_{\lambda}=\left(\Pi g^{*} x\right) /\left(\Pi g^{*}(x-\lambda y)\right)$ and the products are taken over $g \in P Z_{0}$. We then choose the parameter $\lambda \in \mathbb{C} \backslash\{0\}$ so that $f_{\lambda}$ is nontrivial (we must be careful on this point since, for example, $\left(\Pi g^{*} x\right) /\left(\Pi g^{*} y\right)=1$ for $g$ in the two-element group $\left.\left\{\begin{array}{lll}1 & 0 \\ 0 & 1\end{array}\right),\left(\begin{array}{cc}0 & 1 \\ 1 & 0\end{array}\right)\right\}$.

Corollary 3.4 (Baider). The Ziglin subgroups of $\operatorname{SL}(2, \mathbb{C})$ are precisely those that can be conjugated to a subgroup of one of the following groups:

$$
\begin{align*}
& T(n) \cap \operatorname{SL}(2, \mathbb{C}),  \tag{1}\\
& D(n) \cap \operatorname{SL}(2, \mathbb{C}), \\
& \text { The finite groups. }
\end{align*}
$$

Proof. $T(m, n) \cap \operatorname{SL}(2, \mathbb{C}) \subset T(m-n) \cap \operatorname{SL}(2, \mathbb{C})$ since $\alpha \beta=1$.
The format of the next theorem follows that in the algorithm due to Kovacic [10] that we explain in $\S 4$. Moreover, the groups $G_{M}$ and $G_{N}$ will be the respective monodromy groups of the differential equations (4.1) and (4.2) in that section.

Theorem 3.5. For $\theta_{j} \in \mathbb{C} \backslash\{0\}$ let $N=\left\{N_{j}\right\}_{j=1}^{k} \subset \mathrm{GL}(2, \mathbb{C})$ and $M=\left\{M_{j}=\theta_{j} N_{j}\right\}_{j=1}^{k}$ generate the respective groups $G_{N}$ and $G_{M}$. Then $G_{N}$ and $G_{M}$ are simultaneously reducible, diagonalizable, or DP-groups. Moreover, they are simultaneously finite if and only if all $\theta_{j}$ are roots of unity. Now assume that $G_{N} \subset \operatorname{SL}(2, \mathbb{C})$. Then
(a) If $G_{N}$ is reducible but not diagonalizable, under a conjugacy $h$ for which $h^{-1} N_{j} h=$ $\left(\begin{array}{ll}\lambda_{*^{\prime}} & 0 \\ \lambda_{j}^{-1}\end{array}\right)$, then $G_{M}$ is Ziglin if and only if all $\theta_{j} \lambda_{j}$ are roots of unity.
(b) If $G_{N}$ is diagonalizable with $h^{-1} N_{j} h=\left(\begin{array}{cc}\lambda_{j} & 0 \\ 0_{j}^{-1} & \lambda_{j}\end{array}\right)$, then $G_{M}$ is Ziglin if and only if all $\theta_{j} \lambda_{j}$ are roots of unity or there are integers $m$ and $n$ such that $\left(\theta_{j}\right)^{m+n} \cdot\left(\lambda_{j}\right)^{m-n}=1$ for all $j$.
(c) If $G_{N}$ is a DP-group but is not reducible, with $h^{-1} N_{j} h=\left(\begin{array}{cc}\lambda_{j} & 0 \\ 0_{j}^{-1}\end{array}\right)$ or $\left(\begin{array}{cc}0 \\ { }_{-\rho}^{-1} & \rho_{j} \\ \rho_{j}\end{array}\right)$, then $G_{M}$ is Ziglin if and only if all $\theta_{j}$ are roots of unity.
(d) If $G_{N}$ is finite then $G_{M}$ is Ziglin.
(e) If none of the cases above hold for $G_{N}$, then $G_{M}$ is not Ziglin.

Proof. The initial statements concerning reducibility, diagonalizability, the DPstructure, and finiteness are clear. Statements (a)-(d) follow from the statement and proof of Theorem 3.3 (in (c) we must use the presence of an element $\left(\begin{array}{c}0 \\ -\rho_{j}^{-1}\end{array} \rho_{0} \rho_{j}\right)$ ).

For (e) assume that $G_{M}$ is Ziglin . Then the assumptions on $G_{N}$ imply by Proposition 2.3 that the Zariski closure $\bar{G}_{N}=\operatorname{SL}(2, \mathbb{C})$ and by Theorem 3.3 that the projectivization $P G_{M}$ is finite. We can then readily construct a homogeneous polynomial that vanishes on $P G_{M}$ and hence on $G_{M}$ and $G_{N}$ but not on $\operatorname{SL}(2, \mathbb{C})$, contradicting the fact that $\bar{G}_{N}=\operatorname{SL}(2, \mathbb{C})$.

Proposition 3.6. If all $\left\{\theta_{j}\right\}_{j=1}^{k}$ are roots of unity, then $G_{N}$ is Ziglin if and only if $G_{M}$ is Ziglin.

Proof. There is an integer $d$ so that $\left(\theta_{j}\right)^{d}=1$ for all $j$. Now raise the respective polynomials in the proof of Theorem 3.3 to the $d$-th power.

For many applications the assumption on the $\left\{\theta_{j}\right\}$ in Proposition 3.6 is natural.
4. The algorithm. Here we show how to determine whether the monodromy group $G_{M} \subset \mathrm{GL}(2, \mathbb{C})$ of a second-order Fuchsian equation

$$
\begin{equation*}
z^{\prime \prime}+p(x) z^{\prime}+q(x) z=0, \quad \prime=\frac{d}{d x} \tag{4.1}
\end{equation*}
$$

on $\mathbb{P}^{1}$ is a Ziglin group. This is done with the aid of an algorithm due to Kovacic [10] that decides which of the cases (a)-(e) of Theorem 3.5 holds for (4.1) in its normal form,

$$
\begin{equation*}
y^{\prime \prime}=r(x) y, \quad r(x)=-\left[q(x)-\left(\frac{1}{4}\right) p^{2}(x)-\left(\frac{1}{2}\right) p^{\prime}(x)\right], \quad \prime=(d / d x) \tag{4.2}
\end{equation*}
$$

which, we note, is also Fuchsian. We need to establish some notation.
In (4.1) we have

$$
\begin{equation*}
p(x)=\sum_{j=1}^{k} \frac{A_{j}}{\left(x-a_{j}\right)}, \quad q(x)=\sum_{j=1}^{k} \frac{B_{j}}{\left(x-a_{j}\right)^{2}}+\sum_{j=1}^{k} \frac{C_{j}}{\left(x-a_{j}\right)}, \quad \sum_{j=1}^{k} C_{j}=0 . \tag{4.3}
\end{equation*}
$$

This implies that in (4.2) we have

$$
\begin{equation*}
r(x)=\sum_{j=1}^{k} \frac{\beta_{j}}{\left(x-a_{j}\right)^{2}}+\sum_{j=1}^{k} \frac{\delta_{j}}{\left(x-a_{j}\right)}, \quad \sum_{j=1}^{k} \delta_{j}=0 \tag{4.4}
\end{equation*}
$$

where, on setting $A_{\infty}=\sum_{j=1}^{k} A_{j}, B_{\infty}=\sum_{j=1}^{k}\left(B_{j}+C_{j} a_{j}\right)$, and $\beta_{\infty}=\sum_{j=1}^{k}\left(\beta_{j}+\delta_{j} a_{j}\right)$,

$$
\begin{align*}
& \beta_{j}=\left(\frac{1}{4}\right)\left[\left(1-A_{j}\right)^{2}-4 B_{j}-1\right], \\
& \delta_{j}=-C_{j}+\left(\frac{1}{2}\right) A_{j}\left[\sum_{i \neq j}^{k} \frac{A_{i}}{\left(a_{j}-a_{i}\right)}\right],  \tag{4.5}\\
& \beta_{\infty}=\left(\frac{1}{4}\right)\left[\left(1-A_{\infty}\right)^{2}-4 B_{\infty}-1\right] .
\end{align*}
$$

Note that the characteristic exponents of (4.2) are

$$
\begin{align*}
& \tau_{j}^{ \pm}=\frac{1}{2}\left[1 \pm\left\{1+4 \beta_{j}\right\}^{1 / 2}\right]=\frac{1}{2}\left[1 \pm\left\{\left(1-A_{j}\right)^{2}-4 B_{j}\right\}^{1 / 2}\right] \quad \text { at } a_{j}, \\
& \tau_{\infty}^{ \pm}=\frac{1}{2}\left[-1 \pm\left\{1+4 \beta_{\infty}\right\}^{1 / 2}\right]=\frac{1}{2}\left[1 \pm\left\{\left(1-A_{\infty}\right)^{2}-4 B_{\infty}\right\}^{1 / 2}\right] \text { at } \infty . \tag{4.6}
\end{align*}
$$

Let $\Lambda=\left\{a_{1}, \cdots, a_{k}\right\}$ be the finite poles of $p(x)$ and $q(x)$ as in (4.3), set $X=$ $\mathbb{P}^{1} \backslash(\Lambda \cup\{\infty\})$, and fix $x_{0} \in X$. For each point $a_{j} \in \Lambda$ let $\gamma_{j}$ be a positively oriented loop in $X$ based at $x_{0}$ that encircles only $a_{j}$; then $\pi_{1}\left(X, x_{0}\right)$ is freely generated by $\left\{\gamma_{j}\right\}_{j=1}^{k}$. Also, let $\gamma_{\infty}$ be a corresponding loop around $\infty$ satisfying $\left(\prod_{j=1}^{k} \gamma_{j}\right) \gamma_{\infty}=I$. Then the monodromy representation $\rho_{M}: \pi_{1}\left(X, x_{0}\right) \rightarrow \mathrm{GL}(2, \mathbb{C})$ of (4.1) with $M_{j}=\rho_{M}\left(\gamma_{j}\right), M_{\infty}=$ $\rho_{M}\left(\gamma_{\infty}\right)$, satisfies $\left(\prod_{j=1}^{k} M_{j}\right) M_{\infty}=I$, and $\left\{M_{j}\right\}_{j=1}^{k}$ generates the monodromy group $G_{M}$ of (4.1).

The poles of $r(x)$ in (4.4) are a subset of $\Lambda \cup\{\infty\}$. The monodromy representation $\rho_{N}$ of (4.2) has range $G_{N} \subset \operatorname{SL}(2, \mathbb{C})$ and is generated by $\left\{N_{j}=\rho_{N}\left(\gamma_{j}\right)\right\}_{j=1}^{k}$. Moreover (see [3, § 6]),

$$
\begin{equation*}
M_{j}=\theta_{j} N_{j}, \quad \text { where } \theta_{j}=\exp \left[-\frac{1}{2} \int_{\gamma_{j}^{-1}} p\right]=\exp \left(\pi i A_{j}\right) . \tag{4.7}
\end{equation*}
$$

The algorithm below consists of three successive cases. Each case is examined in turn, and lack of success in determining a solution in all three cases will correspond to (e) in Theorem 3.5 (with the first case covering both (a) and (b) of that theorem). Throughout we let $G_{D}$ denote the differential Galois group of (4.2).

Case I (The reducible-diagonalizable case). The algorithm is phrased in terms of the "modified" characteristic exponents

$$
\begin{align*}
& \alpha_{j}^{ \pm}=\tau_{j}^{ \pm} \quad \text { if } \beta_{j} \neq 0 ; \quad \alpha_{j}^{ \pm}=1 \quad \text { if } \beta_{j}=0, \delta_{j} \neq 0 ; \quad \alpha_{j}^{ \pm}=0 \quad \text { if } \beta_{j}=0=\delta_{j}, \\
& \alpha_{\infty}^{ \pm}=\tau_{\infty}^{ \pm}+1 \quad \text { if } \beta_{\infty} \neq 0 ; \quad \alpha_{\infty}^{+}=0 \quad \text { and } \quad \alpha_{\infty}^{-}=1 \quad \text { if } \beta_{\infty}=0 . \tag{4.8}
\end{align*}
$$

Theorem 4.9. The following two statements are equivalent:
(a) $G_{M}, G_{N}$, and $G_{D}$ are simultaneously reducible.
(b) There is a solution of (4.2) of the form $y=\exp \left(\int \theta\right)$, with $\theta \in \mathbb{C}(x)$, which is necessarily a common eigenvector for $G_{N}$.

Moreover, there is a solution as in (b) if and only if
(1) There is a choice $s(j)$ and $s(\infty)$ of a plus or minus sign so that

$$
d=\left[\alpha_{\infty}^{s(\infty)}-\sum_{j=1}^{k} \alpha_{j}^{s(j)}\right] \text { is a nonnegative integer }
$$

(2) There is a unique monic, degree $d$ polynomial $P$ (which can be found by the method of undetermined coefficients) satisfying

$$
P^{\prime \prime}+2 \omega P^{\prime}+\left(\omega^{\prime}+\omega^{2}-r\right) P=0, \quad \text { where } \omega=\omega(x)=\sum_{j=1}^{k} \frac{\alpha_{j}^{s(j)}}{\left(x-a_{j}\right)},
$$

and
(3) $\theta=\omega+\left(P^{\prime} / P\right)$.

The algorithm above will generate two distinct $\theta$ 's if and only if the three groups in (a) above are simultaneously diagonalizable. If there are no such solutions these groups are irreducible.

Proof. The statement in (a) is just a combination of Proposition 2.2(e) and the first part of Theorem 3.5, and similarly for simultaneous diagonalizability of these groups. For the equivalence of (a) and (b) see [10, pp. 7, 8]. The algorithm given in steps (1)-(3) for finding solutions of the form $y=\exp \left(\int \theta\right)$ with $\theta \in \mathbb{C}(x)$ is a restatement of $[10, \mathrm{pp} .11,12]$ for the Fuchsian case. The remainder of the theorem can be found in the proof in Kovacic [10, pp. 15-17], with the uniqueness of $P$ in (2) being shown by calculating the Wronskian of the two solutions.

Such reducibility criteria have a long history; for example, see [15, pp. 176-178], which was published in 1895 . For the Fuchsian case with three regular singular points (e.g., the hypergeometric equation), simpler formulations are available (see [2, Thm. 2.24]). It should be noted that Kovacic's algorithm is not restricted to the Fuchsian case of (4.2).

Corollary 4.10. Assume the reducibility algorithm implicit in steps (1)-(3) of Theorem 4.9 has yielded (1) only one solution, or (2) two independent solutions of (4.2) with the form $y=\exp \left(\int \theta\right)$, where

$$
\theta=\sum_{j=1}^{k} \frac{\alpha_{j}^{s(j)}}{\left(x-a_{j}\right)}+\left(P^{\prime} / P\right) .
$$

## Then:

(1) In case (1) the monodromy group $G_{M}$ of (4.1) is a Ziglin group if and only if each of the numbers $\left[A_{j}+2 \alpha_{j}^{s(j)}\right], j=1,2, \cdots, k$, is rational.
(b) In case (2) $G_{M}$ is a Ziglin group if and only if there are integers $m$ and $n$ so that $\left[(m+n) A_{j}+2(m-n) \alpha_{j}^{s(j)}\right]$ is an even integer for $j=1,2, \cdots, k$. In particular, $G_{M}$ is Ziglin if each of the numbers $\left[A_{j} \pm 2 \alpha_{j}^{s(j)}\right], j=1,2, \cdots, k$, is rational.

Proof. In terms of a basis $\{*, y\}$ of germs of solutions of (4.2) at $x_{0}$ we have

$$
N_{j}=\left[\begin{array}{cc}
\exp \left(2 \pi i \alpha_{j}^{s(j)}\right) & 0 \\
* & \exp \left(-2 \pi i \alpha_{j}^{s(j)}\right)
\end{array}\right] .
$$

The result then follows from (4.7) and Theorem 3.5(a) and (b), respectively.
Case II (The DP-case). The algorithm is stated in terms of the following sets:

$$
\begin{align*}
& E_{j}=\left\{2+e\left(1+4 \beta_{j}\right)^{1 / 2} \mid e=0, \pm 2\right\} \cap \mathbb{Z} \quad \text { if } \beta_{j} \neq 0, \\
& E_{j}=\{4\} \quad \text { if } \beta_{j}=0, \quad \delta_{j} \neq 0,  \tag{4.11}\\
& E_{j}=\{0\} \quad \text { if } \beta_{j}=0=\delta_{j},
\end{align*}
$$

and

$$
\begin{align*}
& E_{\infty}=\left\{2+e\left(1+4 \beta_{\infty}\right)^{1 / 2} \mid e=0, \pm 2\right\} \cap \mathbb{Z} \quad \text { if } \beta_{\infty} \neq 0,  \tag{4.12}\\
& E_{\infty}=\{0,2,4\} \quad \text { if } \beta_{\infty}=0 .
\end{align*}
$$

Theorem 4.13. The following two statements are equivalent:
(a) $G_{M}, G_{N}$, and $G_{D}$ are irreducible (i.e., Case I does not hold) but are simultaneously DP-groups.
(b) There is a solution of (4.2) of the form $y=\exp \left(\int \omega\right)$, where $\omega$ is algebraic over $\mathbb{C}(x)$ of degree 2, and Case I does not hold.

Moreover, there is a solution as in (b) if and only if
(1) There is a choice of $e_{j} \in E_{j}$ and $e_{\infty} \in E_{\infty}$ which are not all even integers so that $d=\frac{1}{2}\left[e_{\infty}-\sum_{j=1}^{k} e_{j}\right]$ is a nonnegative integer; and
(2) There is a monic, degree d polynomial $P$ (which can be found by the method of undetermined coefficients) satisfying

$$
P^{\prime \prime \prime}+3 \theta P^{\prime \prime}+\left(3 \theta^{2}+3 \theta^{\prime}-4 r\right) P^{\prime}+\left(\theta^{\prime \prime}+3 \theta \theta^{\prime}+\theta^{3}-4 r \theta-2 r^{\prime}\right) P=0,
$$

where $\theta=\frac{1}{2} \sum_{j=1}^{k}\left(e_{j} /\left(x-a_{j}\right)\right)$.
Specifically, for $P$ as in (2) let $\phi=\theta+\left(P^{\prime} / P\right)$ and choose a solution $\omega$ of $\omega^{2}+\phi \omega+\left[\frac{1}{2} \phi^{\prime}+\frac{1}{2} \phi^{2}-r\right]=0$; then $y=\exp \left(\int \omega\right)$ will be a solution of (4.2) as in (b) above.

Proof. For the equivalence of (a) and (b) see [10, pp.7, 8]. The remainder is a restatement of [10, p. 18] for the Fuchsian case.

Corollary 4.14. Assume that $G_{D}$ is irreducible but that the DP-algorithm implicit in (1) and (2) and the final statement of Theorem 4.13 results in a solution of the required form. Then the monodromy group $G_{M}$ of (4.1) is Ziglin if and only if all $A_{j}$ are rational.

Proof. This follows from (4.7) and Theorem 3.5(c).
Remark 4.15. A necessary condition for the algorithm of Theorem 4.13 to give a solution of the required form is that in (4.4) some $\beta_{j} \neq 0$ (see [10, p. 8]). Thus, if all $\beta_{j}=0$ we need to examine only Cases I and III.

Case III (The finite case). The algorithm is stated in terms of the following sets, where $n=4,6$, or 12 :

$$
\begin{align*}
& F_{j}(n)=\left\{\left.6+\frac{12 e}{n}\left(1+4 \beta_{j}\right)^{1 / 2} \right\rvert\, e=0, \pm 1, \cdots, \pm \frac{n}{2}\right\} \cap \mathbb{Z} \quad \text { if } \beta_{j} \neq 0, \\
& F_{j}(n)=\{12\} \quad \text { if } \beta_{j}=0, \delta_{j} \neq 0,  \tag{4.16}\\
& F_{j}(n)=\{0\} \quad \text { if } \beta_{j}=0=\delta_{j},
\end{align*}
$$

and

$$
\begin{equation*}
F_{\infty}(n)=\left\{\left.6+\frac{12 e}{n}\left(1+4 \beta_{\infty}\right)^{1 / 2} \right\rvert\, e=0, \pm 1, \cdots, \pm \frac{n}{2}\right\} \cap \mathbb{Z} \tag{4.17}
\end{equation*}
$$

regardless of whether or not $\beta_{\infty}=0$.
Theorem 4.18. Assume that $G_{D}$ is not reducible and not a DP-group (i.e., Cases I and II do not hold). Then the following procedure will determine if $G_{D}$ is finite with all solutions of (4.2) being algebraic over $\mathbb{C}(x)$.
(1) Let $n=4$ and write down all choices of $f_{j} \in F_{j}(n)$ and $f_{\infty} \in F_{\infty}(n)$ for which $d=(n / 12)\left[f_{\infty}-\sum_{j=1}^{k} f_{j}\right]$ is a nonnegative integer;
(2) For each such choice set $\theta=(n / 12) \sum_{j=1}^{k}\left(f_{j} /\left(x-a_{j}\right)\right)$, and with $S=\Pi\left(x-a_{j}\right)$ (where the product is taken over only those $a_{j}$ which are poles of $r(x)$ ) determine (e.g., by the method of undetermined coefficients) if there is a monic, degree $d$ polynomial $P$ such that if we set $P_{n}=-P$ and recursively define

$$
P_{i-1}=-S P_{i}^{\prime}+\left[(n-i) S^{\prime}-S \theta\right] P_{i}-(n-i)(i+1) S^{2} r P_{i+1}
$$

for $i=n, n-1, \cdots, 0$, then $P_{-1} \equiv 0$;
(3) Repeat, if necessary, steps (1) and (2) with $n=6$ and then with $n=12$; and
(4) If such a $P$ is found in (2) for $n=4$, 6 , or 12 , then $G_{D}$ is finite. Moreover, a solution $\omega$ to the equation $\sum_{i=0}^{n}\left(\left(S^{i} P_{i}\right) /(n-i)!\right) \omega^{i}=0$ will give a solution $y=\exp \left(\int \omega\right)$ to (4.2).

Proof. See [10, pp. 7, 8 and pp.22, 23] and recall that (4.2) is Fuchsian.
Corollary 4.19. Assume $G_{D}$ is irreducible and not a DP-group, but is finite. Then $G_{M}$ is Ziglin.

Proof. The proof is obtained by Theorem 3.5(d).
Remarks 4.20. A success in the algorithm (1)-(4) of Theorem 4.19 implies $G_{D}$ is finite and projectively the tetrahedral $(n=4)$, octahedral $(n=6)$, or iscosahedral
$(n=12)$ group (see [10, p. 27]). A failure implies that $G_{D}=\operatorname{SL}(2, \mathbb{C})$ (see [10, p. 7]). Necessary conditions for a success in the algorithm of Theorem 4.19 are that all the characteristic exponents $\tau_{j}^{ \pm}$and $\tau_{\infty}^{ \pm}$of (4.6) be rational; that is, all $\left(1+4 \beta_{j}\right)^{1 / 2}$ and $\left(1+4 \beta_{\infty}\right)^{1 / 2}$ are rational (see [10, p. 8]). If this does not hold, only Cases I and II need to be examined.

## 5. Applications.

Example (a). Let $a(x), b(x)$, and $c(x, y)$ be arbitrary meromorphic functions on $\mathbb{C}^{2}=\{(x, y)\}$, let $h \in \mathbb{C}$, and consider the analytic set

$$
\begin{equation*}
\gamma=\left\{(x, y) \in \mathbb{C}^{2} \mid b(x) c(x, y)=h\right\} . \tag{5.1}
\end{equation*}
$$

As an example, if $b(x)$ is a separable polynomial of positive degree $(2 g+1)$ or $(2 g+2)$, $h=1$, and $c(x, y)=y^{-2}$, then $\gamma$ is a punctured algebraic curve of genus $g$. Returning to generalities, suppose $\Gamma \subset \gamma$ is a Riemann surface on which $a(x) / b(x)$ is finite, and having the property that the projection $\pi(x, y)=x$ of $\Gamma$ into $\mathbb{C}$ is unbounded. Via the embedding $(x, y) \rightarrow(x, 0, y, 0)$ we may view $E=\left\{\left(x, \xi_{2}, y, \eta_{2}\right) \mid(x, y) \in \Gamma\right\} \subset \mathbb{C}^{4}$ with projection $\left(x, \xi_{2}, y, \eta_{2}\right) \rightarrow(x, y)$ as a rank 2 complex vector bundle over $\Gamma$. A holomorphic connection $\nabla$ can then be defined on $E$ through the local coordinate representation

$$
d\binom{\xi_{2}}{\eta_{2}}=\left(\begin{array}{cc}
0 & 1  \tag{5.2}\\
\frac{-a(x)}{b(x)} & 0
\end{array}\right)\binom{\xi_{2}}{\eta_{2}} d x .
$$

$\nabla$ is designed so as to be the pullback of

$$
\begin{equation*}
\xi^{\prime \prime}+\frac{a(x)}{b(x)} \xi=0, \quad \xi=\xi_{2}, \quad \quad=\frac{d}{d x}, \tag{5.3}
\end{equation*}
$$

under the projection $\pi: \Gamma \rightarrow \mathbb{C}$ (see [2, §4]). As a consequence, the monodromy group $G_{0}$ of $\nabla$ embeds into the monodromy group $G_{N}$ of (5.3) (see [4, Prop. 1.1]). If $G_{N}$ is Ziglin, then Proposition 3.1(b) implies that $G_{0}$ is Ziglin.

There are simple instances in which we can view the projection $\pi: \Gamma \rightarrow \mathbb{C}$ as a reduction with respect to a finite symmetry group $G$. For example, if $\Gamma$ is invariant under each mapping

$$
(\exp (2 \pi i j / n),(x, y)) \rightarrow(x, \exp (2 \pi i j / n) \cdot y), \quad j=1,2, \cdots, n,
$$

as would be the case if $c(x, y)=y^{ \pm n}$, then Theorem 1.2 can be applied (the group action on the fibers of $E \rightarrow \Gamma$ being the identity map in the ( $\xi_{2}, \eta_{2}$ )-coordinates of (5.2)).

The algorithm of § 4 applies directly to (5.3) when $r(x)=-[a(x) / b(x)]$ is of the form given in (4.4). For example, suppose

$$
\begin{equation*}
r(x)=\left[\frac{1}{x^{2}}+\frac{1}{(x-1)^{2}}+\frac{1}{(x-2)^{2}}-\frac{1}{x}+\frac{1}{(x-1)}\right] . \tag{5.4}
\end{equation*}
$$

Then (I) there is no choice of the $\alpha_{j}^{ \pm}=\frac{1}{2}[1 \pm \sqrt{5}]$ and $\alpha_{\infty}^{ \pm}=\frac{1}{2}[1 \pm \sqrt{17}]$ that makes the $d$ of Theorem 4.9(1) a nonnegative integer; (II) all $E_{j}=\{2\}=E_{\infty}$ so that there are no choices of the $e_{j}$ and $e_{\infty}$, not all even, with which to construct a nonnegative $d$ as in Theorem 4.13(1); and (III) $\beta_{1}=1$ implies $\left(1+4 \beta_{1}\right)^{1 / 2}=\sqrt{5}$ is not rational so that Case III does not apply (see the necessary conditions in Remark 4.20). The differential Galois group $G_{D}$ of (5.3)-(5.4) is then SL (2, $\left.\mathbb{C}\right)$. Recalling Proposition 2.2(d), we see that by Proposition $3.1(\mathrm{~d})$ and Corollary 3.4 the monodromy group $G_{M}=G_{N}$ of (5.3)-(5.4) cannot be Ziglin. If (5.3)-(5.4) is achieved from the $\nabla$ of (5.2) by reduction using a finite group (see the previous paragraph for an example), then by Theorem 1.2 the monodromy group $G_{0}$ of $\nabla$ is also not Ziglin .

To fit this into a Hamiltonian context, give $\mathbb{C}^{4}=\left\{\left(x, x_{2}, y, y_{2}\right)\right\}$ the standard symplectic structure $\omega=d x \wedge d y+d x_{2} \wedge d y_{2}$, let $p(x, y)=a(x)(\partial c / \partial y)(x, y)$ and $q(x, y)=b(x) c(x, y)$, and consider the Hamiltonian

$$
\begin{equation*}
H\left(x, x_{2}, y, y_{2}\right)=q(x, y)+\frac{1}{2} p(x, y) x_{2}^{2}+\frac{1}{2}(\partial q / \partial y)(x, y) y_{2}^{2}+\mathscr{O}_{3}\left(x_{2}, y_{2}\right) . \tag{5.5}
\end{equation*}
$$

The associated vector field $X_{H}$ is tangent to the ( $x, y$ )-plane, a phase curve $\Gamma$ in that plane of energy $h$ is contained in the set $\gamma$ of (5.1), and the normal variational equation (NVE) along $\Gamma$ may be identified with (5.2) where ( $\xi_{2}, \eta_{2}$ ) are the (global) linearized variables associated to ( $x_{2}, y_{2}$ ) (see [2, §4]). In the context of the previous paragraphs, conclusions about the nonintegrability of $X_{H}$ can be drawn from Corollary 1.3.

Example (b). For our second example we illustrate how reduction can be combined with Kovacic's algorithm to explicitly compute the monodromy of a holomorphic connection that arises in a Hamiltonian system.

First consider the Fuchsian equation

$$
\begin{equation*}
y^{\prime \prime}+p(x) y^{\prime}+q(x) y=0, \quad \prime=\frac{d}{d x} \tag{5.6}
\end{equation*}
$$

on $\mathbb{C}$ with

$$
\begin{align*}
& p(x)=\left[\frac{1}{x}+\frac{(1 / 2)}{(x-1)}\right] \\
& q(x)=\left[-\frac{1}{x^{2}}+\frac{(1 / 2)}{x}-\frac{(1 / 2)}{(x-1)}\right] \tag{5.7}
\end{align*}
$$

and the associated normal form

$$
\begin{equation*}
y^{\prime \prime}=r(x) y, \quad r(x)=\left[\frac{(3 / 4)}{x^{2}}-\frac{(3 / 16)}{(x-1)^{2}}+\frac{(3 / 4)}{x(x-1)}\right] \tag{5.8}
\end{equation*}
$$

Applying Case I of $\S 4$, we find only two choices of the $\alpha^{ \pm}$for which the $d$ in Theorem 4.9(1) is a nonnegative integer:

$$
\begin{aligned}
& \left\{\alpha_{\infty}^{+}, \alpha_{1}^{+}, \alpha_{2}^{+}\right\}=\left\{\frac{7}{4}, \frac{3}{2}, \frac{1}{4}\right\} \quad \text { with } d=0 \\
& \left\{\alpha_{\infty}^{+}, \alpha_{1}^{-}, \alpha_{2}^{-}\right\}=\left\{\frac{7}{4},-\frac{1}{2}, \frac{1}{4}\right\} \quad \text { with } d=2 .
\end{aligned}
$$

Both cases lead to the single solution

$$
\begin{equation*}
y(x)=x^{3 / 2}(x-1)^{1 / 4} \tag{5.9}
\end{equation*}
$$

of (5.8).
From the proof of Corollary 4.10 we see that the monodromy group $G_{N}$ of (5.8) is generated by $N_{1}=\left(\begin{array}{cc}-1 & 0 \\ -a & -1\end{array}\right)$ and $N_{2}=\left(\begin{array}{cc}i & 0 \\ b & -i\end{array}\right)$. Note that $a \neq 0$ in $N_{1}$, since otherwise the distinct eigenvalues of $N_{2}$ would imply that $G_{N}$ was diagonalizable, contrary to the algorithm giving us only the one solution (5.9) in Case I. Now recall from (4.7) that the monodromy group $G_{M}$ of (5.6) is generated by $M_{j}=\theta_{j} N_{j}$, where $\theta_{j}=\exp \left(\pi i A_{j}\right)$, $j=1,2$, with the $A_{j}$ defined as in (4.3). From $p(x)$ in (5.7) we see that $A_{1}=1$ and $A_{2}=\frac{1}{2}$, and so $M_{1}=-N_{1}=\left(\begin{array}{ll}1 & 0 \\ a & 1\end{array}\right)$ and $M_{2}=i N_{2}=\left(\begin{array}{cc}-1 & 0 \\ i b & 1\end{array}\right)$.

Equation (5.6) with (5.7) occurs in a Hamiltonian context somewhat as in Example (a). Using the standard symplectic structure on $\mathbb{C}^{4}$ and

$$
\begin{equation*}
H\left(x_{1}, x_{2}, y_{1}, y_{2}\right)=\frac{1}{2}\left(y_{1}^{2}+y_{2}^{2}\right)+\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right)+\frac{2}{3} x_{1}^{3}+x_{1} x_{2}^{2}, \tag{5.10}
\end{equation*}
$$

the associated vector field $X_{H}$ is tangent to the ( $x_{1}, y_{1}$ )-plane, and there is a phase curve $\Gamma$ within this plane at energy $h=0$ contained in the algebraic curve defined by

$$
\begin{equation*}
y_{1}^{2}=x_{1}^{2}\left[-\frac{4}{3} x_{1}-1\right] . \tag{5.11}
\end{equation*}
$$

The $\mathbb{Z}_{2}$-action $\left(x_{1}, y_{1}\right) \rightarrow\left(x_{1},-y_{1}\right)$ preserves (5.11) and lifts to a symmetry of the NVE $\nabla$ along $\Gamma$, where $\nabla$ is the pullback of (5.6)-(5.7) under the reduction mapping $\left(x_{1}, y_{1}\right) \rightarrow$ $-(4 / 3) x_{1}=x$. (Analogous computations are done in [4, Ex. C, pp. 110-112].) This mapping is unbranched over $x=0$ and branched with order 2 over $x=1$. Since $a \neq 0$ and $M_{2}^{2}=i d$, we see that the monodromy group of $\nabla$ is isomorphic to the infinite cyclic group generated by $M_{1}$.

The Hamiltonian (5.10) is but one member of a family that has been extensively studied using Ziglin analysis (see [8, Thm. 4, p. 472] and [13, Cor. 1, p. 266]), which in this case fails to detect the nonexistence of a second independent integral. We might have anticipated some degeneracy in the monodromy of $\nabla$ from the fact that the above Hamiltonian (5.10) and one which is known to be completely integrable have the same linearized equations about solutions in the ( $x_{1}, y_{1}$ )-plane (see [12, §5]). However, the integrability status of (5.10) is unknown. For another example of a Hamiltonian system that is completely integrable with infinite cyclic monodromy group for its NVE, see [3, §5]. For other examples in Ziglin analysis we refer to [3] and [4] and the surveys [14] and [19].
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# ADDENDUM: HYPERGEOMETRIC EXPANSIONS OF HEUN POLYNOMIALS* 

E. G. KALNINS ${ }^{\dagger}$ AND W. MILLER, JR. ${ }^{\ddagger}$

We should have pointed out the earlier papers on Heun functions by Sleeman [3] and Schmidt and Wolf [2]. These authors take a somewhat similar point of view to ours and use the simultaneous separability of a generalized Schrödinger equation in several cooordinate systems to derive integral relations for Heun functions. In [4] and in the present paper we are making clear the geometrical setting of their results and ours: polynomial orthogonal bases on the $n$-sphere characterized as eigenfunctions of commuting sets of self-adjoint symmetry operators.
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    ${ }^{1}$ See, e.g., Brakke [B], Gage and Hamilton [GH], and Grayson [Gr], as well as the references therein and those cited in § 5 of [AG].
    ${ }^{2}$ Such waves were predicted by Andreev and Parshin [AP] in 1978 and exhibited experimentally by Keshishev, Parshin, and Babkin [KPB] in 1979.
    ${ }^{3}$ Using, as a basis, a framework developed in [G1]-[G3], [AG], [GS].
    ${ }^{4}$ Andreev and Parshin [AP] note that the phase velocity of melting-freezing waves is generally well below the sound velocity.

[^41]:    ${ }^{5}$ This is the point of view taken by Brower et al. [BK] and Ben-Jacob et al. [BG], who use equations involving only the interface to model interfacial evolution governed by bulk diffusion.
    ${ }^{6}$ As noted by Maris and Andreev [MA], for superconductors such as solid helium and its melt, solidification is "essentially a mechanical process, rather than a thermal process as it is for ordinary materials."
    ${ }^{7}$ This proporationality of $\omega^{2}$ to $\lambda^{3}$ is confirmed by the experiments of Keshishev, Parshin, and Babkin [KPB].

[^42]:    ${ }^{8}$ Rogers [R] shows that such phenomena are not possible within the linearized CM theory.
    ${ }^{9}$ See, e.g., Renardy, Hrusa, and Nohel [RHN].

[^43]:    ${ }^{10}$ See, e.g., [AG, eqs. (2.4), (2.6), (2.18)].

[^44]:    ${ }^{11}$ Identities $(2.8)_{2}$ are generally not true if the chunk does not evolve normally: an additional term is needed to account for the flux of $\Phi$ across $\partial \triangleleft(t)$ (cf., e.g., [AG, eq. (2.34)]).
    ${ }^{12}$ See [G1, eq. (1.3) and §3].

[^45]:    ${ }^{13}$ Here $v$ represents the normal velocity of the interface relative to the crystal, so that $v$ is trivially invariant under observer changes.
    ${ }^{14}$ See [G1] and [AG], where (4.2) and (4.3) (with $\beta=\beta(\theta, v) \geqq 0$ ) are derived using a thermodynamic argument.
    ${ }^{15} \psi^{\prime}(\theta)=d \psi(\theta) / d \theta$.
    ${ }^{16}$ See [G1, Remark 4.1].
    ${ }^{17}$ Generalizing (7.6) of [AG]. The integral involving $\psi$ over $\partial \mathscr{C}$ plus $F$ area $(\mathscr{C})$ represents a basic Gibbsian functional for the statical theory of crystals (cf. [G2, § 3.2]).

[^46]:    ${ }^{18}$ Reference [G4] considers a more detailed structure for the melt.

[^47]:    ${ }^{19}$ See Herring [H], Frank [Fr], Gjostein [G], Gruber (as referred to in [G]), Taylor [T], Fonseca [F], and Angenent and Gurtin [AG].

[^48]:    ${ }^{20}$ See, e.g., $\S 2$ of [CG] for a discussion of such waves.
    ${ }^{21}$ See, e.g., [CG, eq. (2.5)].

[^49]:    ${ }^{22}$ See, e.g., [CG, eq. (2.10)].
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    ${ }^{1}$ These are cycles that include a turning point of the map, and hence have eigenvalue zero.
    ${ }^{2}$ The term does not imply that the map lacks smoothness (see Fig. 1).

[^105]:    ${ }^{3}$ The ease comes at the expense of ignorance of the symbol sequences of the cycles, but for many purposes the periodicities alone (supplied by our method) will be the primary concern.
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[^113]:    ${ }^{1}$ For the case in which $p$ is a positive integer, various properties and some numerical tables of $E_{p}(z)$ will be found in [7] and [8].

[^114]:    ${ }^{2}$ Sometimes the name anti-Stokes line is used instead; see the discussion on p. 518 of [9].

[^115]:    ${ }^{3}$ This $\alpha$ is unrelated to the $\alpha$ of $\S 1$.

[^116]:    ${ }^{4}$ Although in this section we consider only values of $\theta$ in the interval $(0,2 \pi)$, the graphs of $\frac{1}{2}\{c(\theta)\}^{2}$ and $c(\theta)$ are shown for the more extensive range $[-\pi, 3 \pi]$ for subsequent reference. The reader should also note that the scales of Figs. 2, 3, and 4 are not the same.

[^117]:    ${ }^{5}$ The reader is cautioned that several notational changes have been made from the earlier paper [10]. For example, $c$ has become $-c(\theta)$, and to obtain the new $f(\theta, \alpha, w)$ from that of [10] it is necessary to replace $\theta$ and $w$ by $\theta-\pi$ and $w+i c(\theta)$, respectively, and then multiply the result by $e^{i \alpha(\theta-\pi)}$.

[^118]:    ${ }^{6}$ See, for example, [9, pp. 67, 112].
    ${ }^{7}$ In deriving (5.7), we also need to use (2.12) and the fact that $a_{2 s}(\theta, \alpha)$ is periodic in $\theta$, with period $2 \pi$.

[^119]:    ${ }^{8}$ For further comments on this possibility see [3, §4].
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[^121]:    ${ }^{1}$ Compare also (4.5) below.

[^122]:    ${ }^{2}$ In deriving (4.5) and (4.6) from the cited theorem, we have used the following facts: $\operatorname{erfc}(\xi)=O\left(e^{-\xi^{2}}\right)$ throughout the sector $|\mathrm{ph} \xi| \leqq \pi / 4$; $\operatorname{erfc}(\xi)=O(1)$ throughout the sector $|\mathrm{ph}(-\xi)| \leqq \pi / 4$ (compare [10, § 4.4]).

[^123]:    ${ }^{3}$ This includes, for example, the integral $\int_{0}^{\infty} e^{-z t} t^{d-1} F(a, b ; c ;-t) d t$, in which $a, b, c, d$ are parameters. This is a generalized hypergeometric function of ${ }_{2} F_{2}$ type.

[^124]:    ${ }^{4}$ In (A5) the positive square root must be taken in both instances. Thus $\sqrt{2 \tau-2 \ln (1+\tau)} \sim|\tau|$ as $\tau \rightarrow 0$ from above or below.
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